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Abstract
In this paper, we outline an approach of end-to-end interactive systems with emotional embeddings, which are transfered from a large
corpus. We show how to apply emotional embeddings trained from Twitter databases with hashtags and emojis as labels in a regression
task. We also show that task-oriented dialog systems can be cast in an end-to-end framework using recurrent entity networks and
dynamic query memory networks. In addition, we propose to include emotional embeddings into this framework for a more empathetic
human-machine interactions. Finally, we show how to train an end-to-end open-domain dialog systems with deep reinforcement learning
that learns a sense of humour from TV sitcoms.
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1. Introduction

Research on dialog systems dated back to the Darpa Com-
municators project in the early 90s(Walker et al., 2001).
The first application of such systems was ATIS, where the
system interacts with users with mixed initiatives - ques-
tions and answers from both sides, in order to complete the
task of booking airplane tickets in US cities. Ever since,
the general paradigm of task-oriented dialog systems fol-
lows a close-loop of automatic speech recognition, seman-
tic decoding, dialog management, response generation and
text-to-speech synthesis. Among these, the dialog manager
controls the response and action of the system given user in-
put according to some dialog policy(Williams and Young,
2007). Dialog policies can be manually written rules. In-
deed most of commercial chatbots and virtual agents today
still use a pre-programmed rule-based dialog policy to con-
trol system response. Dialog policies can be probabilistic -
trained from collected data samples of system-to-human or
operator-to-user interactions in, say, call centres. Another
class of dialog systems is what is considered as chitchat
bots. Chatbots typically orient towards keeping the user in-
teracting with the system for as long as possible, with no
other task completion objective. Again, a set of dialog poli-
cies can be written to control how the chatbot response to
the user. However, such chatbots are often single-turn Q&A
systems(Riloff and Thelen, 2000) without considering the
context or discourse of the conversation.

In this paper/talk, we propose that dialog systems, both
task-oriented and chatbots, can benefit from a new
paradigm of empathetic human-machine interactions. We
also propose that, instead of manually written rules, the
empathy module can be learned in a neural network frame-
work. In addition, we suggest that the emotional, as op-
posed to cognitive, content, in natural language can be
modeled in a new model of emotional embeddings, to help
with natural language understanding in general, and for af-
fect recognition in particular.

2. Methodology
In the next sections, we describe the emotional components
and two end-to-end dialog systems. The former includes
emotional embeddings, which is a learned word embed-
dings that can capture not only word semantics but also
word emotion. In addition, we further train our sentiment
and emotion analysis modules based on emotional embed-
dings, which achieved promising results in Semeval-2018
Task 1: Affect in Tweets (AIT-2018). On the other hand,
we also build our end-to-end dialog systems which has the
potential to further leverage our emotion components, in-
cluding open domain chat-bots for humor generation using
reinforcement learning, and task-oriented dialog systems
using recurrent entity networks and dynamic query mem-
ory networks.

3. The Empathetic Module
3.1. Emotional embedding
Emotion is very important in human-to-human communi-
cation because humans, have evolved to express and per-
ceive emotion in natural language, developing a sense of
empathy that often bonds us together socially. For exam-
ple, when someone says “I have been eating alone for three
days,” he/she is not merely saying that one has eaten food
for three days, but is implying and conveying a message of
loneliness. Such information is called emotional semantics.
Hence, to achieve a better human-machine interaction, ma-
chines need to both understand emotions and be empathetic
through different modalities. Many researchers have exper-
imented on learning representations of emotions in facial,
vocal, and gestural expressions (Gunes et al., 2011), but
not enough exploration has yet been done in texts.
Recent representation learning works have been focus-
ing on learning word embeddings, which embed syntac-
tic and semantic information of words into fixed-sized vec-
tors (Mikolov et al., 2013) (Pennington et al., 2014) based
on the distributional hypothesis, and have proven to be
useful in many natural language tasks (Collobert et al.,



Figure 1: Visualization of word headache and its neighbors, left one (a) is Glove vectors and right one.

2011). However, despite the rising popularity of word em-
beddings, they often fail to capture the emotional valency
the words convey. To elaborate, we visualized the 100-
dimensional Glove vector (Pennington et al., 2014) of the
word “headache” and its top 20 neighbors using cosine sim-
ilarity measurement. We take the pretrained Glove vectors
1 from a 6 billion tokens corpus. The part (a) in Figure 1
shows that the Glove vector captures the semantic meaning
of “headache”, as shown from its neighbors like “vomiting”
and “cough”, but misses the emotional association that the
word carries. The word “headache” in the sentence “You’ll
give me a headache” does not really mean that the speaker
will get a headache but instead implies the anger of the
speaker. Thus, we propose emotional embeddings that en-
code emotional semantics into fixed-sized, real-valued vec-
tors for each word.
The most widely used word embeddings (Mikolov et al.,
2013) represent each word according to its context by train-
ing from a neighboring word prediction task on a huge cor-
pus of unlabeled data. Glove vectors use a matrix to capture
the global co-occurrence statistics of words and its context.
These distributed word embeddings effectively encode syn-
tactic and semantic information of the words. Sentiment-
specific word embeddings (Tang et al., 2016) encode both
positive/negative sentiment and retain contextual informa-
tion in a vector space. This work demonstrates the effec-
tiveness of incorporating sentiment labels in a word-level
information for sentiment-related tasks compared to exist-
ing word embeddings mentioned above. This work has led
to further studies such as using document labels (Ren et
al., 2016).
We trained our emotional embeddings using Convolutional
Neural Network and we projected the trained vectors onto
3D space using Principal Component Analysis (PCA) and
visualized each word together with the top neighboring
words. We have shown that the Glove vector of indi-
rect word “headache” cannot capture the emotion of anger
inside the word “headache”. We visualized the emo-
tional embeddings of “headache” in part (b) of Figure 1,
where “headache” is surrounded by such words as “pissed”,
“anger”, “rage”, and “scream” that have strong associations
with anger.

1http://nlp.stanford.edu/data/glove.6B.zip

3.2. Sentiment and Emotion Analysis
Transferring Learning

Affect in Tweets (AIT-2018) encourages more efforts in
this area with the task of emotion and sentiment analysis,
which is one of the most practical applications of model-
ing emotional text representations. We have participated in
five subtasks regarding English tweets: emotion intensity
regression, emotion intensity ordinal classification, valence
(sentiment) regression, valence ordinal classification, and
emotion classification (More details on the tasks in (Mo-
hammad et al., 2018)).
Although these five tasks are in different formats, the most
important objective is finding a good representation of the
tweets regarding emotions. However, the given competition
training datasets are too small to achieve our goal. There-
fore, we explore utilizing larger datasets that are distantly
supervised by emojis and hashtags to learn a robust repre-
sentation and transfer the knowledge of each dataset to the
competition datasets to solve the tasks. We aim to minimize
the use of lexicons and linguistic features by replacing them
with continuous vector representations.
We used external datasets, which were much larger than
the competition dataset but distantly labeled with emojis
(Felbo et al., 2017) and #hashtags (Wang et al., 2012), to
exploit the transferred knowledge to build a more robust
machine learning system to solve the task. We avoided
using traditional NLP features like linguistic features and
emotion/sentiment lexicons by substituting them with con-
tinuous vector representations learned from huge corpora.
We compare two models using two different emoji dataset
to transform the competition data into robust sentence rep-
resentations.
First model is the pre-trained DeepMoji model (Felbo et
al., 2017), which is trained through emoji predictions on a
dataset of 1.2 billion tweets with 64 common emoji labels.
We use the pretrained deep learning network, which con-
sists of Bidirectional Long Short Term Memory (Bi-LSTM)
with attention, except the last softmax layer, as a feature
extractor of the original competition datasets. As a result,
each sample is transformed into a 2304-dimensional vector
from the model.
The second model is our proposed emoji cluster model. We
crawled 8.1 million tweets with each of which has 34 differ-
ent facial and hand emojis, assuming these kinds of emojis



Figure 2: 11 clusters of emojis used as categorical labels
and their distributions in the training set. Because some
emojis appear much less frequently than others, we group
the 34 emojis into 11 clusters according to the distance on
the correlation matrix of the hierarchical clustering from
DeepMoji and use them as categorical labels

are more relevant to emotions. Since some emojis appear
much less frequently than others, we cluster the 34 emo-
jis into 11 clusters (Figure 2) according to the distance on
the correlation matrix of the hierarchical clustering from
(Felbo et al., 2017). Samples with emojis in the same clus-
ter are assigned the same categorical label for prediction.
Samples with multiple emojis are duplicated in the training
set, whereas in the dev and test set we only use samples with
one emoji to avoid confusion. We then train a one-layer Bi-
LSTM classifier with 512 hidden units to predict the emoji
cluster of each sample. We take part of the dataset to con-
struct a balanced dev set with 15,000 samples per class (to-
tal 165,000) for hyperparameter tuning and early stopping.
We use 200 dimension Glove vectors pre-trained on a much
larger Twitter corpus to initialize the embedding layer.
The motivation for exploring two different models is that,
firstly, we want to replicate the effectiveness of using emoji
for representing emotions from the previous work (Felbo
et al., 2017) with a smaller dataset and a simpler model.
Note that the dataset size of the emoji cluster model is
less than 1% of that of the first model, whereas DeepMoji
uses more than 1 billion training samples. Moreover, the
first model implements a two-layer Bi-LSTM with self-
attention, which has much more parameters than the second
model’s simple one-layer Bi-LSTM does. Secondly, we
want to verify that ensembling both emoji representations
trained from different datasets to boost our performance.
As a result, the model can achieve 29.8% top-1 accuracy
and 61.0% top-3 accuracy on the emoji cluster prediction
task. Since the objective of this model is not to predict
the cluster label but to find a good sentence representation,
we visualize the test set samples to discover that samples
with similar semantics and emotions are grouped together
(Table 1). Finally, similar to the first model, we use this
model as a feature extractor on the competition datasets.
Each text sample in the competition datasets is transformed
into a 512-dimensional vector through the model except the
last class predicting softmax layer.
We performed multiple experiments to show that emoji sen-
tence representations and emotional word vectors trained

One thing i dislike is laggers man
I hate inconsistency
The paper is irritating me
As of right now i hate dre
im sick of crying im tired of trying
why body pain why
uuugh i really have nothing to do right now
i dont wanna go back to mex
looking forward to holiday
well today am on lake garda enjoying the life
perfect time to read book
im feeling great enjoying my holiday

Table 1: Test samples from the Emoji Cluster model and
their top-3 nearest sentences according to the learned repre-
sentations. It shows that emotionally similar sentences are
clustered together

from neural networks can be used together with tweet-
specific features as input for other traditional regression
models, such as SVR and Kernel Regression, to solve the
task of regression and ordinal classification. We proved the
effectiveness of finding the mapping of the relationship be-
tween regression and ordinal labels from the training set
to perform ordinal classification. Moreover, we tried using
classifier chain and regularized logistic regression methods
to deal with multi-label classification.

As a final official result, our system ranked among the top
three in every subtask of the competition we participated.
For future work, we want to work further on employing
these emotion representations on other tasks, such as text
generation, while we gather more data and improve the
model to train the representations.

Subtask System Score(rank)

1a EI-reg

SeerNet .799(1)
NTUA-SLP .776(2)

PlusEmo2Vec .766(3)
psyML .765(4)

2a EI-oc
SeerNet .695(1)

PlusEmo2Vec .659(2)
psyML .653(3)

3a V-reg

SeerNet .873(1)
TCS Research .861(2)
PlusEmo2Vec .860(3)

NTUA-SLP .851(4)

4a V-oc
SeerNet .836(1)

PlusEmo2Vec .833(2)
Amobee .813(3)

5a E-c

NTUA-SLP .588(1)
TCS Research .582(2)
PlusEmo2Vec .576(3)

psyML .574(4)

Table 2: Official final scoreboard on all 5 subtasks that we
participated. Scores for Subtask 1-4 are macro-average of
the Pearson scores of 4 emotion categories and 5 is Jaccard
index. About 35 participants are in each task.



Figure 3: Recurrent entity network for task-oriented dialog systems

4. End-to-End Dialog Systems
4.1. End-to-End Task-Oriented Dialog Systems
Goal-oriented dialog requires skills such as understand-
ing user request, asking for clarification, properly issu-
ing API calls, querying knowledge base (KB) and inter-
preting query results. Traditionally, these dialog systems
have been built as a pipeline, with modules for language
understanding, state tracking, action selection, and lan-
guage generation (Lemon et al., 2006)(Wang and Lemon,
2013)(Williams and Young, 2007). Even though those sys-
tems are known to be stable via combining domain-specific
knowledge and slot-filling technique, they have limited
ability to generalize into new domains and the dependen-
cies between modules are quite complex.
End-to-end approaches train model directly on text tran-
scripts of dialogs, and learn a distributed vector repre-
sentation of the dialog state automatically (Serban et al.,
2016)(Williams et al., 2017)(Zhao et al., 2017). In this
way, models make no assumption on dialog state struc-
ture, holding the advantage of easily scaling up. Specif-
ically, using recurrent neural networks (RNNs) is an at-
tractive solution, where the latent memory of an RNN
represents the dialog state. Several RNN structures have
been proposed to overcome the problem (Sukhbaatar et al.,
2015)(Seo et al., 2017)(Henaff et al., 2017)(Bordes and
Weston, 2017)(Sukhbaatar et al., 2015), where the mod-
els are designed to represent long-term memories through
global memory cells or gated functions. Here we intro-
duce two different end-to-end models for task-oriented di-
alog systems, recurrent entity networks and dynamic query
memory networks, respectively.
Recurrent Entity Networks Recurrent Entity Networks
(REN) (Henaff et al., 2017) with dynamic long-term mem-
ory blocks have been demonstrated to have promising per-
formance on reasoning and language understanding, which
are also essential abilities for goal-oriented dialog learning.
We introduced a practical task-oriented dialog framework
based on Recurrent Entity Networks (REN) (Henaff et al.,
2017), as shown in Figure 3. The framework is able to
abstract linguistic entity by using a delexicalization mech-
anism. It decreases the learning complexity and outputs

the next dialog utterance by choosing among action tem-
plates. The last step, lexicalization, simply replace delexi-
calized elements in action template with plain text based on
a lookup table. Our results (Wu et al., 2017) in Dialog Sys-
tem Technology Challenges 6 (DSTC6) (Bordes and We-
ston, 2017) show that REN can achieve promising task suc-
cessful rate without much hand-crafted rules. We analysed
5 incremental different settings REN: using just RDL, us-
ing temporal and user information (INFO), adding the post-
processing step (POST), adding dummy user utterances in
speech act (DUMMY), and QDREN model (Madotto and
Attardi, 2017), which has the same architecture as REN but
uses the last sentence in the memorization process. The
best setting achieved an average test Precision 1 of 96.56%
among all the 20 test sets evaluation. The framework is
shown in Fig.3. Our code is available here 2.
Dynamic Query Memory Networks In task-oriented di-
alog systems, promising results have also been shown by
using End-to-End Memory Network (MemNN) (Bordes
and Weston, 2017)(Sukhbaatar et al., 2015)(Perez and Liu,
2017), which are neural networks with a recurrent attention
model over an external memory. Besides, the multiple hop
mechanism over the global memory is experimentally cru-
cial for good performance on reasoning tasks. However,
one major drawback of MemNN is that they are insensitive
to represent temporal dependencies between memories.
Therefore, in Figure 4, we propose an end-to-end Dynamic
Query Memory Network (DQMemNN) (Wu et al., 2018)
for task-oriented dialog systems, which can be viewed as
an extension of the original MemNNs. To capture the se-
quential dependencies of dialog utterances, we adopt the
idea from (Henaff et al., 2017), whose model can be seen
as a bank of gated RNNs. Therefore, DQMemNN adds a
recurrent architecture between hops to obtain a similar be-
havior. The added dynamic component, which is a Long
Short Term Memory (LSTM) (Hochreiter and Schmidhu-
ber, 1997), is based on the utterances order appearing in the
dialog history. It enables MemNN to capture the dialog’s
sequential dependencies by using a context-based query.
Experiments show that DQMemNN outperforms original

2https://github.com/jasonwu0731/RecurrentEntityNetwork



Figure 4: Dynamic query memory networks for task-oriented dialog systems

Figure 5: Seq2Seq with attention.

Figure 6: Seq2Seq + reinforce.

end-to-end memory network models on bAbI full-dialog
task (Bordes and Weston, 2017) by 3.1% per-response and
39.3% per-dialog accuracy.

4.1.1. Incorporating Emotional Embeddings
We previously showed that it is possible to embed emo-
tional responses by adding a specialized module capable of
capturing emotions (Yang et al., 2017; Winata et al., 2017;
Siddique et al., 2017). This module used an emotion clas-
sifier to condition the system answer. In end-to-end system
adding such module is not trivial and we believe further

study is required, especially if we want to leverage the ben-
efit of an end-to-end system. A natural solution is to add
embedding emotions in our end-to-end task-oriented dialog
systems (i.e. DQMemNN and RDL+REN) models. From
an high level prospective, it would be to load in memory
the learned emotional representation, instead of standard
embeddings. This can be implemented in many different
ways: concatenation and dual memory.
Using DQMemNN as the running example3. The first way
to implement is to concatenate the emotional embeddings
with the learned ones. Practically, this is done by concate-
nating the standard (learned) word embeddings with the
emotional embeddings presented before. In this way the
model is able to retrieve words in memory based on their
emotional semantics. The second way is to create two sep-
arated memory, one for the standard embeddings and one
for the emotional ones. In this way the emotion is captured
by a separated memory module, which would helps to gen-
erate a more emotional related response. Indeed the model
is still trained end-to-end but each memory would focus in
two different aspects (or prospective) of the input.

4.1.2. A Chat-Bot with a Sense of Humor
In this section, we will show how to train a chatbot to
have a sense of humor in the end-to-end framework. Con-
versational humor is believed to be generated through two
phases: “setup” and “punchline” (Attardo, 1997) (Taylor
and Mazlack, 2005). In the setup, the contextual informa-
tion and the setting of the jokes are introduced, and the au-
dience is prepared to receive the humorous stimuli. It is
followed by the punchline, which releases the tension built
during the setup phase to trigger a reaction, usually laugh-
ter.
We propose a reinforcement learning framework based on
sequence-to-sequence LSTM language model (Sutskever et
al., 2014) (Serban et al., 2016) (Ranzato et al., 2016) to
generate humorous punchlines for a given setup context.
Our work aims to address two main issues with current
state-of-the-art humor generation systems. The first one is
the dependence on a limited number of fixed, hand-crafted
templates. Using repetitive joke structures may bore the

3It would work also for RDL+REN



audience. Other than in response to the popular “tell me a
joke” request these methods may seldom be used in other
contexts. This also introduces the second issue, which is
the lack of context of the joke produced. Most of the
current humor generation systems (Binsted and Ritchie,
1994) (Hossain et al., 2017) just produce a large amount of
generic and isolated jokes.
End-to-end dialog generation models (Serban et al.,
2016) (Li et al., 2016) were proposed a ways to generate
relevant utterances in response to a given input context.
While the sentences generated by these methods generally
match the discourse context, they are not specifically de-
signed to generate funny jokes. Even if sometimes they
manage to produce a funny response, it is mostly a ran-
dom side-effect or it is due to grammar and syntax mistakes
in the generation rather than due to a well-built punchline.
To overcome the shortcomings of both template-based and
end-to-end methods, we are interested in using the contex-
tual information provided in the setup prompts, to gener-
ate appropriate punchlines that are both funny and relevant
to the conversation. We use the sitcom canned laughter
as labels to train the funniness reward (Bertero and Fung,
2016) (Chen and Lee, 2017), and the distinction between
reference sentences (always relevant) and generated ones
(not always relevant) to train the relevance reward.
We train a hierarchical sequence-to-sequence model in or-
der to maximize a reward score based on funniness and rel-
evance, and obtain more funny punchlines that are coherent
to the setup sentences.

5. Conclusion
In this paper, we have outlined an approach of end-to-
end interactive systems with emotional embeddings. We
showed how to apply emotional embeddings trained from
Twitter databases with hashtags and emojis as labels in a
regression task of SemEval 2018 task. In this latter, our
system ranked among the top three in each subtask. We
also showed that task-oriented dialog systems can be cast
in an end-to-end framework using recurrent entity networks
and dynamic query memory networks, by showing top re-
sults in bAbI Dialog dataset and DSTC6. We also proposed
to include emotional embeddings into this framework for a
more empathetic human-machine interactions. Finally, we
showed how to train an end-to-end chatbot with reinforce-
ment deep learning that learns a sense of humour from TV
sitcoms.
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