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Preface/Introduction  
 

 
The purpose of the Workshop on “Resources and ProcessIng of linguistic and extra-linguistic Data 
from people with various forms of cognitive/psychiatric impairments” (RaPID-2016) was to provide 
a snapshot view of some of the current technological landscape, resources, data samples and also 
needs and challenges in the area of processing various data from individuals with various types of 
mental and neurological health impairments and similar conditions at various stages; increase the 
knowledge, understanding, awareness and ability to achieve useful outcomes in this area and 
strengthen the collaboration between researchers and workers in the field of clinical/nursing/medical 
sciences and those in the field of language technology/computational linguistics/Natural Language 
Processing (NLP). 
 
Although many of the causes of cognitive and neuropsychiatric impairments are difficult to foresee 
and accurately predict, physicians and clinicians work with a wide range of factors that potentially 
contribute to such impairments, e.g., traumatic brain injuries, genetic predispositions, side effects of 
medication, and congenital anomalies. In this context, there is new evidence that the acquisition and 
processing of linguistic data (e.g., spontaneous story telling) and extra-linguistic and production 
measures (e.g., eye tracking) could be used as a complement to clinical diagnosis and provide the 
foundation for future development of objective criteria to be used for identifying progressive decline 
or degeneration of normal mental and brain functioning.  
 
An important new area of research in NLP emphasizes the processing, analysis, and interpretation of 
such data and current research in this field, based on linguistic-oriented analysis of text and speech 
produced by such a population and compared to healthy adults, has shown promising outcomes. This 
is manifested in early diagnosis and prediction of individuals at risk, the differentiation of individuals 
with various degrees of severity forms of brain and mental illness, and for the monitoring of the 
progression of such conditions through the diachronic analysis of language samples or other extra-
linguistic measurements. Initially, work was based on written data but there is a rapidly growing body 
of research based on spoken samples and other modalities.  
 
Nevertheless, there remains significant work to be done to arrive at more accurate estimates for 
prediction purposes in the future and more research is required in order to reliably complement the 
battery of medical and clinical examinations currently undertaken for the early diagnosis or 
monitoring of, e.g., neurodegenerative and other brain and mental disorders and accordingly, aid the 
development of new, non-invasive, time and cost-effective and objective (future) clinical tests in 
neurology, psychology, and psychiatry. 
 
Papers were invited in all of the areas outlined in the topics of interest below particularly emphasizing 
multidisciplinary aspects of processing such data and also on the exploitation of results and outcomes 
and related ethical questions. Specifically, in the call for papers we solicited papers on the following 
topics: 

 Building and adapting domain relevant linguistic resources, data, and tools, and making them 
available. 

 Data collection methodologies. 
 Acquisition of novel data samples, e.g. from digital pens (i.e., digital pen strokes) or 

keylogging and integrating them with data from various sources (i.e., information fusion). 
 Guidelines, annotation schemas, and tools (e.g., for semantic annotation of data sets). 



 vi

 Addressing the challenges of representation, including dealing with data sparsity and 
dimensionality issues, and feature combination from different sources and modalities, 

 Adaptation of standard NLP tools to the domain. 
 Syntactic, semantic, and pragmatic analysis of data, including modelling of perception (e.g., 

eye-movement measures of reading) and production processes (e.g., recording the writing 
process with digital pens, keystroke logging, etc.), use of gestures accompanying speech and 
non-linguistic behaviour. 

 Machine learning approaches for early diagnosis, prediction, monitoring, classification, etc. 
of various cognitive, psychological, and psychiatric impairments, including unsupervised 
methods (e.g., distributional semantics). 

 Evaluation of tools, systems, components, metrics, applications, and technologies that make 
use of NLP in the domain. 

 Evaluation, comparison, and critical assessment of resources. 
 Evaluation of the significance of extracted features. 
 Involvement of medical professionals and patients and ethical questions. 
 Deployment of resources. 
 Experiences, lessons learned, and the future of NLP in the area. 

 
Most of these topics lie at the heart of the papers that were accepted to the workshop which features 
6 oral presentations. 
 
We would like to thank all the authors who submitted papers, as well as the members of the Program 
Committee for the time and effort they contributed in reviewing the papers. We are also grateful to 
Dr Peter Garrard for accepting to give an invited talk at the workshop entitled: “Neurobehavioural 
disease signatures in language corpora”. 
 

The Editor 
 

 



Detecting semantic changes in Alzheimer’s disease with vector space models

Kathleen C. Fraser, Graeme Hirst
Department of Computer Science

University of Toronto, Toronto, Canada
kfraser@cs.toronto.edu, gh@cs.toronto.edu

Abstract
Numerous studies have shown that language impairments, particularly semantic deficits, are evident in the narrative speech of people
with Alzheimer’s disease from the earliest stages of the disease. Here, we present a novel technique for capturing those changes, by
comparing distributed word representations constructed from healthy controls and Alzheimer’s patients. We investigate examples of
words with different representations in the two spaces, and link the semantic and contextual differences to findings from the Alzheimer’s
disease literature.

Keywords: distributional semantics, Alzheimer’s disease, narrative speech

1. Introduction

Vector space models of semantics have become an increas-
ingly popular area of research in computational linguistics,
with notable successes on tasks such as query expansion
for information retrieval (Manning et al., 2008), synonym
identification (Bullinaria and Levy, 2012), sentiment anal-
ysis (Socher et al., 2012), machine translation (Zou et al.,
2013), and many others. Here we present a preliminary
study on how we can use vector space models to detect se-
mantic changes that may occur with Alzheimer’s disease
(AD).

The general idea is simple: if we construct two semantic
spaces from two different corpora, we expect the differ-
ences between the spaces to be related to the differences
between the corpora. If we generate word vectors from
a corpus of text about cars, and another set of word vec-
tors from a corpus about wildlife, we expect that the word
jaguar will have two very different representations in these
two spaces. If the dimensions are the same, we can mea-
sure the distance between the two vectors for jaguar, and
we would expect to find that it is non-zero.

In this study, we fix the topic of the two corpora to be the
same: each document in the two corpora is a description of
the “Cookie Theft” picture shown in Figure 1. Rather, the
difference is that the documents in one corpus were pro-
duced by people with AD, and the documents in the other
corpus were produced by healthy, older controls. We sug-
gest that differences in the vector representations trained on
the two corpora will be due, at least in part, to the semantic
impairment that often occurs with AD.

In the following sections, we first present a brief summary
of the literature on language in AD as well as related com-
putational work. We then describe our data and procedure,
examine the differences between the two corpora using a
simple vector representation, and present three methods
to help interpret these differences, with specific examples
from the narratives. We also discuss the limitations of this
study and suggest ways to build on these preliminary re-
sults.

2. Background
A great deal of work has been undertaken studying the
degradation of semantic processing in AD, of which we will
only begin to scratch the surface in this discussion.
Semantic memory deficits have been widely reported, with
AD patients having difficulty on naming tasks and often
substituting high-frequency hypernyms or semantic neigh-
bours for target words which cannot be accessed (Kempler,
1995; Giffard et al., 2001; Kirshner, 2012; Reilly et al.,
2011). Numerous studies have reported a greater impair-
ment in category naming fluency (e.g., naming animals or
tools) relative to letter naming fluency (e.g., naming words
that start with the letter R) (Salmon et al., 1999; Monsch
et al., 1992; Adlam et al., 2006). As a result of word-
finding difficulties and a reduction in working vocabulary,
the language of AD patients can seem “empty” (Ahmed et
al., 2013) and lacking coherence (Appell et al., 1982). In
the famous “Nun Study” (Snowdon et al., 1996), it was
shown that decreased idea density in writing produced in
early life was associated with developing Alzheimer’s dis-
ease decades later.
Specifically with regards to the “Cookie Theft” picture de-
scription task that we consider here, AD patients tend to
show a reduction in the amount of information that is con-
veyed (Giles et al., 1996; Croisile et al., 1996; Lira et al.,
2014). That is, they do not mention all the expected facts
or inferences about the picture. Furthermore, these impair-
ments are noticeable from a very early stage in the disease
(Forbes-McKay and Venneri, 2005). Nicholas et al. (1985)
found that AD patients mentioned roughly half of the ex-
pected information units, and produced a large number of
deictic terms and indefinite terms (e.g. pronouns without
antecedents). Ahmed et al. (2013) found that AD patients
made fewer references to the people and their actions de-
picted in the picture than controls.
Recently, there has been some progress on automatically
determining the information content of picture description
narratives using computational techniques. Pakhomov et
al. (2010) generated a list of expected information units
and some of their lexical and morphological variants, then
searched for matches. Hakkani-Tür et al. (2010) scored
picture descriptions using information retrieval techniques
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to match the narratives with a list of 35 key concepts.
In previous work, we used a combination of keyword-
spotting and dependency parsing to identify relevant infor-
mation units in “Cookie Theft” narratives (Fraser et al.,
2015). However, accurately identifying atypical speech
patterns will require accounting for not just what words are
used, but how they are used. A better understanding of the
semantic space and the different senses in which words are
used will be a first step towards better models for detecting
AD from speech.

3. Data
The narrative speech data were obtained from the Pitt cor-
pus in the DementiaBank database1 (MacWhinney, 2007).
These data were collected between 1983 and 1988 as part
of the Alzheimer Research Program at the University of
Pittsburgh. Detailed information about the study cohort is
available from Becker et al. (1994), and demographic infor-
mation is given in Table 1. Unfortunately, the patient and
control groups are not matched for age and education; the
AD patients tend to be both older (p < 0.01) and less ed-
ucated (p < 0.01), which is one limitation of this data set.
There is no significant difference on sex (p = 0.8).
The language samples were elicited using the “Cookie
Theft” picture description task from the Boston Diagnos-
tic Aphasia Examination (BDAE) (Goodglass and Kaplan,
1983), in which participants are asked to describe every-
thing they see going on in a picture. The stimulus picture
is shown in Figure 1. The data were manually transcribed
following the CHAT transcription protocol (MacWhinney,
2000).
Patients in the Pittsburgh study were diagnosed on the basis
of their clinical history and their performance on neuropsy-
chological testing, and the diagnoses were updated in 1992,
taking into account any relevant information from the inter-
vening years. Autopsies were performed on 50 patients,
and in 43 cases the AD diagnosis was confirmed (86.0%)
(Becker et al., 1994). A more recent study of clinical di-
agnostic accuracy in AD found that of 526 cases diagnosed
as probable AD, 438 were confirmed as neuropathological
AD post-mortem (83.3%) (Beach et al., 2012), suggesting
that the DB diagnoses are generally as reliable as diagnoses
made using present-day criteria.
We include 240 narratives from 167 participants diagnosed
with possible or probable AD (average number of narra-
tives per participant is 1.44, median is 1.0), and 233 narra-
tives from 97 healthy, elderly controls (average 2.40, me-
dian 2.0). As shorthand throughout the paper, we refer to
the set of narratives from participants with AD as the “AD
corpus”, and the set of narratives from healthy controls as
the “CT corpus.” In total, the AD corpus contains 31,906
words, and the CT corpus contains 27,620 words.

4. Differences in word representations
between AD patients and controls

To compare the vector spaces directly, we require that the
dimensions be identical (in interpretation as well as num-
ber). For this reason, we do not consider popular neural

1https://talkbank.org/DementiaBank/

Figure 1: The Cookie Theft Picture (Goodglass and Ka-
plan, 1983).

AD Controls
n = 240 n = 233

Age 71.8 (8.5) 65.2 (7.8)
Education 12.5 (2.9) 14.1 (2.4)
Sex (M/F) 82/158 82/151
MMSE 18.5 (5.1) 29.1 (1.1)

Table 1: Demographic information (mean and standard de-
viation).

network models such as skip-gram and CBOW (Mikolov
et al., 2013), whose resulting dimensions are not easily in-
terpretable. Instead we consider a simple word-word co-
occurrence model, in which the rows and columns repre-
sent words from the vocabulary, and the value of (ri,ci) is
the number of times context word ci appears near the given
word ri. We use a window size of three words on each side
of the target word, with the exception of words at the be-
ginning and end of narrative samples (i.e. the window is
not permitted to overlap with the end of one sample and the
beginning of the next). To reduce data sparsity, we con-
sider only words that occur a minimum of 10 times in both
the CT and AD corpora, and we lemmatize the words using
NLTK’s WordNet lemmatizer, after first tagging the words
to increase lemmatization accuracy (Bird et al., 2009). Af-
ter examining the frequency distribution of words in the two
corpora, we decided not to remove any stop-words, as many
of the highest frequency words are actually content words
(e.g. cookie). Furthermore, we predict that common words
such as prepositions and pronouns might show some varia-
tion in usage between the groups.
We stated above that the most likely reason for differences
between the vector representations would be differences be-
tween the language of people with AD and healthy con-
trols. Of course, another reason for differences could sim-
ply be random variation in word choice and speaking style
between individuals, which may be a factor here given the
relatively small size of the data set. To mitigate this effect,
we adopt the following procedure:

1. First, split the CT corpus in half, create two co-
occurrence matrices, and measure the cosine distance
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Figure 2: Cosine distances within the control group, and between the control and AD groups. Words marked in bold on the
horizontal axis were selected for analysis in the next section (the difference between groups was greater than the error).

between the vector for word w in the first and the vec-
tor for word w in the second. This gives us an idea of
the expected variation that occurs for each word.

2. Then, measure the cosine distance between the rep-
resentation of word w trained on the CT corpus and
trained on the AD corpus. This represents the varia-
tion of the word across the two groups.

3. Finally, only select a word for analysis if the distance
across groups is greater than the distance within the
control group; that is, if the variation between AD pa-
tients and controls is greater than the normal variation
within healthy speakers. (Note that we do not consider
the variation within the AD group in this calculation,
as we want to measure whether the across-group vari-
ation is greater than typical variation.)

One difficulty that we encountered in performing this cal-
culation was choosing an appropriate metric for measur-
ing statistical significance in cosine differences. We exper-
imented with partitioning the data into several folds, ob-
taining observations from each fold, and then testing for
significance (as in Bullinaria and Levy (2012)), but con-
cluded that our data set is simply too small for this method
to be feasible. For lack of a better option, and given the
close relationship between cosine similarity and correlation
(Van Dongen and Enright, 2012), we instead computed the
standard error for each cosine distance (treating each word
as an observation). Figure 2 shows the cosine distances and

errors for a subset of vectors, including all of those which
were selected for analysis in the following section.

5. Interpretation of the differences
The method described above leaves us with a fairly small
set of vectors that differ notably between the groups (i.e.
only those 11 features shown in bold in Figure 2). The next
question is: in what way are they different, and how does
this relate to our knowledge of Alzheimer’s disease? This
proved to be a more difficult question to answer. In the
following sections we present three different approaches,
with illustrative examples for each.

5.1. Contextual differences
As a first step, we examined those dimensions which were
non-zero in one group and zero in the other (i.e. context
for a given word that appeared in one group but not the
other). In the selected words, two different scenarios were
observed: In the first case, the control participants used a
number of context words not used by the AD participants.
An example of this is shown in Figure 3a, for the word an-
other. Two context words which occur fairly often with
another in the control group are he and window. Some ex-
amples of these words in context (words inside the context
window are italicized) are:

• And he’s getting another one out of the cookie jar

• He’s handing another one to the little girl

• And there’s another window and some trees apparently
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(a) another

(b) put

Figure 3: Differences in context for the words another and put. Counts above the horizontal axis indicate context words
that occurred only in the control group; counts below the horizontal axis indicate words that occurred only the AD group.

• You can see beyond that another window and um

These examples demonstrate a certain attention to detail —
to say that the boy is getting another cookie, one must first
observe that he already has a cookie in his hand; the sec-
ond window referenced in another window is a minor de-
tail seen through the first, more prominent window. They
also reflect an element of cohesion, in that another win-
dow makes reference to an earlier window mentioned by
the speaker, and clarifies to the listener that this new refer-
ence to a window is distinct from the previous one. Prior
work has shown that attention is often one of the first areas
of cognition (after memory) to be affected in AD (Perry and
Hodges, 1999), and that the narratives of people with AD
tend to show a lack of cohesion (Chenery and Murdoch,
1994).
In the second case, the AD participants use a number of
context words that do not occur in the CT corpus. An exam-
ple of this is illustrated in Figure 3b, for the word put. One
of the most frequent context words in the figure is put itself.
Control participants rarely repeat the same word within the
6-word context window, but it is not uncommon in the AD
group. Another interesting context word is in. The controls
do not tend to describe any of the actions in the Cookie
Theft picture as putting something in something else. They
use put to describe the action of the girl (e.g. the little girl is
putting her finger to her mouth). On the other hand, some
examples from the AD corpus include:

• he’s trying to put put put food in that in that crocker
jar

• has a cookie jar up there he’s putting cookies in and

the thing’s falling over

These errors are similar to the “implausible details” that
Croisile et al. (1996) found to occur more frequently in AD
narratives than controls. The underlying explanation is un-
clear, although it could represent a breakdown in logic and
understanding. It also demonstrates a potential pitfall of the
keyword-spotting approach to scoring — a participant may
mention the boy and the cookie jar, but the action connect-
ing the two is also fundamentally important.

5.2. Vectors shifting in space
Another way of looking at these differences is to see how
the words in question have moved in the vector space.
To visualize the space in two dimensions, we use the
method of t-distributed stochastic neighbor embedding (t-
SNE) (Van der Maaten and Hinton, 2008). The t-SNE
method was proposed as a solution to the problem of visual-
izing high-dimensional data in two or three dimensions. It
is capable of producing visualizations that reveal structure
at both the local and global level, although the resulting
dimensions are not generally interpretable (and therefore
not labelled in the figures). The example word we consider
here is getting. (Note that verbs ending in -ing are subject to
a consistent issue in the tagging and lemmatizing pipeline
which results in them not being reduced to the base form.)
Figure 4 shows part of the two-dimensional representation
of the word vector space. In many cases, the word rep-
resentations in the AD and CT corpora lie very close to
each other. However, in the case of getting, the vectors lie
much further apart. Examining the surrounding vectors, it
appears that getting is closer to running, overflowing, and
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Figure 4: Two-dimensional visualization of the vector space using t-SNE. Word representations from the AD corpus are
labelled with filled, green circles and lowercase labels; words from the CT corpus are labelled with open, orange circles
and uppercase labels.

falling in the AD corpus, and closer to words like reaching
and ask in the CT corpus. This is confirmed by comparing
the cosine distances (Table 2).
The nearest neighbours of the vectors suggest that in the
AD corpus, getting is used more in the context of the sink
overflowing, while in the CT corpus getting is used in the
context of the cookie theft. This is borne out in the data
itself, as there is only one example in the control group of
using getting in the context of the sink (her foot is getting
wet) and the rest refer to the act of stealing the cookie. In
the AD group there are a number of references to the sink
context (e.g. the floor is getting wet, mom is getting her foot
wet, the water is getting over the sink), as well as referring
to stealing the cookie.
One explanation for this phenomenon could lie in the fact
that get is a “light” verb, in that it does not convey very
much semantic information about the action it describes
(Breedin et al., 1998). Kim and Thompson (2004) showed
that people with Alzheimer’s disease produced more light
verbs and fewer heavy verbs in a story-telling task, and
were more impaired on retrieving heavy verbs than light
verbs in a sentence completion task. Both AD and con-
trol speakers use getting in the sense of getting a cookie,
which is the primary sense of the word get2, meaning “to
obtain or procure”. However, we expect that AD speak-
ers may also substitute light, easy-to-access verbs for more
semantically appropriate verbs. This phenomenon is ob-
served when, for example, an AD participant says the wa-
ter is getting over the sink rather than the water is flow-
ing/overflowing/running over the sink.

5.3. Cluster analysis
The example in the previous section illustrates how a sin-
gle word can have multiple senses, and these senses can

2http://www.oed.com/view/Entry/77994

Words Distance Distance
(AD corpus) (CT corpus)

getting, running 0.225 0.524
getting, overflowing 0.224 0.511
getting, falling 0.191 0.384
getting, reaching 0.395 0.349
getting, ask 0.588 0.482

Table 2: Cosine distances for the words in Figure 4 in each
of the two vector representations (trained on AD corpus and
CT corpus).

be distinguished by the different contexts in which they ap-
pear. This idea is the basis of the Distributional Hypothesis,
stated perhaps most succinctly as, “you shall know a word
by the company it keeps” (Firth, 1957). The difficulty of
representing the different senses of a word was an issue in
the early days of vector space representations, although nu-
merous solutions have been proposed since (Reisinger and
Mooney, 2010; Huang et al., 2012; Guo et al., 2014; Wu
and Giles, 2015).
In this section, we perform an analysis based on methods
for unsupervised word sense discovery. We take a step
back, and rather than considering the final vector represen-
tation for a word, we look at all the context vectors that con-
tribute to the final vector and perform cluster analysis on
them. Different clusters will represent different contexts,
and by assumption different word senses. We use k-means
clustering with a Euclidean distance metric. The optimal
number of clusters k is chosen manually, by the silhouette
method (Rousseeuw, 1987).
Our example for this section is the word three. The clus-
ters for k = 5 are shown in two-dimensions in Figure 5a.
The lemmatized context words associated with each point
are given in Figure 5b. Our interpretation of the clusters
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is subjective, but in general we see that both AD partici-
pants and controls use the word three to describe the three-
legged stool (turquoise cluster), as well as the number of
dishes and the number of people in the room (purple clus-
ter). Of the smaller outlier clusters, two consist of only con-
texts from the AD corpus. The orange cluster is made up
of examples where participants described three cups, which
is not a semantically accurate representation of the picture
(there are three dishes, but one is a plate). In the green clus-
ter, a single AD participant repeats the word three (thus cre-
ating two instances with very similar contexts) and uses the
context word woman, which is unusual (the unlemmatized
transcript reads one two three three women). Interestingly,
although they were placed in a separate cluster, we also see
this “counting” use of three in context vectors 4 and 7 (both
from the AD corpus). Finally, the red cluster consists of two
cases of repeating the word three in the context of the stool
— one from the CT corpus and one from the AD corpus.
To summarize, in this example we see word senses (con-
texts) that are used by both AD participants and controls,
and then we see other rare senses that appear only in the AD
corpus. In this particular case, those rare senses correspond
to semantic errors, although more work will be needed to
see if that result generalizes to other words.

6. Limitations
Models based on raw word co-occurrence counts are per-
haps the most basic distributional models of semantics, and
it is known that performance is usually improved by (a)
transforming the raw counts using methods like positive
pointwise mutual information, or (b) learning predictive
models using neural networks (Baroni et al., 2014). How-
ever, as the model increases in complexity, we face the is-
sue of whether the Alzheimer’s model and control model
can still be compared directly. The literature on comparing
different semantic spaces is relatively sparse, with some ex-
ceptions (Zuccon et al., 2009). In future work we plan to
build on the baseline we have presented here by exploring
different vector space models and methods for comparing
them.
Furthermore, certain aspects of our methodology, such as
choosing the optimal number of clusters, involve human in-
tervention and have some degree of subjectivity. Work on
automatically choosing k and then evaluating the purity of
clusters and identifying outlier clusters is currently under
way.
Moving away from computational details and looking at the
big picture, it is clear that this study faces the same prob-
lem as many others: trying to study individual variation at
the population level. We do not expect that every person
with AD will say the boy is putting cookies into the jar, or
that there are three cups on the counter. Rather, we expect
that most people with AD will start to make semantic er-
rors of some kind. In doing this analysis, we have picked
up on semantic errors that we did not find using our previ-
ous approach (Fraser et al., 2015), and which have not been
reported, to our knowledge, in any previous work using this
data set. However, our approach here was similar in some
ways to a case study, where we dug deep into a few rep-
resentative examples. The true value will lie in scaling our

(a) Two-dimensional visualization of the clusters using t-
SNE. Circles represent contexts from the AD corpus, while
plus signs represent contexts from the CT corpus.

Pu
rp

le

1 okay there be person in the
4 uh two dish dish sit on
7 have two two four five door
19 oh I see people in there
20 dish there be dish set on
23 flower there be dish leave to
24 of the on of the cupboard
26 back there be dish on the
28 can see those thing

R
ed

2 xxx doing xxx three legged stool
3 doing xxx three legged stool I
16 fall off a three prong stool
17 off a three prong stool his

Tu
rq

uo
is

e

5 stand on a legged stool and
6 depart from that legged stool he
13 a stool a legged stool and
14 upend on the legged stool uh
15 be a a legged stool and
18 it be a it be a
21 his sister the legged stool be
22 be on a legged stool which
25 stool be a legged stool um
27 up on a legged stool which
29 it be a legged stool and

O
ra

ng
e 8 running there be cup and uh

9 the floor and cup three bowl
10 and three cup bowl there

G
re

en 11 be one two three woman has
12 one two three woman has some

(b) The lemmatized contexts corresponding to each
point.

Figure 5: Clustering of contexts for the word three.

methods to detect and count general semantic irregularities,
which can then be used as input to a system for screening,
longitudinal assessment, or diagnostic support.

7. Conclusion
We have presented preliminary results showing that the
changes in word usage that occur in Alzheimer’s disease
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can be detected through analysis of the resulting seman-
tic space. We examined these differences through visual
analysis of the vectors themselves, two-dimensional repre-
sentations of the vector spaces, and cluster analysis of the
individual context vectors. Many of the differences are con-
sistent with previous work on language changes in AD. Fu-
ture work will focus on how these methods can be applied
to automated scoring of the picture description task, or gen-
erating meaningful features for a diagnostic classifier.
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Abstract
Successful social encounters require mutual understanding between interacting partners, and patients with schizophrenia are known
to experience difficulties in social interaction. Several studies have shown that in general people compensate for verbal difficulties
by employing additional multimodal resources such as hand gesture. We hypothesise that this will be impaired in patients with
schizophrenia, and present a preliminary study to address this question. The results show that during social interaction, schizophrenia
patients repair their own speech less. In addition, although increased hand gesture is correlated with increased self-repair in healthy
controls, there is no such association in patients with schizophrenia, or their interlocutors. This suggests that multimodal impairments
are not merely seen on an individual level but may be a feature of patients’ social encounters.

Keywords: Gesture, Self-repair, Schizophrenia

1. Introduction
Many patients with schizophrenia experience difficulty
engaging in successful social interaction. This diffi-
culty presents prior to the onset of defining symptoms of
schizophrenia, such as hallucinations or delusions, is per-
sistent and stable over time, and is associated with patients’
poorer prognosis (Addington and Addington, 2008; Monte
et al., 2008).
Successful social encounters require mutual understanding
between interacting partners. To achieve this, conversa-
tional partners must monitor their own and their interlocu-
tors’ behaviour for potential misunderstandings, and at-
tempt to address them as they arise. One way in which this
can be done is self-repair (Schegloff et al., 1977), where the
speaker identifies, and repairs or revises, their own speech
as it is being produced.
The presence and amount of repair used by patients with
schizophrenia may be indicative of some of the specific dif-
ficulties patients have in interacting with others. Research
shows that, for non-clinical participants, the presence of re-
pair can aid comprehension (Brennan and Schober, 2001)
and that when verbal difficulties are encountered people
may compensate by using additional multimodal resources
such as hand gesture (Seyfeddinipur and Kita, 2014; Healey
et al., 2015) and head nods (Healey et al., 2013).
In the psychiatric domain, levels of repair have been found
to be associated with verbal hallucinations, and patient ad-
herence to treatment (Leudar et al., 1992; McCabe et al.,
2013). In addition, patients with schizophrenia are known
to use fewer repairs in their talk (Leudar et al., 1992; Caplan
et al., 1996), however, these findings are based on instruc-
tion giving or narrative tasks. Although these tasks osten-
sibly involve interaction in that the talk is designed for a
listener, they tend to be monologic in practice. It is unclear
if patients’ performance on such tasks reflects their ability
to interpret and respond to others during more typical social
interactions.
Self-repair is often characterised as being a response to
noticing and correcting errors via a self-monitoring process
(Levelt, 1983), and patients with schizophrenia are known
to have difficulty monitoring their own behaviour (Johns et

al., 2001). However, some self-repair is interactive, trig-
gered by feedback from one’s interlocutors or indicative of
audience design (Goodwin, 1979). Self-repairs of this type
may be an indicator of a person’s engagement in a task, or
need for clarity, for example, there are known to be more
self-repairs from instruction givers in the Map Task (Col-
man and Healey, 2011) who have to describe a route care-
fully for a follower who does not have visual access to the
route, but must draw it as accurately as possible on their
own map. It is unclear whether one or both of these factors
are responsible for the reduced levels of self-repair seen in
patients.
Patients with schizophrenia are also known to display fewer
hand gestures when speaking (Lavelle et al., 2013a), and
have mismatched gesture use and speech (Millman et al.,
2014). Furthermore, studies have identified that the pres-
ence of a patient with schizophrenia in an interaction influ-
ences the nonverbal behavior of their interacting partners,
both in clinical contexts (Lavelle et al., 2015) and during
first meetings with healthy controls, when the patient’s di-
agnosis is undisclosed (Lavelle et al., 2013a; Lavelle et al.,
2014). This suggests that patients’ atypical patterns of par-
ticipation in social interactions involve deficits in the inter-
action of verbal and non-verbal behaviours, with interaction
itself playing a crucial role. We are therefore interested in
investigating whether patients with schizophrenia compen-
sate for verbal difficulties by using gesture in the same ways
as healthy controls (Seyfeddinipur and Kita, 2014; Healey
et al., 2013), and whether their interlocutors also modify
their own verbal and non-verbal behaviours in interactions
with patients.
This study aims to address the following questions.

1.1. Research questions
Compared to healthy control conversational groups and
their healthy conversational partners:

1. Do patients with schizophrenia use less self-repair and
gesture during conversation?

2. Is their use of self-repair associated with their use of
gesture?
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2. Methods
2.1. Participants
The data analysed in this study consists of transcripts and
motion captured data of twenty patient interactions, involv-
ing one patient conversing with two healthy controls who
were unaware of the patient’s diagnosis, and twenty control
interactions (with 3 healthy participants). Due to technical
issues one patient interaction and one control conversation
could not be transcribed and are excluded from the analysis.
Patients were taking anti-psychotic medication which fell
within the low dose range (Chlorpromazine equivalents
50-200mg/day). Patients presenting with motor side ef-
fects from antipsychotic medication were excluded based
on clinicians’ assessment. Patients’ symptoms were as-
sessed using the Positive And Negative Symptom Scale for
Schizophrenia (Kay et al., 1987).
Patients displayed relatively low PANSS scores for both
positive symptoms (M = 15.8; sd = 6.76), which are addi-
tional features that occur with the onset of the disorder such
as hallucinations or delusional beliefs, and negative symp-
toms (M = 9.95; sd = 3.36), which represent a reduction
in usual function such as social withdrawal, diminished af-
fect, apathy and anhedonia.

2.2. Ethics
All procedures were approved by a NHS Research Ethics
Committee in the UK (07/H0711/90). All participants gave
written informed consent and were free to withdraw at any
time. Patients were recruited at routine psychiatric outpa-
tient clinics under supervision of their psychiatrist, on the
basis of a diagnosis of schizophrenia. 25% of all patients
approached agreed to participate. Patients presenting with
motor side effects from antipsychotic medication were ex-
cluded based on a clinician’s assessment. Non-fluent En-
glish speakers were also excluded.

2.3. Procedure
Participants were brought into the laboratory in threes and
seated in a triangular formation so that each participant had
good visual access to each of the others (see Figure 1).
The researcher read aloud a fictional moral dilemma, the
‘balloon task’ (see section 2.4. for details), which has been
used for studying many aspects of dialogue, and is known
to stimulate discussion (Howes et al., 2011). The group
was provided with an opportunity to ask questions before
the researcher left the interaction space and the task began.
Interactions ended when participants reached a joint deci-
sion. Groups that failed to reach agreement had their inter-
action terminated at approximately 450 seconds (7 minutes
30 seconds).
All interactions were recorded in a human interaction lab-
oratory fitted with an optical based Vicon motion-capture
system, consisting of 12 infrared cameras and Vicon iQ
software. Participants wore a top and a cap with 27 re-
flective markers attached. Cameras detected the markers
at 60 frames per second, resulting in a highly accurate 3D
representation of participants’ movements over time (see
Figures 1 and 2).

Figure 1: 2-dimensional image of participants engaged in
triadic interaction, wearing the reflective markers

Figure 2: The wire frame representation of the interaction
in 3-dimensional space

2.4. Task
The balloon task is an ethical dilemma requiring agreement
on which of four passengers should be thrown out of a hot
air balloon, which is losing height and about to crash into
some mountains killing all on board unless one of them
jumps to their certain death in order to save the other three.
The four passengers are described to the participants as fol-
lows:

Dr. Robert Lewis - a cancer research scientist, who be-
lieves he is on the brink of discovering a cure for most
common types of cancer.

Mrs. Susanne Harris - who is not only widely tipped as
the first female MP for her area, but is also over the
moon because she is 7 months pregnant with her sec-
ond child.
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Mr. William Harris - husband of Susanne, who he loves
very much, is the pilot of the balloon, and the only one
on board with balloon flying experience.

Miss Heather Sloan - a 14 year-old music prodigy, consid-
ered by many to be a “twenty first century Mozart”.

Participants were instructed to debate the reasons for and
against each person being saved, and reach mutual agree-
ment about who should jump.

2.5. Analysis
2.5.1. Self-repair
Participants’ speech was transcribed in ELAN. Self-repairs
were annotated using STIR (STrongly Incremental Repair
detection) (Hough and Purver, 2014); which automatically
detects speech repairs on transcripts. STIR, which is trained
on the Switchboard corpus (Godfrey et al., 1992) has previ-
ously been shown to be applicable to therapeutic dialogue,
with high rates of correlation to human coders in terms of
self-repair rate (Howes et al., 2014). The self-repair rate per
word was calculated for each individual participant as the
total number of self-repairs produced divided by the total
number of words spoken.

2.5.2. Gesture
An index of gesture was derived from participants’ hand
movements using the 3D motion capture data. Gestures
were identified as hand movement speeds greater than one
standard deviation above an individual’s mean hand move-
ment speed thus giving a measure that was sensitive to in-
dividual variation in baseline hand movement (following
(Lavelle et al., 2012)). The presence of gesture was as-
sessed on a frame by frame basis and the percentage of
frames spent gesturing was identified for each individual.
This means we are looking at overall levels of hand move-
ment (calculated for each individual), and not specific ges-
tures or gesture types. This has the advantage of being
calculable automatically from the motion capture data, but
may also include movements that are not typically counted
as gestures, such as brushing one’s hair out of one’s eyes.

3. Results and Discussion
3.1. Self-repair

N M (sd) β SE χ2 p
Patient 19 0.01 (0.01) -0.02 0.004 12.59 <0.001
HP partner 38 0.02 (0.02) -0.01 0.004 2.78 0.1
Controls 57 0.03 (0.02)

Table 1: Repair rate

A mixed models regression analysis, adjusting for
triadic group, age and gender, identified that healthy
participants in the control groups used signifi-
cantly more self-repair than schizophrenia patients
(χ2

1=12.59, 95% CI −0.02 to −0.01, p<0.001), as shown
in Figure 3. The amount of self-repair produced by the
healthy participants in the patient groups was numerically
higher than that of their patient interlocutors and lower than

that of the participants in the control groups, suggesting
that there may be some modification of self-repair be-
haviour when interacting with a patient. However, neither
of these differences were statistically significant (see Table
1), possibly due to lack of power in looking only at the
mean figure per participant, and the variability of repair
rates by person. Future work would investigate the levels
of self-repair in a more fine-grained way, at the level of the
utterance, which would allow us to look at these potentially
relevant differences more precisely.
That patients repair their own speech less in a social inter-
active setting could be down to a number of factors, which
cannot be decided between based on the current results.
Deficits in both self-monitoring and audience design may
be factors for patients. However, self-monitoring cannot
explain the somewhat lower frequency of self-repair exhib-
ited by patients’ healthy partners, so is likely to be only part
of the story. The possibility that patients’ healthy partners
have reduced self-repair (though not reaching significance
in this study) could indicate that they are less engaged in
the interaction – consistent with the finding that interact-
ing with a patient (whilst unaware of their diagnosis) also
affects subsequent ratings of rapport (Lavelle et al., 2014).

3.2. Gesture
Mixed models regression analyses, adjusting for triadic
group age and gender, reveled that patient did not signif-
icantly differ from control participants in terms of their
overall rates of gesture during the interaction (see Table 2).
However, patients did use significantly fewer hand gestures
when speaking (Table 3).

N M (sd) β SE χ2 p
Patient 19 7.2 (2.8) 0.21 0.84 0.06 0.8
HP partner 38 7.7 (3.0) 0.55 0.63 0.77 0.38
Controls 57 7.2 (3.0)

Table 2: Overall gesture rate

N M (sd) β SE χ2 p
Patient 19 12.5 (2.8) -5.84 2.91 4.01 0.05
HP partner 38 13.1 (3.0) -3.29 1.99 2.78 0.1
Controls 57 16.5 (3.0)

Table 3: Gesture rate while speaking

3.3. Gesture and self-repair
Partial correlations, adjusting for the amount of speech (see
Figure 4), revealed that, in control group participants, in-
creased self-repair was associated with increased overall
gesture (Rho48 = 0.33, p = 0.02). In contrast, self-repair
rates were not associated with gesture use in patients with
schizophrenia (Rho15 = −0.03, p = 0.91), or their con-
versational partners (Rho33 = −0.16, p = 0.40).
These results indicate that in normal conversation between
healthy participants, the amount of self-repair is positively
correlated with gesture. Participants who are doing more
repair, which may be due to discovering potential errors
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Figure 3: Mean repair rate per participant

Figure 4: Correlation of mean repair rate and proportion of
time spent gesturing

by self-monitoring or because they are tailoring their talk
to their audience, are also utilising more multimodal re-
sources in their interactions. Although this is at the level
of the participant, so is a broad brush measure, it is consis-
tent with previous findings (Seyfeddinipur and Kita, 2014;
Healey et al., 2013). Contrarily, and in addition to the over-
all reduced levels of self-repair, there is no such relationship
between self-repair levels and gesture in the dialogues in-
cluding a patient. This holds both for patients, for whom
a disconnect between communication modalities has been
previously observed (Millman et al., 2014), but also, more
surprisingly, also for their healthy interlocutors for whom
no such disconnect would be expected.

4. Conclusions
During social interaction, schizophrenia patients repair
their own speech less, and make less use of hand gesture
when repair is required. In line with previous studies (Johns
et al., 2001), these findings may reflect patients’ difficulty

monitoring their own behaviour. However, when self-repair
does occur, patients are not employing other compensatory
nonverbal modalities to assist with the difficulty. This may
reflect a disconnect between communication modalities in
patients with schizophrenia, however, this may not be en-
tirely explained by impairments in self-monitoring, as pa-
tients’ healthy interlocutors seem to also display reduced
association between self-repair and gesture. Previous stud-
ies have identified that the degree of coordination between
speech and nonverbal behaviour is impaired in schizophre-
nia. Furthermore this impairment is also visible in those
interacting with the schizophrenia patient (Ellgring, 1986;
Lavelle et al., 2013b). This suggests that the relation-
ship between self-repair and gesture is also affected by el-
ements of interaction, such as audience design or engage-
ment, which may or may not also contribute to the difficul-
ties displayed by patients.
Although the impact of patients symptoms were not ex-
plored in the current study previous findings suggest that
they may have an influence on patients’ gesture use (Lavelle
et al., 2013a). This should be explored in studies with larger
sample sizes where patients could be distinguished in terms
of their symptom profiles.
Even though this is a very broad brush picture of the re-
lationship between self-repair and gesture in patients with
schizophrenia, as it is by participant over the whole con-
versation, this preliminary study indicates that combining
automatically derivable data from transcripts and motion
capture data offers a fruitful line of research in investigat-
ing the difficulties experienced by patients in social inter-
action. These automatic measures, while crude, do give an
indication that these are areas in which patients’ behaviours
do not follow typical patterns which may be picked up on
– if unconsciously – by their interlocutors, and contribute
to the social exclusion experienced by patients. In future
work, we will extend the existing study to look at the data
at the level of the utterance, using cross-correlational tech-
niques such as those in Healey et al (2013). This study also
suggests looking more closely at both gesture and repair.
In both cases, this may involve using more time intensive
annotation methods to identify differences in the types of
gesture and repair used (Colman and Healey, 2011; Healey
et al., 2015), but the workload could be reduced by using
automatic methods such as those outlined here to target par-
ticular utterances where the differences are apparent.
Overall, the ability to self-monitor and flexibly mod-
ify speech during conversation appears to be impaired
in schizophrenia. This may make achieving mutual-
understanding more difficult, contributing to the debilitat-
ing social deficits experienced by this patient group.

5. Acknowledgements
The data was collected as part of Lavelle’s Ph.D. funded by
the Engineering and Physical Sciences Research Council
Doctoral Training Programme (EP/P502683/1).
Hough is supported by the Deutsche Forschungsgemein-
schaft (DUEL project, grant SCHL 845/5-1) and the Cluster
of Excellence Cognitive Interaction Technology ‘CITEC’
(EXC 277) at Bielefeld University.

12



6. Bibliographical References
Addington, J. and Addington, D. (2008). Social and cog-

nitive functioning in psychosis. Schizophrenia research,
99(1):176–181.

Brennan, S. and Schober, M. (2001). How listeners com-
pensate for disfluencies in spontaneous speech. Journal
of Memory and Language, 44(2):274–296.

Caplan, R., Guthrie, D., and Komo, S. (1996). Conversa-
tional repair in schizophrenic and normal children. Jour-
nal of the American Academy of Child & Adolescent Psy-
chiatry, 35(7):950 – 958.

Colman, M. and Healey, P. G. T. (2011). The distribution
of repair in dialogue. In Proceedings of the 33rd Annual
Meeting of the Cognitive Science Society, pages 1563–
1568, Boston, MA.

Ellgring, H. (1986). Nonverbal expression of psycholog-
ical states in psychiatric patients. European archives of
psychiatry and neurological sciences, 236(1):31–34.

Godfrey, J. J., Holliman, E., and McDaniel, J. (1992).
SWITCHBOARD: Telephone speech corpus for research
and development. In Proceedings of IEEE ICASSP-92,
pages 517–520, San Francisco, CA.

Goodwin, C. (1979). The interactive construction of a sen-
tence in natural conversation. In G. Psathas, editor, Ev-
eryday Language: Studies in Ethnomethodology, pages
97–121. Irvington Publishers, New York.

Healey, P. G. T., Lavelle, M., Howes, C., Battersby, S., and
McCabe, R. (2013). How listeners respond to speaker’s
troubles. In Proceedings of the 35th Annual Conference
of the Cognitive Science Society, Berlin, July.

Healey, P. G. T., Plant, N., Howes, C., and Lavelle, M.
(2015). When words fail: Collaborative gestures dur-
ing clarification dialogues. In 2015 AAAI Spring Sympo-
sium Series: Turn-Taking and Coordination in Human-
Machine Interaction.

Hough, J. and Purver, M. (2014). Strongly incremental re-
pair detection. In Proceedings of the 2014 Conference
on Empirical Methods in Natural Language Processing
(EMNLP), Doha, Qatar. Association for Computational
Linguistics.

Howes, C., Purver, M., Healey, P. G. T., Mills, G. J., and
Gregoromichelaki, E. (2011). On incrementality in di-
alogue: Evidence from compound contributions. Dia-
logue and Discourse, 2(1):279–311.

Howes, C., Hough, J., Purver, M., and McCabe, R. (2014).
Helping, I mean assessing psychiatric communication:
An application of incremental self-repair detection. In
Proceedings of the 18th SemDial Workshop on the Se-
mantics and Pragmatics of Dialogue (DialWatt), pages
80–89, Edinburgh.

Johns, L. C., Rossell, S., Frith, C., Ahmad, F., Hems-
ley, D., Kuipers, E., and McGuire, P. (2001). Ver-
bal self-monitoring and auditory verbal hallucinations
in patients with schizophrenia. Psychological medicine,
31(04):705–715.

Kay, S. R., Flszbein, A., and Opfer, L. A. (1987). The posi-
tive and negative syndrome scale (panss) for schizophre-
nia. Schizophrenia bulletin, 13(2):261.

Lavelle, M., Healey, P. G. T., and McCabe, R. (2012). Is

nonverbal communication disrupted in interactions in-
volving patients with schizophrenia? Schizophrenia Bul-
letin.

Lavelle, M., Healey, P. G., and McCabe, R. (2013a). Is
nonverbal communication disrupted in interactions in-
volving patients with schizophrenia? Schizophrenia bul-
letin, 39(5):1150–1158.

Lavelle, M., Howes, C., Healey, P. G. T., and McCabe,
R. (2013b). Speech and hand movement coordination
in schizophrenia. In Proceedings of the TiGeR Tilberg
gesture research meeting, Tilburg, June.

Lavelle, M., Healey, P. G., and McCabe, R. (2014). Par-
ticipation during first social encounters in schizophrenia.
PloS one, 9(1).

Lavelle, M., Dimic, S., Wildgrube, C., McCabe, R., and
Priebe, S. (2015). Non-verbal communication in meet-
ings of psychiatrists and patients with schizophrenia.
Acta Psychiatrica Scandinavica, 131(3):197–205.

Leudar, I., Thomas, P., and Johnston, M. (1992). Self-
repair in dialogues of schizophrenics: Effects of hallu-
cinations and negative symptoms. Brain and Language,
43(3):487 – 511.

Levelt, W. (1983). Monitoring and self-repair in speech.
Cognition, 14(1):41–104.

McCabe, R., Healey, P. G. T., Priebe, S., Lavelle, M.,
Dodwell, D., Laugharne, R., Snell, A., and Bremner,
S. (2013). Shared understanding in psychiatrist-patient
communication: Association with treatment adherence
in schizophrenia. Patient Education and Counselling.

Millman, Z. B., Goss, J., Schiffman, J., Mejias, J., Gupta,
T., and Mittal, V. A. (2014). Mismatch and lexical re-
trieval gestures are associated with visual information
processing, verbal production, and symptomatology in
youth at high risk for psychosis. Schizophrenia Re-
search, 158(1-3):64 – 68.

Monte, R. C., Goulding, S. M., and Compton, M. T. (2008).
Premorbid functioning of patients with first-episode non-
affective psychosis: a comparison of deterioration in aca-
demic and social performance, and clinical correlates of
premorbid adjustment scale scores. Schizophrenia re-
search, 104(1):206–213.

Schegloff, E., Jefferson, G., and Sacks, H. (1977). The
preference for self-correction in the organization of re-
pair in conversation. Language, 53(2):361–382.

Seyfeddinipur, M. and Kita, S. (2014). Gestures and self-
monitoring in speech production. In Annual Meeting of
the Berkeley Linguistics Society, volume 27, pages 457–
464.

13



A Greek Corpus of Aphasic Discourse: 

Collection, Transcription, and Annotation Specifications 

Spyridoula Varlokosta
1
, Spyridoula Stamouli

1,2
, Athanasios Karasimos

1,3
, Georgios

Markopoulos
1
, Maria Kakavoulia

4
, Michaela Nerantzini

1,5
, Aikaterini Pantoula

1
, Valantis

Fyndanis
1,6

, Alexandra Economou
1
, Athanassios Protopapas

1

1 
National and Kapodistrian University of Athens 

2
 Institute for Language and Speech Processing / “Athena” Research Center 

3 
Academy of Athens 

4 
Panteion University of Social and Political Sciences 

5 
Northwestern University 

6
 University of Oslo 

Address: University of Athens, Philology/Linguistics, Panepistimioupoli Zografou, Athens, 15784 Greece. 

E-mail: svarlokosta@phil.uoa.gr, pstam@ilsp.gr, akarasimos@academyofathens.gr, gmarkop@phil.uoa.gr,

markak@panteion.gr, nmixaela@gmail.com, aikaterini.pantoula@gmail.com, valantis.fyndanis@iln.uio.no,

aoikono@psych.uoa.gr, aprotopapas@phs.uoa.gr 

Abstract 

In this paper, the process of designing an annotated Greek Corpus of Aphasic Discourse (GREECAD) is presented. Given that resources 
of this kind are quite limited, a major aim of the GREECAD was to provide a set of specifications which could serve as a methodological 
basis for the development of other relevant corpora, and, therefore, to contribute to the future research in this area. The GREECAD was 
developed with the following requirements: a) to include a rather homogeneous sample of Greek as spoken by individuals with aphasia; 
b) to document speech samples with rich metadata, which include demographic information, as well as detailed information on the
patients’ medical record and neuropsychological evaluation; c) to provide annotated speech samples, which encode information at the
micro-linguistic (words, POS, grammatical errors, clause types, etc.) and discourse level (narrative structure elements, main events,
evaluation devices, etc.). In terms of the design of the GREECAD, the basic requirements regarding data collection, metadata,
transcription, and annotation procedures were set. The discourse samples were transcribed and annotated with the ELAN tool. To ensure
accurate and consistent annotation, a Transcription and Annotation Guide was compiled, which includes detailed guidelines regarding all
aspects of the transcription and annotation procedure.

Keywords: aphasia, aphasic discourse, annotated corpus 

1. Introduction

Aphasia is defined as a language disorder following a focal 

damage to the left cerebral hemisphere caused either by a 

cerebral vascular accident (CVA), a traumatic brain injury 

(TBI), an infection, such as encephalitis, or as the result of 

the existence or the removal of a brain tumor (De Roo, 

1999: 1; Mesulam, 2000: 296). Aphasia is typically 

restricted to language impairments in the absence of any 

other general cognitive impairment or dementia (Obler & 

Gjerlow, 1999: 38). Deficits in aphasia can potentially 

affect speech production and comprehension in both oral 

and written language forms, and at all linguistic levels (i.e., 

phonological, morphological, syntactic, and semantic), to 

varying degrees depending on the site and the severity of 

the brain injury (Harley, 2001: 23); from mild, to moderate 

and severe disorders.  

Although in the aphasiological literature many different 

types of aphasia have been described, the most widespread 

classification identifies two basic categories: non-fluent 

aphasia or Broca’s aphasia and fluent aphasia or 

Wernicke’s aphasia, each one of which has been associated 

with different neurological characteristics, as for the locus 

and the extent of the lesion, and different linguistic 

characteristics.  

Studies on speakers with aphasia conducted over the past 

40 years have emphasized the clinical importance of the 

study of discourse production (e.g. Berko-Gleason et al., 

1980; Nicholas & Brookshire, 1993; Olness & Ulatowska, 

2011; Saffran, Berndt & Schwartz, 1989; Ulatowska, North 

& Macaluso-Haynes, 1981; Ulatowska et al., 1983; 

Vermeulen, Bastiaanse & van Wageningen, 1989; see 

Armstrong, 2000, for an overview of the literature). Since 

people with aphasia experience particular difficulties in 

their everyday communication, the study of their abilities 

at the discourse level is considered as a natural and 

objective method for assessing the communicative 

effectiveness of these individuals in their everyday life. 

More specifically, the study of discourse production can 

contribute to the diagnosis of the type of aphasia, to a more 

accurate identification of the communication impairments 

of patients, to the design of a more effective treatment as 

well as to the evaluation of patients’ response to treatment 

(Wright, 2011).  

Despite the fact that there is a large body of literature on the 

characteristics of aphasic discourse in many languages, 

which includes studies following different methodological 

approaches, theoretical frameworks, and analytical 

perspectives, there is a considerable lack of available 

resources to allow the systematic study of aphasic 

discourse in a comparable and replicable way across 

languages. The available corpora of aphasic discourse 

-constructed with the use of corpus linguistic techniques

and providing systematic methods for the transcription,

annotation, and analysis- are the Corpus of Dutch Aphasic

Speech (CoDAS Westerhout & Monachesi, 2006), the

Cambridge Cookie-Theft Corpus (Williams et al., 2010),
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and the AphasiaBank (MacWhinney et al., 2011, 2012). 

Each one of them has contributed from a different 

perspective to the process of enriching the existing 

methods and data for the study of aphasic discourse, and, 

consequently, to the advancement of research in this area. 

CoDAS comprises a pilot study of six aphasic speakers 

with two levels of annotation, an orthographic-phonetic 

transcription and a Part-Of-Speech (POS) tagging. The 

Cambridge Cookie-Theft Corpus contains transcriptions of 

spontaneous speech and single-picture descriptions elicited 

with the cookie-theft picture. The study includes data from 

approximately 87 brain-damaged patients in comparison to 

a group of 227 healthy individuals. A total of 1331 

utterances are time-stamped and annotated on the 

phonological level following an XML-based TEI schema. 

AphasiaBank is a multimedia database with video and 

speech annotated transcriptions of approximately 180 

speakers with aphasia and 140 non brain-damaged controls 

in a variety of communicative tasks and interactions. The 

transcriptions are based on the CHAT format and coded for 

analysis with specific CLAN programs. A multi-level 

annotation produces a language profile that includes 

word-level and utterance-level morphosyntactic errors. 

The Greek Corpus of Aphasic Discourse (GREECAD) is 

the outcome of a research action under the large scale 

multidisciplinary project “THALES-Levels of impairment 

in Greek aphasia: relationship with processing deficits, 

brain region, and therapeutic implications”. The aim of this 

research action was the collection, annotation, 

documentation, and linguistic analysis of spoken discourse 

of Greek speakers with aphasia. 

The development of the GREECAD had to meet the 

following requirements: a) to include a rather 

homogeneous sample of Greek as spoken by individuals 

with mild non-fluent aphasia; b) to document speech 

samples with rich metadata, which include demographic 

information, information on the patients’ medical record, 

as well as their speech and language therapy and 

neuropsychological evaluation; c) to provide annotated 

speech samples which encode properties of speech as well 

as linguistic information at the micro-linguistic (words, 

POS, grammatical, semantic, and phonological errors, 

clause types, etc.) and discourse level (narrative structure 

units, main events, evaluation devices, etc.). 

In this paper, the process of designing the GREECAD is 

presented, regarding data collection, transcription, and 

annotation of speech samples. Given that resources of this 

kind are quite limited, a major aim of the development of 

the GREECAD was to provide a set of specifications which 

could serve as a methodological basis for the development 

of other relevant corpora, and, therefore, to contribute to 

future research in this area. 

2. Data Collection

Among the various discourse types that have been studied, 

narrative discourse has attracted more attention in aphasia 

research, mainly because the abstract narrative schema 

provides an objective framework for the analysis of 

speakers’ productions and their comparison to healthy 

controls. Therefore, a protocol of four narrative tasks 

(Kakavoulia et al., 2014) was developed to elicit spoken 

discourse samples from Greek speakers with aphasia. 

Previous research (Doyle et al., 1998) shows that the 

discourse produced by speakers with aphasia is influenced 

by the characteristics of elicitation tasks, such as the type of 

stimuli and the modality of presentation, as well as by the 

cognitive and linguistic requirements of the tasks, 

depending on the particular clinical characteristics of each 

individual. Thus, it was decided that the protocol should 

include different narrative genres (personal narrative, third 

person narrative, fairy tale, etc.) and different elicitation 

techniques (McNeil et al., 2007; Menn, Ramsberger & 

Helm-Estabrooks, 1994, Nicholas & Brookshire, 1995; 

Ulatowska et al., 1983), which provide different degrees 

and types of support to the participants in order to 

compensate for the cognitive and linguistic demands of 

each task. Personal narratives were chosen because they 

elicit more natural speech data characterized by extensive 

use of evaluative devices (Ulatowska et al., 2006). More 

constrained elicitation tasks, such as story retelling and 

picture elicitation, were also employed to ensure more 

controlled discourse samples. More specifically, the 

protocol includes the following tasks: 

Task 1: Unaided production of a personal narrative (“stroke 

story”). The individuals with aphasia narrate the incident of 

their stroke story, while the control group (people who have 

suffered a heart attack, see Section 3, Participants) narrate 

the heart attack incident.   

Task 2:  Production of an unknown story based on a 

6-picture series (“the party”). The participant narrates a

short, simple story shown in the pictures presented to

her/him by the researcher. Linguistic demands are high,

since the participant has to generate the story events and

the narrative structure from the pictures, but there are no

memory requirements.

Task 3: Retelling of an unknown story, aided by a 5-picture

series (“the ring”). The participant listens to a recorded

story, which has the structure of a traditional fairy tale. The

story is quite lengthy; it has many episodes and a complex

plot, characteristics which increase the linguistic and

cognitive demands of the task. At the same time, five

pictures depicting important events of the story are

presented to her/him. After listening to the story, the

participant has to retell it using the pictures. Visual support

is expected to compensate for the increased linguistic and

cognitive demands of the task.

Task 4: Familiar story retelling (“hare and tortoise”

Aesop’s fable). The participant listens to a recorded

narration of the fable and afterwards she/he has to retell the

story to the researcher. No visual support is used. Memory

load is increased, since the participant has to retain story

elements and their temporal order. However, this demand is

compensated by the fact that the story is already familiar to

the speaker.

3. Participants

The GREECAD contains spoken discourse samples 
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elicited from Greek-speaking individuals with mild 

non-fluent aphasia and controls matched for age and level 

of education to the aphasic speakers (Table 1). 

N Age range 

(years) 

Sex Education 

M F Years N 

Speakers 

with 

aphasia 

18 39-67 15 3 6 3 
9 1 

12 5 

over 12 9 
Control 

group 

7 43-71 7 0 9 2 

12 2 

over 12 3 

Table 1: Characteristics of participants 

The control group comprises individuals who have 

suffered a heart attack. The choice of these individuals as a 

control group was made to ensure the comparability of the 

personal narrative samples (Task 1) in terms of their textual 

characteristics. Therefore, in accordance to the stroke story 

production by speakers with aphasia, the control group 

participants narrated their “heart attack story”. Heart attack 

is a similar traumatic experience to the stroke, with a 

comparable informational content and event sequence 

(initial symptoms, reaction from the part of the patient and 

relatives, medical diagnosis and intervention, outcomes). 

Although a few differences in the vocabulary were 

expected between the two versions of the personal 

narrative, mainly with respect to specific symptoms or 

medical treatment, their overall linguistic, structural and 

informational similarities were considered as more useful 

for comparison between the two groups.  

Ethical approval was obtained by the Ethics Committee of 

the hospitals, medical and rehabilitation centres involved in 

the project. Patients received written information about the 

study and were asked to provide full informed consent. 

4. The GREECAD Corpus

The spoken discourse samples of speakers with aphasia 

and those of the control group were manually transcribed 

and annotated. The result of this process was the 

compilation of the GREECAD. Speakers with aphasia are 

currently represented in the corpus with 72 transcripts, 

while the control group with 28 transcripts. Table 2 shows 

the total number (N) of transcripts, tokens and clauses per 

group. Specific measurements on tokens and clauses, 

besides total count, include the statistical mean, as well as 

the minimum and maximum value per speaker in the 

corresponding group. The corpus is still being enriched 

with new data collected from individuals with aphasia and 

controls. 

The discourse samples are documented with rich metadata 

which include demographic information about the 

participants, as well as detailed information on the patients’ 

medical record, including the type of aphasia, and their 

speech and language therapy and neuropsychological 

evaluation (e.g. their scores on the Boston Diagnostic 

Aphasia Examination, Greek version: Papathanassiou et al., 

2008, and the Boston Naming Test, Greek version: Simos, 

Kasselimis & Mouzaki, 2011).  

Transcripts Tokens Clauses 

N N Mean Min Max N Mean Min Max 

Speakers 

with 

aphasia 

72 4643 64.5 14 117 1158 16.1 4 36 

Control 

group 

28 4006 143.1 68 208 871 31.1 12 56 

Total 100 8649 2039 

Table 2: The GREECAD Corpus 

5. Transcription and Annotation

Discourse samples were manually transcribed and 

annotated using the ELAN transcription and annotation 

tool (Wittenburg et al., 2006). Transcription was 

orthographic using the Greek alphabet. A transcription 

protocol was designed to encode the necessary information 

for linguistic analysis, excluding detailed phonological 

information. Specific conventions were used for 

unintelligible words and neologisms, while no special 

symbols were used. The transcripts were time-aligned with 

the audio files at utterance, clause, and word level.  

Annotation was carried out to encode linguistic 

information of the patients’ discourse at various levels. A 

structured, multi-tiered annotation scheme was designed in 

order to include all the parameters of spoken discourse 

under investigation. These parameters include speech and 

non-speech events (e.g. vowel and consonant lengthening, 

pauses, filled gaps, laughter, etc.), micro-linguistic features 

(words, POS, grammatical, semantic, and phonological 

errors, clause types, etc.), as well as discourse features 

(narrative structure units, main events, evaluation devices). 

The annotated corpus is available in XML / EAF format, 

which allows the future analysis of data with automatic 

computational linguistic techniques. It was based on the 

Formal Framework for Linguistic Annotations (Bird & 

Liberman, 1999; Ide & Suderman, 2007, 2014) and the 

template is governed by token-based, type-based, and 

graph-based hierarchy.  
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For ensuring accurate and consistent transcription and 

annotation, a set of explicit and clear procedures was 

established, together with detailed guidelines for the 

annotators, which comprised a Transcription and 

Annotation Guide (Varlokosta et al., 2013). The annotators 

were graduate or postgraduate students of Linguistics. 

They were divided into small groups of 2-3 annotators. 

Each group annotated only certain tiers in each narrative, 

according to their specialisation, experience and interests, 

and not all tiers. Annotation tiers were assigned to groups 

as follows:  
Group 1: Transcription (Researcher – Patient) 
Group 2: Processed Transcription – Utterances (limits) – 
Clauses (limits) 
Group 3: Events 
Group 4: Clauses (tagging: types, grammaticality, 
completeness) 
Group 5: Words (limits, POS tagging, counting) 
Group 6: Errors (tagging: phonological, morphosyntactic, 
lexical/semantic errors, paraphrases) 
Group 7: Reformulations 
Group 8: Narrative annotation (narrative structure elements, 
main events, evaluation devices) 
It should be noted that in some cases there was a single 
annotator in each group (e.g. group 1, 2, 3, 7). A 
two-person leading team was appointed to train and 
coordinate the groups of annotators. The annotation leaders 
were experts in Corpus Linguistics, experienced in data 
collection and processing with the use of the ELAN tool. 
This team trained each individual group in the annotation 
of the specific tiers they were assigned to. After training, a 
pilot phase was carried out, including two phases: a) 
initially, annotators were given a file in which they 
annotated their tiers in collaboration with one of the 
trainers, who helped them and resolved any query on the 
spot; b) subsequently, annotators annotated another file on 
their own, using the Transcription and Annotation Guide. 
Their annotations were checked by their trainer, who gave 
feedback regarding problematic issues. Phase b was 
repeated as many times as needed to ensure agreement of 
an acceptable level between the annotator and the trainer 
(above 90%). It should be noted that some annotations 
were more difficult than others (e.g. setting the utterance 
limits or tagging error types at word level), which led to 
more repetitions of phase b until the annotator and the 
trainer reached an agreement. This procedure highlighted 
the need for more explicit and detailed criteria for 
annotating these particularly difficult tiers. The pilot phase 
was carried out with each new annotator who entered a 
group. Before marking each file as “complete”, a checking 
phase was carried out, during which all annotations were 
checked by the leading team, who made the necessary 
corrections. Each member of the leading team was 
responsible for checking specific tiers. During the checking 
phase, the leading team provided feedback to the 
annotators, including new guidelines, if needed. All the 
new instructions and modifications regarding the 
annotation scheme, the guidelines, as well as specific 
annotation criteria that came up during the pilot and the 
checking phase were integrated into the Transcription and 
Annotation Guide. Moreover, during file processing, the 
annotators were in direct and constant contact with the 
leading team for questions and instructions. Finally, it is 
worth noting that most of the times the members of each 

group were working together, as a team, and not 
individually.   

5.1 Annotation Scheme 

Figure 1 shows tier dependencies of the multi-tiered 

annotation scheme:  

Figure 1: Tier dependencies of the annotation scheme 

A set of detailed criteria regarding accurate transcription, 

definition of speech segment boundaries (utterances, 

clauses, and words), identification of each annotation 

category, and assignment of a valid value at each one were 

provided to the annotators. In the following sections, a 

brief description of the main annotation tiers is provided. 

5.1.1. Patient transcription 

This group includes two transcription tiers: the primary or 

“rough” transcription (parent tier) and the secondary, 

processed transcription (child tier). The first one contains 

anything which has been uttered by the participant, 

orthographically transcribed in the Greek alphabet. 

Processed transcription is the result of “cleaning up” the 

primary transcription of: a) repetitions: all but the final 

occurrence of a repeated word, phrase or segment were 

eliminated, excluding repetition for emphasis, b) 

self-corrections, c) formulaic phrases, d) one-word replies, 

e) parts of discourse irrelevant to the narrative content.

Processed transcription provides the basis for the linguistic

measurements of participants' discourse (number of

utterances, clauses, words), as well as for the

measurements of verbal flow (words / minute), verbal

disruption, syntactic complexity, and narrative

macrostructure.
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5.1.2. Speech and non-speech events 

In this tier the events of spoken discourse are annotated, 

such as vowel and consonant lengthening, silence, pauses 

(longer than 0.5 sec), noise, filled gaps, etc. This tier refers 

to the primary, “rough” transcription tier. 

5.1.3. Reformulations 

This tier contains: a) self-corrections at word level (e.g. “i 

podherta tis i p i mitria tis eklepse to dhaxtilidhi”, transl. 

“her (neologism targeting the word ‘stepmother’) her p her 

stepmother stole the ring”), which can be phonological, 

lexical or morphological; b) repetitions (e.g. “pire pire to to 

dhepidhoni”, transl. “he got he got the the (neologism 

targeting the word ‘ring’)”). Repetitions which are used for 

emphasis and serve an evaluative function in the narrative 

are not tagged as reformulations (e.g. “pias’ tin Eleni pias’ 

tin” transl. “catch Helen catch her”). 

5.1.4. Utterances 

This tier includes two child tier groups: clauses and words. 

The term “utterance” is used as equivalent to the term 

“sentence”, adopting the dominant view in linguistics that a 

sentence can consist of one or more clauses. The terms 

“utterance” and “sentence” are often used interchangeably 

in aphasia research (Faroqi-Shah & Thompson, 2007; 

Fyndanis, Varlokosta & Tsapkini, 2012; Wang, Yoshida & 

Thompson, 2014), following mainly Saffran, Berndt and 

Schwartz (1989: 471), who identify a set of certain 

structural types of sentences as utterances. Following 

Thompson et al. (1995), we used a combination of prosodic 

and semantic criteria to determine utterance boundaries. 

Utterance is defined as the speech section which follows 

and precedes silence, coincides with an intonational curve, 

and corresponds to a coherent meaningful unit of discourse. 

In cases where the aphasic speech was so fragmented that 

an intonational curve was difficult to identify, semantic 

criteria (coherence and completeness of meaning) were 

mainly used to define the utterance boundaries.  

The tier of clauses is a child tier to the one of utterances. 

The presence of a verb was used to determine a clause. 

However, it should be noted that in aphasia verbs are prone 

to omission. Therefore, the presence of an overt subject or 

object (or of both) could also be employed as a sufficient 

criterion to identify a clause. Each clause was further 

annotated as:  

a) complete or incomplete: an  incomplete clause is a

clause that lacks some basic arguments or is

abandoned before its meaning is completed. For

example, the clause “ksafnika kapu pidhi egho... ox

thee mu” (transl. “suddenly somewhere because I... oh

my god”), was annotated as incomplete.

b) grammatical or ungrammatical: ungrammatical is a

clause which contains grammatical errors at word

level or lacks basic arguments. For example, the clause

“pefto to aftocinito” (transl. “I fall the car”) was

annotated as ungrammatical, due to the omission of the

preposition “apo” (transl. “from”).

Clauses were further annotated for their type. Values for 

clause types include independent clause, elliptical clause, 

as well as all types of subordinate clauses (clauses of time, 

cause, result, purpose, conditional, relative, etc.) and verb 

complements.  

The tier of words is a child tier to the one of clauses. 

Number of words in each clause is indicated and each word 

is further annotated with respect to its POS and to the 

phonological, morphosyntactic, and lexical/semantic errors 

it might contain.  

Phonological errors are errors of phoneme omission (e.g. 

“cek” instead of “ceik”, transl. “cake”), substitution (e.g. 

“jelona” instead of “chelona”, transl. “tortoise”), addition 

(e.g. “setrono” instead of “strono”, transl. “spread”), etc.  

Morphosyntactic errors are errors of omission (e.g. “laghos” 

instead of “o laghos”, transl. “hare” instead of “the hare”) 

or substitution (e.g. “theli pu pai” instead of “theli na pai”, 

transl. “wants that go” instead of “wants to go”) of free 

morphemes, as well as errors of agreement, such as number, 

case, and gender agreement between article and noun (e.g. 

“ton (def art masc) dhaxtilidhi (N neut)” instead of “to (def 

art neut) dhaxtilidhi”, transl. “the ring”), incorrect choice 

of aspect (e.g. “treksi” (pfv asp) instead of “trechi” (ipvf 

asp), transl. “runs”), tense (e.g. “pigha”, transl. “I went” 

instead of “pijeno”, transl. “I go”), case (e.g. “to ipe” (clit 

pro acc) instead of “tu ipe” (clit pro gen), transl. “told 

him”), etc.  

Lexical/semantic errors include cases such as: a) 

neologisms, either retaining the morpho-phonological 

structure of Greek words (e.g. “dheklidhoni” instead of 

“dhaxtilidhi”, transl. “ring”), or not retaining it, so the 

word’s grammatical category is unspecified (e.g. 

“idhesofoliberi”, target word: unknown); b) production of 

words which have a phonological (e.g. “sidhora” instead of 

“simera”, transl. “today”) or semantic (e.g. “aschimi” 

instead of  “omorfi”, transl. “ugly” instead of “pretty”) 

relationship with the target word.    

Regarding word counting, the criteria proposed by 

Nicholas and Brookshire (1993) were followed: to be 

counted as words, lexical items have to be intelligible in 

context but not necessarily complete, accurate and relevant 

to the story. For example, the word “pipidhizis” which is a 

neologism (target word: “titivizis”, transl. “you chirp”) was 

counted as a word, even not phonologically accurate, while 

the word segment “che” (probably targeting the word 

“chelona”, transl. “tortoise”) was not counted as a word. 

5.1.5. Narrative structure 

This group of annotation tiers refers to the analysis of 

narrative discourse at the level of macrostructure. More 

specifically, it includes: a) a tier where the components of 

narrative structure are annotated (“narrative elements”) and 

b) a tier where the main informational units of discourse,

the story’s “main events” are annotated (“main events”).

The structural components of the elicited narratives are

annotated on the basis of the Labovian model of narrative

structure (Labov, 1972; Labov & Waletzky, 1967), which

includes the following structural units:

a) Abstract: A single or multi-clause unit which informs the

addressee on what the story is about (e.g. “theli na mas pi to

paramithi ti ti chelona me to lagho”, transl. “the fairy tale

wants to tell us (about) the tortoise with the hare”).
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b) Orientation: The setting of the story, informing the

addressee on the main characters (who), the place (where),

and the time (when) of the story (e.g. “lipon i chelona ena

proino itan sto dh dhasos”, transl. “well, in the morning the

tortoise was in the woods”).

c) Complication: A sequence of events describing a

‘problem’, an unexpected complication for one or more of

the main characters, his/their response(s) to the problem

and his/their plan of action and attempts to resolve it. The

events are leading to the climax or high point of the

narrative.

d) Resolution: The part of the narrative which describes the

outcome of the character(s)’ attempts to resolve the

problem, leading to the narrative’s closure (e.g. “i chelona

itane sto dhelos. ce itane medh me echi nicisi. ce exase o

loghos o laghos”, transl. “the hare was at the end. and she

was with, she has won. and the  hare lost.”).

e) Coda: A unit linking the narrative to the present time (e.g.

“And they lived happily ever after”).

Furthermore, for measuring the stories’ informational

content, the number of “main events” was used as an

indicator (Capilouto, Wright & Wagowich, 2006; Wright et

al., 2005). Main events are defined as single or

multi-clause units of a story, each one referring to a

significant event of the story, which, at the same time, is

independent of the other story events. Main events usually

include one or more associated events and the temporal and

causal relationships between them. Stories of tasks 2, 3 and

4 had a predefined number of main events. For example,

the main events of the “hare and tortoise” story are the

following:

1. The hare is going for a walk in the woods looking for

food.

2. He meets the tortoise and thinks her slow walking is very

funny.

3. The hare laughs at the tortoise and she challenges him to

a race.

4. The hare finds her proposal very funny but he accepts the

challenge.

5. They appoint the fox, the smartest animal, as the referee,

and the race begins the following morning, when all the

animals are gathered to watch it.

6. The hare decides to take a nap because he is confident

that he can cover the distance from the tortoise very easily

as soon as he gets up.

7. The tortoise keeps walking.

8. The hare sleeps for a little longer and when he wakes up

he starts running.

9. He finds it strange not to see the tortoise anywhere but he

thinks she gave up the race.

10. When the hare reaches the finishing line, he sees that

the tortoise has finished first.

In order to be tagged as a main event, a textual unit should

include the respective event or sequence of associated

events as well as the relationship between them. For

example, the following part of a story produced by a

speaker with aphasia was tagged as main event no 1: “vjice

o jo laghos ce vj vj vji vji vjice o laghos ce zjicise to xajito

tou” (transl. “the hare went out and looked for his food.”).

5.1.6.  Evaluation 

The evaluation tier is not embedded in the narrative 

structure group of tiers, since evaluative devices might 

cross the boundaries of stories’ structural components. The 

category of evaluation includes linguistic devices which 

indicate the emotional and cognitive status of the narrator 

and his attitude towards the story events and characters. 

Evaluation expresses the narrator’s involvement in the 

narrative and constitutes a second narrative layer, which 

transforms a simple sequence of events to a worth-telling 

story. In line with previous studies on evaluation of aphasic 

discourse (Armstrong, 2005; Armstrong & Ulatowska, 

2007, 2006; Ulatowska et al., 2006, 2011), the following 

evaluative features are annotated:  

a) external evaluation: narrator’s comments, sometimes

directly addressed to story recipient (e.g. “katalavenis?”,

transl. “do you understand?”)

b) repetition of words or phrases for emphasis (e.g. “posa

atoma itane, para pola itane”, transl. “so many people were

there, a lot of people were there”)

c) words and phrases indicating emotional state, as well as

inherently evaluative lexical items (e.g. “iche nevriasi”,

transl. “he was upset”, “eftixos”, transl. “fortunately”)

d) metaphors and similes (e.g. “san salighari”, transl. “like

a snail”)

e) metalinguistic function: narrator’s comments on his own

speech (e.g. “edho itane... dhe thimame”, transl. “here there

was... I don’t remember”, “laghos fajito chelona... pos to

len... to...”, transl. “(the) hare (was looking for) food (the)

tortoise... how is it called... the...”)

f) reported speech (direct and indirect) (e.g. “tha pas

ghrighora ston aghona? tha pao ghrighora”, transl. “are you

going to run fast at the race? I will run fast”).

6. Conclusion

The GREECAD is the first systematic attempt to develop 

an annotated corpus of aphasic discourse for Greek. The 

annotated transcripts of individuals with aphasia and 

healthy controls included in the current version of the 

corpus are being analyzed in terms of a set of measures, 

such as: a) verbal production and verbal flow (number of 

utterances, sentences and words, MLU, words/minute), b) 

syntactic complexity and grammaticality (number of 

conjunctions/total number of words, number of 

grammatical clauses/total number of clauses, number of 

subordinate clauses/total number of clauses, noun/verb 

ratio, number of errors/total number of words, etc.), c) 

verbal disruption: self-corrections, repetitions, abandoned 

clauses, gap-fillers, formulaic expressions, d) narrative 

structure (number of main events, narrative structure units, 

number of clauses/unit, evaluative devices by category, 

etc.). The main aims of the current studies being conducted 

or future ones are: a) to identify specific impairments at 

grammatical, lexical, and discourse level in the speech 

production of Greek-speaking individuals with aphasia, 

which could contribute to more effective evaluation, 

treatment, and assessment of treatment outcomes; b) to 

evaluate the overall communication abilities of speakers 
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with aphasia in their everyday lives, using narrative 

discourse as an objective communicative condition. Initial 

findings show differences in the group of individuals with 

aphasia compared to the control group regarding verbal 

production and flow, verbal disruption, grammatical 

accuracy, and syntactic complexity. However, narrative 

measures show a relative preservation of communication 

skills at the discourse level, since speakers with aphasia are 

able to produce the main informational content of a 

narrative and retain the main elements of narrative 

macrostructure despite their impairments at the 

microlinguistic level (Stamouli & Karasimos, 2015). 

It is worth noting that the annotation scheme designed for 

the development of the GREECAD has been proven 

functional, flexible and broad, allowing the extended 

linguistic annotation of discourse samples in a consistent 

way. 

An unrestricted online version of the GREECAD is not yet 

available. However, as soon as the ongoing studies of the 

research team are completed, free access to the fully 

annotated corpus with the XML metadata will be provided 

for research purposes and the corpus will be shared as a 

language specific resource to the META-SHARE
1
 

open-source repository. 

The availability of the annotated aphasic discourse samples 

to the research community in combination with the rich 

metadata that accompany them, are expected to increase 

interest in the linguistic study of aphasia in Greek and to 

support the interdisciplinary study of aphasia, thereby 

contributing to a deeper and broader investigation of the 

complex phenomenon of aphasia. 
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Abstract 

In this paper we present a multimedia corpus of Pear film retellings by people with aphasia (PWA), right hemisphere damage (RHD), and 
healthy speakers of Russian. Discourse abilities of brain-damaged individuals are still under discussion, and Russian CliPS (Clinical Pear 
Stories) corpus was created for the thorough analysis of micro- and macro-linguistic levels of narratives by PWA and RHD. The current 
version of Russian СliPS contains 39 narratives by people with various forms of aphasia due to left hemisphere damage, 5 narratives by 
people with right hemisphere damage and no aphasia, and 22 narratives by neurologically healthy adults. The annotation scheme of 
Russian CliPS 1.0 includes the following tiers: quasiphonetic, lexical, lemma, part of speech tags, grammatical properties, errors, 
laughter, segmentation into clauses and utterances. Also analysis of such measures as informativeness, local and global coherence, 
anaphora, and macrostructure is planned as a next stage of the corpus development. 

Keywords: aphasia, brain damage, discourse, Russian 

1. Introduction

We present a corpus of Pear film (Chafe, 1980) retellings 

made by brain-damaged individuals and  neurologically 

healthy speakers of Russian language.  The primary aim of 

the Russian CliPS (Clinical Pear Stories) project is 

investigation of discourse abilities of people with aphasia 

(PWA) and right hemisphere damage (RHD) in comparison 

with neurologically healthy speakers. In the recent years 

there has been development in the studies of discourse in 

aphasia and other neurological conditions (Armstrong, 

2000; Linnik et al., 2015), however, the effect of lesions in 

language-dominant and non-language-dominant 

hemispheres on discourse production and  comprehension 

is still discussed.  Aphasia is an acquired language 

impairment resulting from brain damage to the 

language-dominant hemisphere (usually left; Dronkers and 

Baldo, 2010). Aphasia of different types can manifest in 

disturbances in both production and comprehension of 

language on different levels: phonetic, lexical and 

syntactic. However, the research shows the discrepancy 

between the language competence of PWA on micro- and 

macro-linguistic levels (Armstrong, 2000; Linnik et al., 

2015; Wright, 2011).  Though early studies show that 

discourse structure is not impaired in aphasia (Ulatowska 

et al., 1983a, 1983b), some of the recent research 

demonstrates that it is not necessarily true. While several 

studies report that such discourse properties as 

informativeness and coherence are significantly different 

in discourse of PWA and healthy speakers  (Van Leer and 

Turkstra, 1999; Nicholas and Brookshire, 1993; Wright et 

al., 2010), other studies report the opposite results (Glosser 

and Deser, 1990; Marini et al., 2005). 

The  damage to the non-language-dominant hemisphere 

(usually right) is not directly linked to any problems on 

micro-linguistic level; however there is evidence that 

people with RHD experience difficulties in language 

comprehension and production at discourse level 

(Brookshire and Nicholas, 1984; Tompkins et al., 1997). 

At the present moment the only large corpus of aphasic 

speech is AphasiaBank (MacWhinney et al., 2011). 

Discourse elicitation stimuli for AphasiaBank are several 

pictorial stimuli as well as a picturebook with a Cinderella 

story. Though texts from AphasiaBank are used for 

discourse research (for example Richardson et al., 2016), 

any additional annotation does not become part of the 

corpus.  

The goal of the Russian CliPS project is to create a corpus 

that could be used as a research tool with its existent 

annotation, and on the other hand, would be constantly 

developed by new research and additional information.   

2. Corpus compilation

2.1 Speakers 

Brain-damaged individuals were recruited in the inpatient 

departments of Moscow rehabilitation centers.  The 

individuals with aphasia had been admitted to the centers 

with reported language problems after stroke in the left 

hemisphere and were diagnosed with chronic aphasia (not 

less than 6 months post-stroke). Aphasia types were 

diagnosed using Luria’s classification (Akhutina, 2015; 

Luria, 1972), and the corpus contains stories by people 

with efferent motor, dynamic, acoustic-mnestic and 

sensory aphasia.  

Aphasia can be generally divided in two different types: 

with fluent and non-fluent speech output. The non-fluent 

aphasia types include efferent motor aphasia and dynamic 

aphasia. Russian CliPS corpus contains 10 stories by 

individuals with efferent motor aphasia and 9 stories by 

individuals with dynamic aphasia.  Aphasia types with 

fluent speech output include sensory and acoustic-mnestic 

aphasia. Russian CliPS corpus contains 10 stories by 

people with sensory aphasia and 10 stories by people with 

acoustic-mnestic aphasia. 
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Individuals with RHD all were at least 6 months 

post-stroke and were right-handed. 

Speakers from the neurologically healthy group did not 

report any history of neurological disease or head traumas. 

All the participants were native speakers of Russian 

language. The information about all speakers is 

summarized in Table 1. 

2.2 Material and procedure 

The elicitation stimulus, the Pear film, was made at the 

University of California in Berkeley in 1975 specifically 

for elicitation and collection of narratives by people from 

various cultures and languages (Chafe, 1980). It is a color 

film, and though it is not silent, characters do not produce 

any language. The film has a unique plot that was written to 

not resemble any other film, or book, or tale. Some 

characters of the film are important for the plot, and some 

just appear for a short moment and do not participate in the 

story. The film motivates the retellers to provide some 

moral judgement or interpretation of the story. 

For the Russian CliPS corpus all speakers were asked to 

watch the film and then retell it in detail to the person who 

had not seen it before (the listener could be present at the 

time of the retelling, or the experimenter told the speaker 

that a person would listen to the recording afterwards). 

Both the experimenter and the listener did not ask any 

specific questions about the story, but could encourage the 

speaker with the general questions such as “And what 

happened next?” or “Would you like to add anything else?” 

The retelling of the story was audio recorded, also 20 

brain-damaged speakers and all healthy speakers gave 

permission to be recorded on video.  

3. Corpus Annotation

The annotation of the corpus was performed in ELAN 

(Wittenburg et al., 2006). The annotation scheme 1.0 

includes the following tiers: quasiphonetic, lexical, lemma, 

POS, grammatical properties, errors, laughter, 

segmentation into clauses and utterances.  

The quasiphonetic tier (Transcript) is aligned with the 

media files, and contains orthographic transcript of the 

speech recorded.  Most words in this tier appear in their 

regular spelling, however in the cases of a phonetic error or 

a specific pronunciation, the transcript reflects these 

declinations from regular language. For example, in 

Russian the word сейчас ‘seychas’ – now  in oral speech 

can appear in its full form or as a reduced variant щас 

‘tschas’. In writing, however, only the full variant is 

acceptable in standard language. In this case the 

quasiphonetic transcript should follow pronunciation 

rather than standard language rules. Phonemic paraphasias 

(errors) that happen in speech of PWA are also reflected in 

this tier, for example велосипел ‘velosipel’ (the correct 

word is велосипед ‘velosiped’ – bike). At the quasiphonetic 

level all the pauses that are longer than 70ms are annotated, 

both absolute and filled pauses. If some segment of speech 

is not comprehensible, the note “incomprehensible” is 

used. 

The quasiphonetic transcript makes it possible to capture 

some features of oral speech as well as phonemic 

paraphasias, but it would cause problems for analysis of 

lexical diversity and lexical density. The lexical transcript 

tier (Transcript_lex) contains the same information as the 

quasiphonetic tier, although all the spellings are brought to 

standard. Lexical transcript is used for calculating lexical 

richness, because different pronunciations of one lexeme 

are not counted as different words. 

Lemma tier (Lemma) contains initial forms of the words, 

and in the English lemma tier (Lemma_eng) all the words 

are translated into English, which, in combination with 

information from grammatical tiers, makes the data from 

Russian CliPS available for non-Russian speaking 

researchers. 

The part of speech tagging scheme and the annotation of 

grammatical categories is based on the manual of Russian 

National Corpus 

(http://www.ruscorpora.ru/en/corpora-morph.html).  

Laughter is annotated on a separate tier (Laughter) and is 

aligned with the sound wave. This annotation enables the 

analysis of laughter as a marker of failure to produce a 

correct word or interpretation of an event in the stimulus 

film, as well as dissatisfaction with the whole narrative 

(Khudyakova and Bergelson, 2015). 

Grammatical, semantic and phonetic errors are annotated 

in the special tier (Error). Phonetic errors include 

replacement of one sound with another, for example сапка 

‘sapka’ (the correct word is шапка ‘shapka’ – hat), 

omission of a phoneme or inclusion of an extra one, for 

example поропал ‘poropal’ (the correct word is пропал 

‘propal’ – got lost), and use of a word that is phonetically 

similar with the intended one, but is distant semantically, 

for example грустные ‘grustnye’ – sad, instead of груши 

Group Number 

of 

speakers 

Gender Mean 

age 

Age 

range 

SD 

Acoustic- 

mnestic 

aphasia 

10 

5 

female, 

5 male 

51.3 40-68 9.4 

Dynamic 

aphasia 
9 

5 

female, 

4 male 

51.8 41-68 8.1 

Efferent 

motor 

aphasia 

10 

3 

female, 

7 male 

48.6 30-57 8.0 

Sensory 

aphasia 
10 

4 

female, 

6 male 

59.3 33-81 8.1 

RHD 5 

2 

female, 

3 male 

50 41-56 12.3

Brain 

damage 

(total) 

44 

19 

female, 

25 male 

52.8 30-81 10.4

Healthy 22 

11 

female, 

11 male 

58 25-84 13.9

Table 1. Demographic information on Russian CliPS 1.0 

speakers 
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‘grushi’ – pears.  Semantic errors include use of a member 

of the same semantic category as the target word, for 

example apples instead of pears, or sheep instead of goat. 

In several cases the distinction between the two types of 

errors is impossible, for example use of сановник 

‘sanovnik’ – dignitiary instead of садовник ‘sadovnik’ – 

gardener can be interpreted both as a phonetic error 

(replacement of /d/ with a /n/) or as a semantic one (use of a 

wrong word from ‘professions’ category), and in this case 

both types of error are annotated. Grammatical errors 

include errors in agreement and number. 

Segmentation into clauses is based on grammatical rather 

than prosodic (Kibrik and Podlesskaya, 2009) principle. 

Utterances include a main clause with all its subordinate 

clauses (Glosser and Deser, 1990). A ratio of clauses and 

utterances can be interpreted as a measure of grammatical 

complexity (Marini, 2012). 

4. Corpus data

The current version of Russian СliPS contains 66 

narratives. The total length of the recorded material is 4 

hours 33 minutes. The mean length of each recording is 4 

minutes 7 seconds (min – 38seconds, max – 18 minutes 27 

seconds, SD = 175 seconds). 

The quantitative information on the current version of the 

Russian CliPS corpus is shown in Table 2. 

At the present moment the Russian CliPS corpus is not 

publicly available.  

5. Coreference Annotation

We started with coreference annotation. As an annotation 

tool, we have chosen the platform that was designed for the 

annotation of RuCoref – Russian Coreference corpus 

(Toldova et al., 2014; http://ant0.maimbava.net/). This 

platform was developed for the purpose of anaphora 

resolution systems evaluation campaign. It is based 

on  MySQL database engine and has a convenient 

Web-interface that allows parallel annotation by several 

annotators and on-line tracking of discrepancies between 

annotators. It supports embedding of annotations, marking 

zero anaphora, annotation features enhancing by users and 

establishing links between markables. At start, this 

platform had built-in annotation scheme worked-out for 

coreference annotation of written texts (primarily, news). 

The scheme has a set of features concerning NP structure 

type, referential status type and coreferent NPs relation 

type.  

We have completed pilot annotation of 10 narratives by 

healthy speakers and 5 narratives by PWA (efferent motor). 

This pilot stage revealed steps needed for adaptation of the 

coreference annotation scheme designed for written texts 

for a genre of oral narrations.  

Firstly, while in written texts discontinuous noun phrases 

are a special type of coreference relations (e.g. a referent is 

a group of two other referents before mentioned in a text), 

in oral texts disrupted NPs are a very frequent 

phenomenon. The disruption is due to pauses, discourse 

markers and filler words. The NP disruptions are even 

more frequent in narratives by people with non-fluent types 

of aphasia. Thus, we have to create additional functionality 

for our platform, namely, the annotation of two disrupted 

text pieces as one markable.  

Another problem is that the standard relation between two 

NPs denoting the same entity in written texts is a 

Group 
Narrative length (ms) 

Pauses 

(%) 

Narrative 

length 

(words) 

Narrative 

length 

(clauses) 

Narrative 

length 

(utterances) 

Acoustic- 

mnestic 

aphasia 

Mean 231 196 43 281,1 52,6 45 

Range 85 229 - 473 025 25-55 76-480 18-84 16-69

SD 106 700 10 122,2 19,7 16,6

Dynamic 

aphasia 

Mean 406 023 60 220,4 39,8 38,8 

Range 138 096 – 810 867 29-71 135-371 27-59 26-59

SD 196 132 13 91,1 9,4 9,9

Sensory 

aphasia 

Mean 275 765 40 346,4 66,3 58,9 

Range 148 023 – 549 223 24-56 170-631 28-110 25-94

SD 117 912 9 174,7 29,6 25,6

Efferent motor 

aphasia 

Mean 377 137 45 228,8 49,9 43,8 

Range 167 879 – 1 107 112 26-72 58-436 14-91 14-64

SD 275 043 14 119,7 24,4 17,8

RHD 

Mean 195 922 49 279 63 55,7 

Range 122 845 – 427 025 39-65 185-477 32-120 29-105

SD 147 132 11 133,5 39,2 33,8

Healthy 

speakers 

Mean 152 437 33 269,5 53,7 42,2 

Range 47 389 – 296 805 17-51 88-405 16-80 9-71

SD 62 524 9 113,7 21,7 18,4

Table 2. Quantitative data on Russian CliPS 1.0 
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coreferential relation (the relation of referent identity), 

though other relations such as apposition (c.f. a 10-year 

boy, the one with a basket, …) or predicative relation (c.f. 

this boy is a boy who …) are taken into consideration in the 

built-in scheme. It oral texts, some NPs denoting the same 

referent as a previous NP are just mere NP repetitions (c.f. 

a boy, this boy, went…), or self-correcting (a gardener, a 

farmer, went…). Thus, in order to distinguish the latter 

from apposition we need additional labels for NPs 

relational types (e.g. repetition, renaming). We also need 

additional rules in the annotation instruction for the 

differentiation of appositions vs. different types of 

repetitions.  

The third issue worth mentioning concerns the naming 

problem in speech-impaired people. These are the cases of 

semantic paraphasias (c.f. apples instead of pears). 

Sometimes the speakers make self-correction during the 

narration. These cases are also should be captured by our 

scheme. The annotation scheme should also allow marking 

potential coreference relations between an NP and more 

than one potential referent. 

Our pilot study has highlight some peculiarities of 

coreference chaining in oral discourse and in speech of 

different kinds of brain-damaged individuals and some 

special issues in annotation process for this type of 

discourse. Thus, this discourse level needs further 

investigation and the coreference annotation scheme needs 

further enhancing and adaptation.  

6. Future Work

The Russian CliPS corpus at its present stage is annotated 

on micro-linguistic level. Much discourse annotation is still 

needed in order to evaluate the discourse abilities of 

brain-damaged speakers.  

The next version of Russian CliPS will also have 

annotation of informativeness, global and local coherence, 

and macrostructure of discourse. 
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Abstract
Auditory hallucinations are common in people who experience psychosis and psychotic-like phenomena. This exploratory study aimed
to establish the feasibility of harvesting and mining datasets from unsolicited Twitter posts to identify potential auditory hallucinations.
To this end, several search queries were defined to collect posts from Twitter. A training sample was annotated by research psychologists
for relatedness to auditory hallucinatory experiences and a text classifier was trained on that dataset to identify tweets related to auditory
hallucinations. A number of features were used including sentiment polarity and mentions of specific semantic classes, such as fear
expressions, communication tools and abusive language. We then used the classification model to generate a dataset with potential
mentions of auditory hallucinatory experiences. A preliminary analysis of a dataset (N = 4957) revealed that posts linked to auditory
hallucinations were associated with negative sentiments. In addition, such tweets had a higher proportionate distribution between the
hours of 11pm and 5am in comparison to other tweets.
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1. Background

Social networking is pervasive, with an estimated 305 mil-
lion monthly active users on Twitter only (Statista, 2015).
This vast amount of user generated data presents a unique
opportunity for researchers to access information regarding
mental health that did not previously exist. Although Twit-
ter posts are public and, therefore, may be influenced by
audience awareness, this approach may reduce the observer
or ‘Hawthorne effect’ (McCarney et al., 2007), negate
methodological reactivity, and may have the advantage of
accessing hard to reach groups who would not typically
self-select for research. Moreover, data generated in nat-
uralistic environments may decrease the effect of biases as-
sociated with recall (Stone and Shiffman, 2002) and unso-
licited patient-generated data may confer the advantage of
identifying novel (data-driven) associations of variables.

Psychotic disorders are characterised by delusions, hallu-
cinations, disorganised thinking, disorganised or abnormal
motor behaviour and negative symptoms (American Psy-
chiatric Association, 2013). The symptoms of psychosis
present a unique challenge for text mining processes as the
population frequently lack insight into their disorder (Lin-
coln et al., 2007) and by definition lack insight into one of
the hallmark symptoms (delusions; a firmly held yet erro-
neous belief). Recent reviews and meta-analyses (Clarke et
al., 2012; Van Os et al., 2009) suggest that there may be nu-
merous risk factors for psychosis and psychotic-like expe-
rience. Psychotic-like experiences are similar to psychotic
symptoms, however, they are often; attenuated and/or tran-
sient; and do not result in a clinical need (Van Os et al.,
2009). Nonetheless, they can provide valuable informa-
tion about factors influencing psychotic disorder (Van Os
et al., 2009). In the absence of one putative cause of psy-
chosis, for example the ‘schizogene’ (Meehl, 1990), it is
necessary to identify factors that influence the incidence of

psychotic-like experience, psychotic episodes, or psychotic
disorder, which will have implication for practice, policy
and resource allocation.
Individuals who experience mental health problems, in-
cluding psychosis, have reportedly high rates of social me-
dia usage (Gowen et al., 2012; Birnbaum et al., 2015).
However, previous reports of social media usage in this
population are limited to small scale studies (N = 207
and N = 80 respectively), which lack the rigor of larger
population-based studies, in addition, these studies re-
cruited young people (range 12-24 years old) experienc-
ing mental health problems. Within the field of psychol-
ogy, Twitter has been used to collect information via spe-
cific hashtags (Joseph et al., 2015; Reavley and Pilking-
ton, 2014; Shepherd et al., 2015). Previous research has
also utilised text mining approaches on Twitter to collect
unsolicited Twitter posts regarding mental health. For ex-
ample, researchers have automatically mined Twitter posts
containing self-reported diagnoses of mental health prob-
lems and were able to distinguish differences in language
use between disorders (Coppersmith et al., 2014; Copper-
smith et al., 2015).
This exploratory study seeks to establish whether it is fea-
sible to generate datasets from unsolicited Twitter posts re-
garding psychotic(-like) phenomena1. We are specifically
interested in auditory hallucinations, i.e. the interpretation
of stimuli without the appropriate sensory input. This study
also seeks to identify the semantic classes and sentiment in
the associated tweets and explore associations between the
aforementioned variables and the tweet ‘meta-data’ (e.g.
tweet time).

1In the current investigation it is impossible to ascertain if the
phenomena being reported is a symptom of psychosis (i.e. a psy-
chotic experience), or not (i.e. a psychotic-like experience). Due
to this ambiguity the term psychotic(-like) is used.
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2. Methods
This project utilised an iterative workflow, which is de-
scribed below (see Figure 1).

Define search queries

Collect posts from Twitter

Explore data

Annotate posts

Classify relatedness of posts 
to hallucination experience

Analyse data

Refine search 
queries

Figure 1: Study workflow

2.1. Data Collection
To collect the posts about potential hallucinatory experi-
ences we have used the Twitter Search API. Using the
query operators provided, we have defined seven different
search queries (Table 1) based on keywords from the litera-
ture (Nayani and David, 1996) and informed by researchers
with experience of delivering clinical assessments. The
data crawling process was triggered multiple times per day
to get as complete result set as possible, between November
2014 and March 2015.

Search query
hallucinating hearing
(“hear things” OR “hearing things”)
“in my head”
hearing scary things
“in my head”
(hear OR hearing)
(“other people” OR “other ppls” OR “other ppl”)
thoughts
(voice OR voices)
(commenting OR criticising)
(scary OR frightening OR “everything I do”)
(hear OR hearing)
(voice OR voices)
(god OR angel OR allah OR soul OR
spirit OR “holy spirit” OR djinn OR jinn)
(hear OR hearing)
(voice OR voices)
(scary OR devil OR demon OR daemon OR
evil OR “evil spirit”)

Table 1: Search queries

Local time identification: Twitter stores information re-
garding the time of posting in a UTC format, rather than the
local time in which the post was generated. Whilst main-

taining the anonymity of the user, we implemented an algo-
rithm to calculate the local time of each tweet, based on the
Twitter data attributes. Our proposed method estimates the
local user’s timezone in a hierarchical order, first accessing
the geolocation attributes of the specific tweet. If this infor-
mation is not available, we utilise UTC offset as defined in
the user’s profile.

2.2. Duplicate Detection
In Twitter, more than 85% of posts are news-related (Kwak
et al., 2010). Therefore, even though data collection
was conducted using specific queries, the results still con-
tained repetitive posts that describe widely held beliefs (e.g.
“Cannabis causes psychosis and people to hear voices”),
news or advertisements (i.e. spam). A duplicate detection
phase is introduced to identify the posts that convey the
same or highly lexically similar content from the dataset
as specified below.
In a recent study, five different levels of near-duplicates was
defined (Tao et al., 2013), from which we derived only the
first two with slight modifications and also introduced one
additional similarity layer.

Exact copy: Two tweets are case-insensitively (i.e. ig-
noring the letter case) identical.

Nearly exact copy: A pair of tweets are case-
insensitively identical except for Twitter-related entities
(i.e. #hashtags, URLs and @mentions).

Lexically similar copy: In consideration of all proper-
ties from two previous levels, the similarity ratio between
two candidates is measured and compared against a de-
fined threshold. This level of duplicates can be helpful in
cases when the defined search queries match popular song
lyrics or quotes (e.g. “Sometimes thoughts, fears, or other
people get too loud and we can’t hear ourselves”). We
have observed that frequently people quote them indirectly
with syntactic variations, spelling variations and typos. To
measure the difference between two texts, we used Leven-
shtein distance and then the similarity ratio is calculated as
1− levenshtein distance

total number of characters .
Based on observation of various experiments, the threshold
value of 0.85 was identified as the most appropriate and
everything above this value was marked as duplicates and
excluded from the dataset.

2.3. Initial Data Exploration
It was important to find features that would refine the search
queries and thereby improve the results. To investigate
the different attributes and derive a suitable collection of
tweets, we manually reviewed and profiled the data through
distributional statistics such as word frequency, term fre-
quency inverse document frequency (TF-IDF) and n-grams.
A set of standard stop words was excluded from this initial
exploration, but was included in all subsequent analyses.

2.4. Data Annotation
Supervised machine learning systems typically require a
large amount of labelled data which can be used to train a
model. The process of data annotation may include assign-
ing specific class tags to a whole tweet (e.g. associated sen-
timent such as positive, negative or neutral), label a whole
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word or phrase, and even specify relations. Providing such
annotations, especially in a mental health context, requires
knowledge of the domain and is resource (time) intensive.
Our investigations revealed no annotated datasets available
at the time of our research, so we have conducted our own
annotation procedure.

2.4.1. Generating a Dataset for Annotators
Finding relevant examples that mention auditory hallucina-
tory experiences is a time-consuming task for annotators
due to the high proportion of unrelated examples. There-
fore, we decided to filter the dataset using various queries
(i.e. search terms associated with possible hallucination ex-
periences) that aimed to further narrow the results. Then,
we provided to the annotators a random combination of the
filtered and unfiltered tweets. It is necessary to include a
combination of filtered and unfiltered tweets to ensure in-
formative data is not missed due to a selection bias.

2.4.2. Annotation Environment
In order to optimise the annotation process, research psy-
chologists need a user-friendly and efficient tool to la-
bel tweets efficiently. Although there are several web-
based text annotation tools available such as BRAT (brat
rapid annotation tool) (Stenetorp et al., 2012) and GATE
Teamware (Bontcheva et al., 2013), we have designed and
developed our own bespoke annotation application, that
was aimed to minimise the time spent on the annotation
of each example (see Figure 2).
In order to specify whether the post is related to hallucina-
tory experience or not, the annotators assign an appropriate
class to the whole tweet. Also the annotators were asked to
explain their decision by highlighting corresponding words
and phrases that inform their classification. This informa-
tion was also used to identify potentially useful character-
istics of different classification categories.

Figure 2: Human annotation of hallucinatory experiences
to illustrate the annotation tool in use.

The application was utilised by two research psychologists
(RMM, NB) who work within the field of psychosis. An-
notations were conducted independently to reduce bias and
feedback was provided which resulted in an additional clas-
sification category (“unsure”) that was used to skip the in-
stance when information was insufficient. The annotators

worked according to pre-defined guidelines, which speci-
fied that: Twitter posts must be in regards to a personal ex-
perience; Twitter posts must have an explicit mention of an
auditory hallucinatory experience which is not accounted
for by other factors in the text (e.g. “hearing voices, the
radio is too loud”); Twitter posts are coded conservatively
(i.e. ambiguous posts are assigned the unsure/unrelated cat-
egory).
To ensure consistency between the annotators, we mea-
sured the inter-annotator agreement, through the Cohen’s
kappa. The observed agreement was 0.849 on 41 examples
(10% of the final annotated set).
We observed the unequal distribution of classes. Final an-
notated dataset contained 401 examples: 94 related and 307
unrelated examples (skew ratio is 3.27).

2.4.3. Defining Semantic Classes
During the analysis of annotated data, we have identified
several groups of words with shared semantic properties,
such as various communication tools and family members.
Sixteen different semantic classes were then defined (Ta-
ble 2) and terms associated with the semantic classes were
extracted as a feature from the data. We note that seman-
tic classes did not form the basis of any rule based decision
(i.e. explicit mentions of semantic classes were not taken
as unequivocally indicative of auditory hallucinations).

Semantic class Common examples Total
Abusive Language f*cking, sh*t, hell 503

Relative
baby, mom, son, ex,
father, friend, grandma 130

Religious Term
Jesus, prayer, psalm,
Bible, pastor, church 21

Audio Recording
recording, voicemail,
voice message 20

Audio & Visual Media,
Application

song, music,
YouTube, Siri 19

Audio Device
radio, TV, speaker,
headphones 12

Fear Expression
scary, scared, creepy,
afraid, nervous 12

Drug
cannabis, weed, LSD,
pain killers, ecstasy 11

Stigmatising Language crazy, insane 11

Emotion Support
helpline, lifeline,
IFOTES, Samaritans 9

Negative Supernatural devil, demon 7

Own Voice
my voice,
our own voice 6

Cause fever, sleep paralysis 5
Communication Tool phone, smartphone 5

Possible Hallucination
in my head,
seeing things 4

Supernatural spirit 3

Table 2: Semantic classes, their common examples and to-
tal number of members
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2.5. Text Pre-processing and Normalisation
We used a set of pre-processing steps for social media
which aimed to reduce amount of possible noise in a
text and improve accuracy of natural language processing
(NLP) algorithms such as named entity recognition.
As an initial step, all Twitter-related entities (i.e. #hashtags,
URLs, @mentions), unicode emoticons and numerals were
removed.

2.5.1. Identification of Nonstandard Language
In order to identify nonstandard words (such as spelling
variations and slang), we have utilised several NLP tech-
niques. After splitting the text into tokens, we determine a
part-of-speech (POS) tag for each word which will be used
in further phases. We found TweetNLP tagger (Owoputi et
al., 2013) the most suitable for our cases, since it was ini-
tially trained on Twitter data, has a built-in tokeniser and
handles additional POS tags, emoticons and proper noun
recognition (Owoputi et al., 2012). Spell checking based
on MySpell is applied to find words that are not in the dic-
tionary.
We have distinguished different types of out-of-vocabulary
(OOV) words and proposed corresponding processing ap-
proaches to each of them. The occurrences and specific
characteristics of each type is recorded and used later in the
feature extraction stage.

Abbreviations, slang and interjections: To transform
slang and abbreviations (e.g, “idk” 7→ “I don’t know”), we
have collected our own vocabulary based on data from two
public dictionaries2,3. We have used and extended Dictio-
nary of interjections4 to expand interjections like “oops” 7→
“I didn’t mean to do that” and “wow” 7→ “amazing”.

Named entities: We have observed that Twitter posts of-
ten do not use case-sensitive words, and that even named
entities are not capitalised properly. Therefore, the men-
tions of potential proper nouns were transformed to the ti-
tle case to improve named entity recognition. Any out-of-
vocabulary word that was tagged as a proper noun, proper
noun + possessive or determiner (Gimpel et al., 2013) was
classified as a potential proper noun and transformed ap-
propriately in addition to known named entities.

Semantic classes: Nonstandard words are also matched
against the dictionary of semantic classes defined after the
annotation phase. For example, Relative semantic class
also contained different slang words used to describe family
members and friends (e.g. “ex”, “grandma”).

Misspelled words: To automatically correct any remain-
ing misspellings, we utilised a spell correction algorithm
that suggests replacement candidates by calculating min-
imum edit distance between out-of-vocabulary and words
from the English dictionary provided as part of MySpell.

Unknown slang: Words that failed to fit into at least one
of the categories above were marked as “unknown slang”
and removed from the text to reduce the ambiguity.

2http://www.gaarde.org/acronyms/
3http://www.noslang.com/dictionary/
4http://www.vidarholen.net/contents/

interjections/

2.6. Feature Extraction
During this stage we apply various techniques to extract
specific features from the Twitter posts, that can be used in
further analysis and classification.
We have engineered nine groups of features, including fre-
quencies of mentions of individual semantic classes (for
each class from Table 2), POS tags (as the number of men-
tions of each POS), popularity of the post (number of likes
and retweets, as returned by Twitter), number of Twitter
entities (i.e. URLs, hashtags, mentions and financial sym-
bols), mentions of specific named entities (persons, loca-
tions and organisations) and lexical distribution (i.e. num-
ber of sentences, words, upper-case and lower-case char-
acters). Additionally, we also used the following feature
groups:

Use of nonstandard language: All transformations per-
formed during the text normalisation (described in the pre-
vious section) tend to be an informative characteristic of
the narrative itself. Therefore, information like mentions of
different semantic classes, number of spelling mistakes and
overuse of unknown slang is extracted for further analysis.

Sentiment polarity: In subjective posts, where people
describe personal opinions or feelings, it is useful to know
which emotion (positive, negative or neutral) was ex-
pressed. Therefore, we have applied an unsupervised sen-
timent classifier which was originally utilised for improv-
ing one-class collaborative filtering of user comments over
TED talks (Pappas and Popescu-Belis, 2013).

Key phrases: There is an inherent value in determining
the nature and content of auditory hallucinations (Haddock
et al., 1999). Thus, in addition to analysing information
contained within the whole of the Twitter post, further anal-
yses were performed on the portion of the post referring
to a (potential) auditory hallucination. To identify such
phrases in the text, we implemented an algorithm which
analyses the parse (syntactic) tree of a given sentence gen-
erated by Stanford Parser (Chen and Manning, 2014), and
seeks the specified target node (verb “hear” in any tense).
We then extracted all relevant words descendant from the
target node to construct a key phrase. We then added the
following features related to a given key phrase: its senti-
ment polarity, mentions of semantic classes within the key
phrase, and POS tags from it.

2.7. Classification
In order to produce a classifier that automatically predicts
whether a given tweet is related to auditory hallucinatory
experiences or not, we have defined a set of 100 semantic
features as specified above. We have experimented with
different types of classification algorithms, such as Naive
Bayes, Supporting Vector Machines and AdaBoost. As
a baseline for comparisons, we have used simple lexical
features, which were generated using TF-IDF of stemmed
words (without removing stop words). This feature set con-
tains 1370 features.
Having an imbalanced dataset, a high accuracy score (or
low error rate) does not necessarily mean a good classifica-
tion performance.
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Therefore, Fβ-measure was selected as a metric which re-
flects performance by combining both precision and recall.
Moreover, β parameter is used to define the importance of
these underlying metrics, so that β < 1 puts more weight
on the precision and β > 1 emphasises the recall (Rijsber-
gen, 1979).
In our classification scenarios, as in many other healthcare
applications, it seems reasonable to keep the number of
false negatives low. Therefore it was decided to put more
weight on a recall and use F2-measure as an evaluation
metric of classification models.

2.8. Data Visualisation
A visualisation application was constructed (Figure 3) in
order to present aggregated statistics, such as part of the day
distribution, sentiment polarity distribution, different types
of named entities and distribution of semantic classes.

Figure 3: Fragment of data visualisation application which
presents the distribution of semantic classes and their fre-
quent members with a word cloud.

2.9. Ethical Considerations
A vital component of the development of the methodol-
ogy for this project was identifying and addressing the
various ethical issues associated with social media re-
search. To this end, the project was developed in accor-
dance with the guidelines stipulated by the Association of
Internet Researchers (AOIR, 2012), the British Psychology
Society (BPS, 2013) and INVOLVE (INVOLVE, 2014).
Specifically, these guidelines were consulted to maintain
the anonymity and confidentiality of Twitter users’ and
their data through the implementation of strategies, such
as dataset anonymisation, password protected data storage,
paraphrasing of tweets in publications and avoidance of in-
dividual profiling. The project was ethically approved by
the School of Computer Science Research Ethics Commit-
tee, University of Manchester in October 2014.
It has been argued that data on Twitter is publicly available
and, therefore, acceptable to be utilised for research pur-
poses (Shepherd et al., 2015). However, other researchers
have noted that even though social media postings are pub-
lic, it does not mean that it is always ethically accept-
able to use the data for any research purpose (Conway and
O’Connor, 2016). Therefore, several methodological con-
siderations were implemented to ensure that personal data
mined from Twitter was treated both ethically and respect-
fully.
First, data was only mined from profiles set to public (not
private). To maintain data confidentiality, Twitter han-

dles (usernames) and user mentions were automatically re-
moved from the data before any processing or analysis, in-
cluding annotation. The data was stored on an encrypted
drive. In addition, each member of the research team
was assigned authentication credentials to access the tweets
mined from Twitter for analysis purposes. Unique user IDs
and passwords for each researcher ensured the confidential-
ity and privacy of the dataset and prevented unauthorised
individuals gaining access.
To preserve anonymity, direct quotations of tweets were not
included in any manuscript or presentation. Instead, tweets
were paraphrased to ensure that individual users could not
be identified if the quote was entered into the Twitter search
bar or a search engine (i.e. Google and Microsoft Bing).
Paraphrasing any tweets for publication ensured that the
anonymity of the Twitter users was protected and they were
not identifiable from any of the quotations included (Rivers
and Lewis, 2014).

3. Results
To evaluate the performance of the classifiers over the two
different sets of features (lexical and semantic), we have
performed ten experiments of stratified 10-fold cross vali-
dation and measured F2-score and area under the receiver
operating characteristic (ROC) curve (AUC) as shown in
Table 3.

Classifier Semantic features Lexical features
F2-score AUC F2-score AUC

NB 0.831 0.889 0.486 0.711
AdaBoost 0.772 0.858 0.711 0.822
SVM 0.743 0.836 0.751 0.848

Table 3: Classification results for the Naive Bayes (NB),
AdaBoost and Support Vector Machines (SVM) classifiers
on two different sets of features.

Although the SVM classifier performed better on lexi-
cal features, the difference was statistically insignificant
(p-value = 0.375). In all other cases, better performance
was demonstrated using the proposed semantic features.
The Naive Bayes classifier with our suggested feature set
achieved the highest classification score.

3.1. Contribution of Features
To investigate contribution of each group of features on the
NB classification scores we have performed several leave-
one-out classifications.
It can be observed that the majority of feature groups tend to
improve classification performance and both F2-score and
AUC scores decreased after the exclusions. Based on this
results, we can conclude that mentions of semantic classes,
sentiment polarity and features extracted from key phrases
significantly contribute to the classification score.
When the lexical distributional features and named entities
were excluded, the scores slightly increased, which means
that these groups of features decreased the efficacy of the
classifier, although the difference was very small and not
statistically significant.
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Feature group F2-score AUC
Mentions of semantic classes * 0.769 0.848
Key phrases * 0.788 0.866
Part-of-speech tags 0.817 0.882
Sentiment * 0.818 0.881
Popularity of the post 0.828 0.887
Use of nonstandard language 0.831 0.889
Number of Twitter entities 0.832 0.889
Named entities 0.832 0.890
Lexical distribution 0.833 0.889
All 0.831 0.889

Table 4: Leave-one-out classification scores showing how
NB classifier performance was affected as one group of fea-
tures was excluded from the set. Statistically significant
differences are marked with asterisk.

3.2. Error Analysis
We have conducted an error analysis of all 29 misclassified
examples identified during the ten experiments of stratified
10-fold cross validation. Ten misclassified examples (34%)
contained mention(-s) of semantic class(-es) that were usu-
ally observed in the hallucination-related classification cat-
egory (such as fear expressions or abusive language).
Five classification errors (17%) were subjective posts con-
taining a mention of someone else who hears something
(e.g. “I am listening to an audio about how a person with
schizophrenia hears voices, it is really scary.”).
Three examples (10%) that have been incorrectly classified
as a hallucination-related contained negations (e.g. “I do
not hear voices, I am not paranoid”, “I’m hallucinating
I’m hearing hawks! Oh hang on, it is just the television”).
Around 10% of tweets were too brief, so the information
extracted from that post was not enough to automatically
identify informative features.
Also, we have observed that extending our semantic
classes, especially defining new phrases that indicates pos-
sible hallucinations (e.g. “telling me to hurt myself”) could
improve classification performance.

3.3. Preliminary Data Analysis
The best-performing classifier was applied to automatically
predict classes for a larger set of unannotated data (4556 ex-
amples). About 10% of these tweets (452 examples) were
predicted to be related to an auditory hallucinatory expe-
rience. In order to perform preliminary data analysis, we
combined them with 401 already manually annotated ex-
amples which includes 94 related and 307 unrelated posts.
Our final dataset for analysis contained 4957 examples (546
related and 4411 unrelated posts).

3.3.1. Sentiment Polarity and Hallucinatory
Experience

Sentiment polarity (either positive or negative) was identi-
fied in 2830 tweets: 1883 (67%) were predicted to have a
positive sentiment (Table 5). There was a significant asso-
ciation between the prediction of the tweet as reporting a
hallucination and the sentiment classified within that tweet
(χ2(1) = 3337.09, p < .001). The odds ratio of the tweet

having a negative sentiment were 11.22 times higher if the
tweet was categorised as related to hallucination than if not.
This indicates that tweets predicted to be related to halluci-
nations had more negative sentiment than those deemed not
related to hallucinations.

Unrelated to
hallucination
count (% of column)

Related to
hallucination
count (% of column)

Negative
sentiment 708 (27.92) 239 (81.29)

Positive
sentiment 1828 (72.08) 55 (18.71)

Total 2536 294

Table 5: Cross tabulation of polarity of sentiment by pre-
dicted relatedness of tweet to hallucination.

3.3.2. Time of Tweet and Hallucinatory Experience
We sought to explore the relationship between the (local)
time the tweet was generated and whether the tweet was
predicted to be related to report of a hallucination. Figure 4
plots the Gaussian kernel density estimate across time. It
indicates that between the hours of 11pm and 5am there is
a greater proportional density of tweets predicted to relate
to a hallucination. This data could plausibly indicate that
there is an important relationship between the time of day
and psychotic(-like) experience.

0 6 12 18 23
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6

8
·10−2

Local time (24-hour format)

related to hallucinations
unrelated to hallucinations

Figure 4: Gaussian kernel density estimate across time

3.3.3. Semantic Classes as Predictors of
Hallucinatory Experience

To establish if the most pertinent semantic classes of in-
terest were predictive of whether or not a tweet was as-
signed to be related a logistic regression was performed.
The model included the semantic classes listed in Table 6,
in addition to Drugs and Emotional Support. Due to the
Drugs and Emotional Support classes predicting the out-
come of the model “perfectly”, they were omitted from the
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model. The results of the logistic regression (see Table 6)
indicate that Abusive language, Expression of Fear, Stig-
matising Language, and Negative Supernatural phenomena
were all significant positive predictors of the relatedness of
the tweet. On the other hand, the mention of relatives was
a significant negative predictor and positive/neutral super-
natural phenomena was insignificant.

Semantic class Odds ratio P
95%
Confidence
interval

Abusive
Language 2.33 < .001 1.87 2.90

Fear
Expression 8.99 < .001 7.03 11.50

Negative
Supernatural 2.61 < .001 2.03 3.35

Relative 0.40 < .001 0.24 0.65
Stigmatising
Language 7.85 < .001 4.52 13.65

Supernatural 0.52 .10 0.24 1.13

Table 6: Semantic class as predictor of relatedness to hal-
lucinatory experiences.

4. Conclusions
This exploratory study aimed to establish the feasibility
of harvesting psychotic(-like) experiences from unsolicited
tweets. We have developed a text mining methodology to
collect, process and classify tweets as being related to au-
ditory hallucinations. The study also sought to explore the
relationship between self-reported psychotic(-like) experi-
ences and meta-data, in addition to identifying the seman-
tic classes and sentiment polarity in Twitter posts. We were
able to identify that negative sentiments were significantly
associated with tweets that indicated the occurrence of au-
ditory hallucinations, which supports the notion that audi-
tory hallucinations can sometimes be a particularly negative
and distressing experience. Moreover, tweets associated
with auditory hallucinations were found to have a higher
proportionate distribution between the hours of 11pm and
5am, which may be indicative of an effect of time of day
on the expression of the phenomena. The number of tweets
obtained during data collection and the associated analy-
sis of these tweets suggest the methodology employed was
feasible to generate datasets from Twitter regarding the oc-
currence of psychotic(-like) experiences.
When considering the implementation of this methodology,
it is important to discuss the associated strengths and limi-
tations. First, data collected on Twitter may not be directly
applicable to the entire population (i.e. individuals experi-
encing psychosis-related phenomena) due to the exclusion
of individuals who do not actively utilise Twitter. It is also
feasible that indications of an auditory hallucination may
not have been identified due to the limited amount of infor-
mation that can be included in a 140-character (maximum)
Twitter post. In addition, search terms only included words
from English, which will have excluded tweets from non-

English speaking users. Finally, the time zones in which
tweets were posted were unavailable for some of the data
collected. Therefore, it was only feasible to investigate the
association between time of tweet posting and symptom oc-
currence for 62% of the tweets collected.
A considerable strength of this research was the interdisci-
plinary approach taken during the development of the study,
data collection and analysis of the findings. The early inclu-
sion of researchers in the field of psychology within the re-
search team ensured that search terms were accurate for the
phenomena of interest and the research questions were clin-
ically relevant. The high level of agreement between the re-
searchers for the annotation of tweets was also a significant
strength of the study, indicating that classification of tweets
was accurate. Finally, the large proportion of related tweets
obtained that contained negative sentiments in comparison
to positive sentiments which is in line with current opinions
that the experience of psychosis-related symptoms is often
subjectively unpleasant for the individual involved (Hustig
and Hafner, 1990). This suggests that the methodology was
successful in identification of psychotic(-like) phenomena.
The initial findings from this exploratory study have sig-
nificant clinical and practical implications. The data indi-
cates that the methods reported were accurate in identifying
psychotic(-like) phenomena. Therefore, it may be possible
for researchers to create a large database of tweets contain-
ing reference to psychotic(-like) experiences for the identi-
fication and analysis of further associated factors. Further
work needs to investigate whether posts indicating nega-
tive sentiments of auditory hallucinations are comparable
across different locations. Future research should also iden-
tify potential factors in tweets reporting auditory hallucina-
tions that may predict whether or not a negative sentiment is
expressed. The finding that tweets that contained auditory
hallucinations had a higher proportionate distribution dur-
ing nighttime, suggests that time of day may influence the
expression of the phenomena. Therefore, future research is
planned to investigate expressions of sleep in Twitter users’
who report a diagnosis of a psychosis-related disorder.

5. Bibliographical References
American Psychiatric Association. (2013). Diagnostic

and statistical manual of mental disorders (DSM-5 R©).
American Psychiatric Pub.

AOIR. (2012). Ethical decision-making and in-
ternet research 2.0: recommendations from the
aoir ethics working committee. Retrieved from:
http://www.aoir.org/reports/ethics2.pdf.

Birnbaum, M. L., Rizvi, A. F., Correll, C. U., and Kane,
J. M. (2015). Role of social media and the internet in
pathways to care for adolescents and young adults with
psychotic disorders and non-psychotic mood disorders.
Early intervention in psychiatry.

Bontcheva, K., Cunningham, H., Roberts, I., Roberts,
A., Tablan, V., Aswani, N., and Gorrell, G. (2013).
Gate teamware: a web-based, collaborative text anno-
tation framework. Language Resources and Evaluation,
47(4):1007–1029.

BPS, B. P. S. (2013). Ethics guidelines for
internet-mediated research. Retrieved from:

33



http://www.bps.org.uk/system/files/Public%20files/inf206-
guidelines-for-internet-mediated-research.pdf.

Chen, D. and Manning, C. D. (2014). A fast and accurate
dependency parser using neural networks. In EMNLP,
pages 740–750.

Clarke, M. C., Kelleher, I., Clancy, M., and Cannon, M.
(2012). Predicting risk and the emergence of schizophre-
nia. Psychiatr. Clin. North Am, 35(3):585–612.

Conway, M. and O’Connor, D. (2016). Social media, big
data, and mental health: Current advances and ethical
implications. Current Opinion in Psychology.

Coppersmith, G., Dredze, M., and Harman, C. (2014).
Quantifying mental health signals in twitter. In Proceed-
ings of the Workshop on Computational Linguistics and
Clinical Psychology: From Linguistic Signal to Clinical
Reality, pages 51–60.

Coppersmith, G., Dredze, M., Harman, C., and Holling-
shead, K. (2015). From adhd to sad: Analyzing the lan-
guage of mental health on twitter through self-reported
diagnoses. NAACL HLT 2015, page 1.

Gimpel, K., Schneider, N., and O’Connor. (2013). Annota-
tion guidelines for Twitter part-of-speech tagging version
0.3. March.

Gowen, K., Deschaine, M., Gruttadara, D., and Markey, D.
(2012). Young adults with mental health conditions and
social networking websites: Seeking tools to build com-
munity. Psychiatric Rehabilitation Journal, 35(3):245.

Haddock, G., McCarron, J., Tarrier, N., and Faragher,
E. (1999). Scales to measure dimensions of hallucina-
tions and delusions: the psychotic symptom rating scales
(psyrats). Psychological medicine, 29(04):879–889.

Hustig, H. H. and Hafner, R. J. (1990). Persistent au-
ditory hallucinations and their relationship to delusions
and mood. The Journal of nervous and mental disease,
178(4):264–267.

INVOLVE. (2014). Guidance on the use of so-
cial media to actively involve people in re-
search. Retrieved from: http://www.invo.org.uk/wp-
content/uploads/2014/11/9982-Social-Media-Guide-
WEB.pdf.

Joseph, A. J., Tandon, N., Yang, L. H., Duckworth, K.,
Torous, J., Seidman, L. J., and Keshavan, M. S. (2015).
# schizophrenia: Use and misuse on twitter. Schizophre-
nia research, 165(2):111–115.

Kwak, H., Lee, C., Park, H., and Moon, S. (2010). What is
Twitter, a social network or a news media? In Proceed-
ings of the 19th international conference on World wide
web, pages 591–600. ACM.
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adou, S., and Tsujii, J. (2012). BRAT: a web-based tool
for NLP-assisted text annotation. In Proceedings of the
Demonstrations at the 13th Conference of the European
Chapter of the ACL, pages 102–107. ACL.

Stone, A. A. and Shiffman, S. (2002). Capturing momen-
tary, self-report data: A proposal for reporting guide-
lines. Annals of Behavioral Medicine, 24(3):236–243.

Tao, K., Abel, F., Hauff, C., Houben, G.-J., and Gadiraju,
U. (2013). Groundhog day: near-duplicate detection on
Twitter. In Proceedings of the 22nd international confer-
ence on WWW, pages 1273–1284. International WWW
Conferences Steering Committee.

Van Os, J., Linscott, R. J., Myin-Germeys, I., De-
lespaul, P., and Krabbendam, L. (2009). A system-
atic review and meta-analysis of the psychosis contin-
uum: evidence for a psychosis proneness–persistence–
impairment model of psychotic disorder. Psychological
medicine, 39(02):179–195.

34



Combining data mining and text mining for detection of early stage dementia:
the SAMS framework

Christopher Bull∗, Dommy Asfiandy†, Ann Gledson†, Joseph Mellor†, Samuel Couth‡,
Gemma Stringer‡, Paul Rayson∗, Alistair Sutcliffe∗, John Keane†,

Xiaojun Zeng†, Alistair Burns‡, Iracema Leroi‡, Clive Ballard§, Pete Sawyer∗
∗School of Computing and Communications, Lancaster University, UK

†School of Computer Science, University of Manchester, UK
‡Institute of Brain, Behaviour and Mental Health, University of Manchester, UK
§Wolfson Centre for Age-Related Diseases, King’s College London, UK

Abstract
In this paper, we describe the open-source SAMS framework whose novelty lies in bringing together both data collection (keystrokes,
mouse movements, application pathways) and text collection (email, documents, diaries) and analysis methodologies. The aim of SAMS
is to provide a non-invasive method for large scale collection, secure storage, retrieval and analysis of an individual’s computer usage for
the detection of cognitive decline, and to infer whether this decline is consistent with the early stages of dementia. The framework will
allow evaluation and study by medical professionals in which data and textual features can be linked to deficits in cognitive domains that
are characteristic of dementia. Having described requirements gathering and ethical concerns in previous papers, here we focus on the
implementation of the data and text collection components.
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1. Introduction
Dementia is a condition that currently affects around one
in six people at the age of 80. Increasing life expectancy
means that the number of people who develop dementia
will increase. Taking the UK as an example, the number
of people living with the condition is predicted to increase
from the current figure of 850,000 to over two million by
2051 (Knapp et al., 2007).
Although most forms of dementia such as Alzheimer’s Dis-
ease are currently irreversible and some are ultimately fa-
tal, obtaining an early diagnosis can help maintain quality
of life by treating debilitating side effects, such as depres-
sion. Moreover, when improved therapies do eventually be-
come available, it is likely that they will have to be admin-
istered before the damage to the brain becomes so severe
as to render the therapy ineffective. Currently, diagnosis
of dementia or of its harbinger, Mild Cognitive Impairment
(MCI), is usually performed using paper-based cognitive
tests such as the Montreal Cognitive Assessment (MoCA
(Nasreddine et al., 2005)). These are designed to be ad-
ministered in a clinical setting such as a memory clinic but
this can be stressful for the subject and yield poor ecologi-
cal validity. Worse, many subjects do not refer themselves
for a health check until the disease is well advanced. There
is therefore a strong interest in developing new techniques
for detecting cognitive decline that do not suffer from these
disadvantages.
Our work seeks to check for deficits in the same cognitive
domains (memory, executive function, motor control and so
on) that are tested by the paper tests, using everyday com-
puter tasks as proxies for tasks in the tests (Jimison et al.,
2006). The work is based on the simple idea that if some-
one is finding it increasingly hard to use their computer,
then it might be because of change in cognitive function.
Many older adults use a computer for (e.g.) home bank-

ing, shopping, and keeping in touch with family, so there is
an opportunity to exploit the penetration of technology into
seniors’ homes by developing a non-invasive software tool
that helps develop awareness of the users’ cognitive health.
In our work so far on the SAMS (“Software Architecture
for Mental health Self management”) project1, we have
focussed on practical problems of how to collect require-
ments for our monitoring software in order to achieve bet-
ter acceptance by its end users, as well as the important re-
lated ethical concerns for the project (Sutcliffe et al., 2014;
Sawyer et al., 2015; Stringer et al., 2015). In this paper, we
describe the next stage of the development process. We pro-
vide an overview of the SAMS framework for data and text
collection created in accordance with these requirements
and cross cutting concerns. We also describe a preliminary
analysis of initial data mining results.

2. Related Work
To date, little work appears to have been done in the data
mining community on analysing sequential patient/user ac-
tivities to detect the clinical indicators of disease. Seelye
et al. (2015) use multiple regression and correlation on
mouse movement data from 42 healthy and 20 participants
with mild cognitive impairments (MCI) in order to observe
that computer mouse movements are a potential indicator
of MCI. Much research on mining healthcare data to de-
tect links between health conditions uses association rule
mining. This is the technique used by Shin et al. (2010)
to mine diagnostic data for patients with essential hyper-
tension and results demonstrate an association between es-
sential hypertension, non-insulin dependent diabetes mel-
litus, and cerebral infarction. Ohsaki and Sato (2002) use
pattern-based time-series data mining for “real medical data
that are sequential, numerical and ill-defined”, resulting in

1http://ucrel.lancaster.ac.uk/sams/
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pattern combination rules for testing on chronic hepatitis
medical test results. Outside the healthcare domain, se-
quential pattern mining is used on sequential data repre-
senting user activities; for example Pachidi et al. (2014)
use this technique to analyse user clickstreams, the clicks
made by computer users in order to analyse their use of
software.
Turning to related work in the text mining or natural lan-
guage processing (NLP) area, there is a growing body of
research and interest in health-related research in recent
years. In addition to this year’s RaPID-2016 workshop
hosted at LREC, there have been three “Computational Lin-
guistics and Clinical Psychology” workshops held annually
at ACL or NAACL since 20142, six “International Work-
shops on Health Text Mining and Information Analysis”
held at various locations since 20083, and a NIPS 2015
Workshop on Machine Learning in Healthcare4.
A number of papers have focussed on the notion of “idea
density”, approximated as the number of verbs, adjectives,
adverbs, prepositions, and conjunctions divided by the total
number of words, and its decline in old age and Alzheimer’s
disease (Snowdon et al., 1996; Kemper et al., 2001; Brown
et al., 2008). This research used data from what became
known as the longitudinal “Nun Study”: a collection of au-
tobiographies from the School Sisters of Notre Dame, writ-
ten when they became nuns (18–32 years old), and cog-
nitive tests much later in life (75–95 years old), and the
CPIDR (Computerized Propositional Idea Density Rater)
software which implements the metric. Real clinical study
data that has been released for replication studies is hard
to come by, no doubt due to medical ethics restrictions,
so NLP researchers have tended to look elsewhere in their
work. Garrard et al. (2005) considers three publications by
British writer Iris Murdoch who continued to write novels
even after she developed Alzheimer’s disease. Garrard et al.
(2005) analysed Murdoch’s first published work (1954), her
last (1995) along with another from 1978, in order to inves-
tigate language change using various measures include lexi-
cal diversity. Le et al. (2011) and Hirst and Feng (2012) ex-
tend this by including a large number of measures and more
comparative data: 20 novels for Iris Murdoch, 15 novels for
Agatha Christie, and 15 novels for PD James (as control).
Using an SVM classifier, they deduce that Agatha Christie
also probably developed dementia towards the end of her
life.
The Western Collaborative Group Study (WCGS) proves
to be a rich source of data for Jarrold et al. (2010), as it
provides transcriptions of 15-minute interviews from a 40+
year wide ranging longitudinal study. They use a combina-
tion of part-of-speech tagging software, Linguistic Inquiry
Word Count (LIWC) (Tausczik and Pennebaker, 2010) and
CPIDR to contribute to key measures in a predictive model
for Alzheimer’s Disease, cognitive impairment and clini-
cal depression. Similar methods were used by Jarrold et
al. (2014) on samples from the Western Aphasia Battery
to determine dementia subtypes. Finally, a more promis-

2http://clpsych.org/
3http://louhi2015.limsi.fr
4https://sites.google.com/site/

nipsmlhc15/

ing publicly available dataset is the DementiaBank. This
is used by Orimaye et al. (2015), who apply machine
learning to a combination of skip-gram features, and by
Fraser et al. (2015) who employ a much larger (370) set
of features to train a machine learning classifier to distin-
guish participants with Alzheimer’s from healthy controls.
The DementiaBank5 clinical dataset consists of interview
transcripts of MCI and control participants describing the
Cookie-Theft picture component of the Boston Diagnostic
Aphasia Examination. Compared to all these elicited inter-
view datasets, the type of text that we are collecting via the
SAMS non-invasive approach is significantly different. In
contrast to other studies, SAMS will analyse text captured
from everyday activities, i.e. email and dairies.

3. SAMS Framework: data/text collection
The SAMS framework is designed to record low-level
events (i.e. mouse and keyboard), as well as higher-level
contextual information about the Operating System and ap-
plications (e.g. drag/drop events, window resizing).
The framework faced a number of challenges, but one of the
primary challenges derived from our aim to deploy it on real
users’ home computers and to collect data as they used their
computers to do everyday things. Resources did not permit
us to develop a SAMS product line configurable for every
type, brand and version of desktop computer, operating sys-
tem, web browser and desktop application. Guided by in-
formation about home computer usage and configurations
that we elicited from a superset of the older adults we re-
cruited as SAMS study participants, we took the pragmatic
decision to develop SAMS to work on Windows 7, 8, and
10, the MS Office 2007 and later suites of desktop appli-
cation software, and the Internet Explorer 11 and Chrome
web browsers.

Figure 1: Abstract architecture of SAMS framework

The part of the SAMS framework dedicated to data and
text collection is split into several components: the pri-
mary desktop logger, web browser logging extensions, and
a manager component, see Figure 1. The desktop and web
browser loggers are both responsible for data collection and
text collection. The browser extensions are required in ad-
dition to the desktop logger due to web content in a browser
being inaccessible to the desktop logger; a browser exten-
sion can have direct access to webpages content. The logs
generated by these components are immediately secured
using asymmetric encryption. The manager component

5https://talkbank.org/DementiaBank/
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is responsible for all user interface elements, for starting,
stopping, and pausing the loggers, uploading the encrypted
logs to the SAMS server, and updating the SAMS software.

3.1. Desktop Logger Component
The desktop logger records user activities at three levels,
as shown in Table 1; level 1: keyboard and mouse, level
2: operating system (e.g. desktop activities), and level
3: application level. All windows events deemed poten-
tially useful for detecting the clinical indicators of demen-
tia are recorded, with the view to further analysis to de-
termine those that are most pertinent. The events that
are logged are detailed throughout this section. Activi-
ties are captured as a list of time-stamped events using
a variety of technologies. Mouse/keyboard level detec-
tion utilises an imported .NET library6. At the operat-
ing system level, native C# .NET libraries7 8 are used to
detect file system events (files changed, created and re-
named) and changes to the clipboard. Microsoft UI Au-
tomation events9 are used to record events such as open-
ing/closing/minimizing/maximizing windows, changes in
focus, menus opened/closed and elements selected by the
user. At the application level, the Office Primary Interop
Assemblies10 and the Internet Explorer automation object
11 are used to detect events from Microsoft Word, Out-
look and Internet Explorer, the three applications consid-
ered most relevant for monitoring activities of older adult
users.
Further ‘high level’ events have been developed for the
SAMS framework, derived from the low level data events
described above. A mouse monitor has been created to
read original mouse events, too abundant to be efficiently
recorded and too low-level to be of use for later analysis,
and aggregates these into mouse drags and mouse ‘phases’
(time periods between clicks or half second intervals), ob-
taining more useful information such as time, distance, and
screen areas crossed. Similarly, key up and down events
are paired and the code and duration are recorded. At
the operating system level, mouse drag events are classi-
fied where possible into ‘move’, ‘move into’, ‘resize’ and
‘scroll’ events based on what is known about simultaneous
low-level events (for example icon/window position or size
changes, scroll and file system events). In addition, UI Au-
tomation12 is used to maintain a map of the desktop includ-

6Application and Global Mouse and Keyboard Hooks .Net Li-
brary in C#: http://globalmousekeyhook.codeplex.
com/

7FileSystemWatcher Class: https://msdn.
microsoft.com/en-us/library/system.io.
filesystemwatcher(v=vs.110).aspx

8Clipboard (.NET): https://msdn.microsoft.com/
en-us/library/windows/desktop/ms648709(v=
vs.85).aspx

9Microsoft UI Automation events: https://msdn.
microsoft.com/en-us/library/windows/
desktop/ee671221(v=vs.85).aspx

10Office Primary Interop Assemblies: https://msdn.
microsoft.com/en-us/library/15s06t57.aspx

11InternetExplorer object: https://msdn.microsoft.
com/en-us/library/aa752084(v=vs.85).aspx

12Microsoft UI Automation: https://msdn.

ing all window and icon positions. This map is used to de-
rive higher level mouse move events, capturing moves into
and out of icon or windows and to augment mouse event
data with information such as the underlying icon/window
name, position and display level.

3.2. Web Browser Extensions
The browser extensions provide the SAMS framework ac-
cess to webpage content which otherwise is a blackbox to
the desktop logger. When a web browser has focus we elect
to halt keypress logging in the desktop loggers, allowing
the browser extensions to take over that responsibility. The
desktop loggers continue to log all other events. This helps
avoid the collection of sensitive information such as pass-
words, as the browser extensions can easily distinguish be-
tween password and normal text fields.
The browser extensions work by injecting Javascript (JS)
into all webpages. Websites that are loaded with https (se-
cure), and not http, are not monitored; the assumption here
is that https webpages are considered private and will likely
contain sensitive information or have it entered into them
by the participant (e.g. bank details on shopping websites).
The injected JS parses the websites DOM, adding numer-
ous event listeners to a wide variety of text and non-text ele-
ments detailed in Table 2. The events indicate user interac-
tions and collect text. They can then be analysed later to de-
termine behaviours. When these events fire they are logged
to an encrypted file on the user’s computer. The Manager
component periodically picks up these files, as well as all
other SAMS logs, and sends them to the SAMS server. Dy-
namic webpages, those that create DOM elements after the
page has loaded, have a ‘Mutation Observer’13 listen for
when new elements are attached to the DOM and adds the
event listeners at runtime.
The text-related events that are collected within the browser
extensions record a higher fidelity of meta information as
well. Upon each participants’ interaction with a text ele-
ment, see ‘Text Elements’ in Table 2, the selection range
(the index of highlighted text) is also recorded. This allows
for key presses to easily be reconstructed as full bodies of
text later, rather than just individual characters in the log
files, and also provides an additional future analysis vector:
analysing text editing processes. For example, log entries
will indicate if a participant highlights some text and then
replaces it.
The browser extensions developed for the SAMS frame-
work focus on the Internet Explorer and Chrome web
browsers. In addition to the initial information elicited
from the the superset of SAMS participants, Internet Ex-
plorer was chosen because it comes pre-installed on Win-
dows computers, and therefore likely to be used by people
who favour default setups, and Chrome because it is the
most popular browser in 2014/1514.
All of the main web browsers used on Windows computers

microsoft.com/en-us/library/windows/
desktop/ee684009(v=vs.85).aspx

13JS Mutation Observer: https://www.w3.org/TR/
dom/#mutation-observers

14Web browser statistics: http://www.w3schools.com/
browsers/browsers_stats.asp
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Table 1: Desktop Logger’s captured events.

Level Sub-level Description

Level 1

Keyboard KEYBOARD UP

Mouse

DESKTOP MOUSE WHEEL MOVE
MOUSE DOUBLE CLICKED
MOUSE DRAG PHASE
MOUSE PHASE COMPLETED (time and mouse movement between clicks)
MOUSE UP
MOUSE MOVES IN/OUT OF DESKTOP WINDOWS OR ICONS

Level 2

Clipboard CLIPBOARD UPDATED
Drag DESKTOP DRAG (start/end times and positions etc.)

File system events
FILE CHANGED
FILE CREATED / FSW FILE DELETED
FILE RENAMED

User interface system events

ELEMENT ADDED/REMOVED FROM/TO A SELECTION
ELEMENT SELECTED BY USER
FOCUS CHANGED
MENU OPENED
USER INTERFACE OBJECT INVOKED
WINDOW OPENED/CLOSED
WINDOW MAXIMIZED/MINIMIZED/TO NORMAL

Level 3

Internet Explorer OPEN/CLOSE IE WINDOW OR TAB

Outlook

CHANGE EMAILS SELECTED
MOVE EMAIL MESSAGE
START/QUIT OUTLOOK
READ/REPLY EMAIL
SEND EMAIL
SWITCH FOLDERS

Word
CHANGE TEXT SELECTED
OPEN/CLOSE/SAVE/SWITCH DOC

(IE, Chrome, Firefox) were found to be capable of allowing
their extensions to write files to the user’s computer, and
therefore enable logging alongside a desktop application
counterpart. Microsoft Edge is not included in the SAMS
framework because, at the time of writing, extension sup-
port for that browser is not yet available.

4. Preliminary Results
A controlled experiment has been completed comparing
a healthy control group with a MCI/mild dementia group
using a set task composed of GUI-Windows operations,
Email-Outlook use, Word processing and Internet search-
ing. Both groups experienced the same conditions in the
experiment, and in the longitudinal study recordings are not
intrusive and users will not be distracted by the monitoring
software. Full consent for the study was given by all partic-
ipants, following the ethics standards of Manchester Uni-
versity. In these preliminary results, we focus on the data
mining aspects only, and will report text mining results in
future papers.
The logger outputs time stamped records at the msec level
for each user and system generated events at two levels:
general from Microsoft UIA tool and SAMS augmented de-

tail of event identities. Event identities are recorded faith-
fully from all Microsoft browsers but the fidelity of identity
varied between web sites with other Internet Browsers.
Preliminary analysis of logs produced by the SAMS tool
have shown that even simple frequency analysis of gen-
eral event types display encouraging trends. For instance,
the frequency of individual low-level events associated with
mouse movement and keyboard presses have been observed
to be different in distribution between healthy and MCI
groups.
The difference in distribution amongst the groups for some
of these general event-types was found to be significant ac-
cording to a Mann Whitney U test. Some results can be
seen in Table 3. The fact that such differences exist, espe-
cially in mouse-movement data, is supported by the work
of Seelye et al. (2015).
We are now engaged in a longitudinal study, with 32 instal-
lations of the SAMS software running unobtrusively on par-
ticipants’ home computers/laptops. Participants have been
recruited that conform to a set of selection criteria based
on factors such as their age and home computer ownership
and use. Our aim is to discover whether the SAMS soft-
ware can detect cognitive change within individuals during

38



Table 2: Web events collected.

HTML Elements JS Events

All
Elements

(all text and non-text ele-
ments, listed below, have
this superset of event lis-
teners attached)

click, dblclick,
mouseover,
contextmenua,
focusin,
focusout

Text
Elements

<input type=”text”>,
<input type=”search”>,
<textarea>,
<* contenteditable>,
<* g editable>

keydown,
keyup,
keypress,
mouseup, cut,
copy, paste,
dragstart,
dragend

Non-Text
Elements

<a>,
<button>,
<* role=”button”>,
<input>b,
<select>,
<img>

mousedownc,
keydownd,
keyupd,
keypressd

a Could indicate a right-click spelling correction.
b Includes password fields, avoiding password collection.
c Log event before (e.g) button causes page navigation.
d Only for collecting ’Enter’ or ’Tab’ key event.

the course of the study, informed by what we discover from
analysis of the controlled experiment. Ground truth is es-
tablished by clinical cognitive assessments of each partici-
pant at the start, mid-point and end of the study period.
Our current analysis strategy is to apply data mining clus-
ter and pattern analysis algorithms to investigate changes
within individuals over time and inter-individual variations
with known norms for age/gender cohorts of our senior par-
ticipants (range 65–78 years). Given these reassuring find-
ings, future work includes sequence analysis such as learn-
ing Markov models or using SPADE-like algorithms, which
have been applied to finding temporal patterns in web-log
data (Demiriz, 2002), to discover richer interaction of low-
level events over time capable of identifying signs of MCI.
Sequence mining will be used to identify atypical user be-
haviour and errors which might indicate cognitive problems
linked to MCI and early dementia. Integration of evidence
from data mining activity patterns, sequences of computer
operation, and text analysis metrics will be investigated us-
ing Bayesian nets to implement a ‘diagnostic’ model that
traces measures derived from data and text mining to cog-
nitive indicators which are associated with MCI. The chal-
lenge we face is finding a weak signal indicative of disease
in noisy data where variations might be caused by interrup-
tions, changes in user mood, or many environment factors.

5. Conclusion and Future Work
We have developed a novel system architecture that
not only logs keyboard, mouse, and contextual environ-
ment/application data but also interprets these events as
user behaviours. This, combined with text capture from
email and diary entries, is input into data and text mining

tools, so we can analyse early signs of dementia by combin-
ing evidence from many measures across time. The SAMS
project is now entering the analysis phase and we await
the end of our longitudinal study. We have selected a set
of potential text mining features from the related work de-
scribed in Section 2. These are being implemented around
the already existing Wmatrix tag wizard pipeline for part-
of-speech and semantic tagging (Rayson, 2008), along with
variant detection using VARD (Baron and Rayson, 2008),
and the extraction of type and token frequency data at three
levels: lexical, grammatical and semantic tags. The SAMS
software framework will be available open source from
Github15 and the project website. In future projects, we
intend to apply the SAMS architecture for health monitor-
ing in a wide range of domains including mental health as
well as dementia.
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