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Preface 
 

Given the success of our first Workshop on Free/Open-Source Arabic Corpora and Corpora 

Processing Tools in LREC 2014 where three of the presented papers received 15 citations up to 

now. The second workshop on Free/Open-Source Arabic Corpora and Corpora Processing Tools 

(OSACT2) with special emphasis on Arabic social media text processing and applications aims to 

encourage researchers and developers to foster the utilization of freely available Arabic corpora and 

open source Arabic corpora processing tools and help in highlighting the drawbacks of these 

resources and discuss techniques and approaches on how to improve them. 

  

OSACT2 had an acceptance rate of 55%, where we received 11 papers from which 6 papers were 

accepted. We believe the accepted papers are high quality and present mixture of interesting topics. 

Three papers are about corpus development and annotation guidelines for different domains such as 

speech and dyslexic texts, two papers about spam detection and emotion analysis, and finally, a 

paper presenting a web-based system for manual annotation of Arabic diacritization.  

 

We would like to thank all people who in one way or another helped in making this workshop a 

success. Our special thanks go to Dr. Nizar Habash for accepting to give the workshop keynote talk, 

to the members of the program committee who did an excellent job in reviewing the submitted 

papers, and to the LREC organizers. Last but not least we would like to thank our authors and the 

participants of the workshop. 

 

Hend Al-Khalifa, Abdulmohsen Al-Thubaity, Walid Wagdy and Kareem Darwish  

Portorož (Slovenia), 2016 

 



 1 

(Keynote Speech) 

Computational Processing of Arabic Dialects: Challenges, Advances and Future 

Directions 

 

Nizar Habash 

New York University, Abu Dhabi, UAE 

nizar.habash@nyu.edu 

 
 

The Arabic language consists of a number of variants among which Modern Standard Arabic 

(MSA) has a special status as the formal, mostly written, standard of the media, culture and 

education across the Arab World. The other variants are informal, mostly spoken, dialects that are 

the languages of communication of daily life. Most of the natural language processing resources 

and research in Arabic have focused on MSA. However, recently, more and more research is 

targeting Arabic dialects. In this talk, we present the main challenges of processing Arabic dialects, 

and discuss common solution paradigms, current advances, and future directions. 



Toward a Rich Arabic Speech Parallel Corpus for Algerian sub-Dialects

Soumia BOUGRINE∗, Hadda CHERROUN∗, Djelloul ZIADI∗∗
Abdallah LAKHDARI∗, Aicha CHORANA∗

∗ Laboratoire d’informatique et Mathématiques LIM - Université Amar Telidji Laghouat, Algérie
∗∗ Laboratoire LITIS - Université Normandie Rouen, France

{sm.bougrine, hadda_cherroun, a.lakhdari, a.chorana}@mail.lagh-univ.dz, djelloul.ziadi@univ-rouen.fr

Abstract
Speech datasets and corpora are crucial for both developing and evaluating accurate Natural Language Processing systems. While
Modern Standard Arabic has received more attention, dialects are drastically underestimated, even they are the most used in our daily
life and the social media, recently. In this paper, we present the methodology of building an Arabic Speech Corpus for Algerian dialects,
and the preliminary version of that dataset of dialectal arabic speeches uttered by Algerian native speakers selected from different
Algeria’s departments. In fact, by means of a direct recording way, we have taken into acount numerous aspects that foster the richness
of the corpus and that provide a representation of phonetic, prosodic and orthographic varieties of Algerian dialects. Among these
considerations, we have designed a rich speech topics and content. The annotations provided are some useful information related to the
speakers, time-aligned orthographic word transcription. Many potential uses can be considered such as speaker/dialect identification and
computational linguistic for Algerian sub-dialects. In its preliminary version, our corpus encompasses 17 sub-dialects with 109 speakers
and more than 6 K utterances.

Keywords: Algerian Arabic sub-dialects, Speech Corpus, Algerian speakers, Parallel Corpus, Syllable segmentation, orthographic
transcription.

1. Introduction
Language corpus is necessary for most of the front-end Nat-
ural Language Processing (NLP) researches. In fact, it is
important for the evaluation of NLP approaches. These
corpora can be written or spoken only, or both (Lindquist,
2009). Spoken Language corpus (SL) is any collection
of speech recording increased by means of some annota-
tion files. In addition, each corpus have to include doc-
umentation that permits to re-use these data. Applica-
tions that use SL can be grouped into four major cat-
egories: speech recognition, speech synthesis, speaker
recognition/verification and spoken language systems.
Spoken language data varies in four dimensions, read or
spontaneous, formal or casual, monologue or dialogue, and
standard or dialect. The latter dimension is one of the most
used data type in speech research. The common methods
to collect data are by writing questionnaire, investigator ob-
servations or speech corpora. Speech Dialect corpora have
to include variant speaker in term of age, gender and social
status (Gibbon et al., 1998).
For many languages, the state of the art of designing and de-
veloping speech banks and corpora has achieved a mature
situation. For instance, the collection of English corpora
have started since the 1960s. On the other extreme, there
is few corpora for Arabic, which is considered as under re-
sourced language (Mansour, 2013).
Arabic is a semitic language, which is ranked in the first
five spoken languages in the world (Lewis et al., 2015).
Geographically, it is one of the most widespread languages
of the world (Behnstedt and Woidich, 2013). Actually, it
has two major variants: Modern Standard Arabic (MSA),
and Dialectal Arabic (DA) (Embarki, 2008). In fact, while
MSA vehicles formal communications, DA is often re-
ferred to colloquial Arabic, or vernaculars; which is more
largely used than MSA. Indeed, it represents the most com-

mon way of communication in every day life and recently
in social media.
Arabic language and its dialectal variations have very
distinctive characteristics concerning its phonetic system
which makes the task of automatic speech processing very
challenging. Thus, the necessity of accurate Arabic speech
corpora, especially for Arabic dialects, as their number is
very important. An Arabic Spoken Corpus (ASC) can in-
clude MSA or DA, or both variants.
Many reasons lead us to consider that building Arabic di-
alect corpus is an increase necessity. This task is more chal-
lenging than building MSA corpus, as there is large num-
ber of dialects in Arabic countries, which are different ac-
cording to many features: morphology, rhythm and lexi-
cal feature (Habash, 2010). Arabic dialects are grouped
into four huge categories: Arabian Peninsula, Levantin,
Mesopotamian, Egyptian and Maghrebi (Versteegh, 1997).
However, we can distinguish many dozen of sub-dialects
within the same country or region.
For Arabic dialects, yet there is minor speech datasets pro-
duction. In addition, while they exist, they are incomplete
or designed for a specific research purpose. Moreover, most
of them are not publicly available.
In this paper, we focus on building a spoken corpus for Al-
gerian Arabic sub-dialects which are part of Maghrebi di-
alect group. Our investigation, is driven by many reasons.
First, there is no available Arabic dialect speech database
that represents consistently Algerian dialect profile. Sec-
ond, the Algerian dialect is less studied despite it represents
a specific Arabic dialect as it contains numerous linguistic
variations due to both arabization phases and deep colo-
nization history.
The rest of this paper is organized as follows. In the next
section, we review some related work that have built cor-
pora for both MSA and DA. In Section 3. we give a brief

2



Arabic Speech Corpus

MSA

West Point (LaRocca and Chouairi, 2002)

OrienTel MSA Corpus (2001-2003)

NetDC (Choukri et al., 2004)

NEMLAR (ELRA, 2005)

ALGASD (Droua-Hamdani et al., 2010)

KACST (Abushariah et al., 2012)
...

DA

CALLFRIEND Egyptian (Canavan and Zipperlen, 1996)

OrienTel Modern Colloquial Arabic (2001-2003)

DARPA Babylon Levantine (Makhoul et al., 2005)

Appen’s corpora (2006-2007)

TuDiCoI (Graja et al., 2010)

MSA+DA

SAAVB (Alghamdi et al., 2008)

MDP (Almeman et al., 2013)
KSU Rich Arabic (Alsulaiman et al., 2013)

Figure 1: Main Spoken Arabic Corpora.

description of Algerian dialects features. Section 4. is ded-
icated to our contribution. We start by explaining the fol-
lowed methodology for designing the corpus text, selecting
target speakers and choosing material and environment of
recording. The preliminary version of the outcome corpus
is described in Section 5. We enumerate some potential
uses of this corpus in Section 6.

2. Related Work
We have classified most important Arabic Spoken Corpora
according to the fact that they are built for MSA or DA,
or both of them. Figure 1. illustrates the studied existing
corpora according to this taxonomy where the green color
is used to indicate free corpus. Following another classifi-
cation way, the Arabic speech corpora can be grouped into
four categories according to the collecting method. Indeed,
it can be done by recording broadcast news, spontaneous
telephone conversations, telephone response of question-
naire or by direct recording.
First, let us briefly review some MSA corpora which are
not directly concerned by our study. It is important to men-
tion that most existing corpora are collected early in 2000s.
For instance, LaRocca and Chouairi built the West Point
Arabic Speech corpus, which is collected by direct record-
ing method (LaRocca and Chouairi, 2002). It is available
via Linguistic Data Consortium LDC catalogue 1. The
speech data are collected from 110 speakers, which are na-
tive and non-native. In addition, speech corpora for MSA
are collected by using telephone response of questionnaire
through the OrienTel 2 project funded by European Com-
mission. It focuses on the development of language re-
sources for speech-based telephony applications across the
area between Morocco and the Gulf States. These corpora
are available for MSA uttered by speakers from Egypt, Jor-
dan, Morocco, Tunisia, and United Arab Emirates country,
which are available via the European languages resources
Association ELRA catalogue 3.
Concerning Arabic corpus collected by recording Broad-
cast News from radio, we have NetDC Arabic (Choukri et

1Code product is LDC2002S02.
2
http://www.speechdat.org/ORIENTEL/

3Respectives code products are ELRA-S0222, ELRA-S0290, ELRA-S0184,
ELRA-S0187 and ELRA-S0259.

al., 2004) and NEMLAR (ELRA, 2005) corpus.
About MSA corpus uttered by Algerian speakers, ALGASD
corpus is collected by direct recording (Droua-Hamdani et
al., 2010). The speakers are selected from 11 regions from
Algeria. This corpus contains 300 speakers and the total
number of utterances is 1080.
More recently, KACST Arabic phonetics
database (Abushariah et al., 2012) has collected MSA
corpus by using direct recording. It encompasses from 11
Arab countries of three different Arab regions: Levant,
Gulf and Africa. The speakers read 415 sentences, which
are phonetically rich and balanced.
In contrast to this relative abundance of speech corpora
for MSA, very few attempts have tried to collect Arabic
Speech corpora for dialects. Table 1. reports some fea-
tures of the studied DA and MSA+DA corpora. The first set
of corpora has exploited the limited solution of telephony
conversation recording. In fact, as far as we know, the pi-
oneer DA corpus has begun in the middle of the nineties
and it is CALLFRIEND Egyptian (Canavan and Zipperlen,
1996). Another part of OrienTel project, cited below, has
been dedicated to collect speech corpora for Arabic dialects
of Egypt, Jordan, Morocco, Tunisia, and United Arab Emi-
rates countries. In these corpora, the same telephone re-
sponse of questionnaire method is used. These corpora are
available via ELRA catalogue 4.
The DARPA Babylon Levantine Arabic speech corpus gath-
ers some Levantine dialects spoken by speakers from
four Arab countries: Jordan, Syria, Lebanon, and Pales-
tine (Makhoul et al., 2005). This corpus is available via
LDC catalogue 5.
Appen company has collected three Arabic dialects corpora
by means of spontaneous telephone conversations method.
These corpora uttered by speakers from Gulf, Iraqi and
Levantine are available via LDC catalogue 6. With a more
guided telephone conversation recording protocol, Fisher
Levantine Arabic corpus is available via LDC catalogue 7.

4Respectives code products are ELRA-S0221, ELRA-S0289, ELRA-S0183,
ELRA-S0186 and ELRA-S0258.

5Code product is LDC2005S08.
6Respectives code products are LDC2006S43, LDC2006S45 and LDC2007S01.
7Code product is LDC2007S02.

3
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Table 1: Speech Corpora for Arabic dialects.

Corpus # Dialects Recording Method Corpus Details

CALLFRIEND 1 dialect Spontaneous telephone conver-
sations

60 conversations, lasting between 5-30 min-
utes.

OrienTel MCA 5 dialects Telephone response of ques-
tionnaire

Number of speakers: 750 Egyptian, 757 Jor-
danian, 772 Moroccan, 792 Tunisian and 880
Emirates.

DARPA Babylon Lev-
antine

4 dialects Direct recording of sponta-
neous speech

164 speakers, 75900 Utterances, Size: 6.5 GB,
45 hours.

Appen’s corpora 3 dialects Spontaneous telephone conver-
sations

Gulf: 975 conver, v 93 hours ; Iraqi: 474 con-
ver, v 24 hours; Levantine: 982 conver, v 90
hours.

Fisher Levantine 5 dialects Guided telephone conversa-
tions

279 conversations, 45 hours.

TuDiCoI 1 dialect Spontaneous dialogue 127 Dialogues, 893 utterances.

SAAVB 1 dialect + MSA Selected speaker before tele-
phone response of question-
naire

1033 speakers; 83% MSA utterances, 17% DA
utterances, Size: 2.59 GB.

MDP 3 dialects + MSA Direct Recording 52 speakers; 23% MSA utterances, 77% DA ut-
terances, 32 hours.

KSU Rich Arabic 9 dialects + MSA Guided telephone conversa-
tions and Direct recording.

201 speakers from nine Arab countries.

The speakers are selected from Jordan, Lebanon, Palestine,
Lebanon, Syria and other Levantine countries.
TuDiCoI (Graja et al., 2010) is a spontaneous dialogue
speech corpus dedicated to Tunisian dialect, which contains
recorded dialogues between staff and clients in the railway
of Sfax town, Tunisia.
Concerning corpora that gather MSA and Arabic dialect,
we have studied three corpora. SAAVB corpus is dedicated
to speakers from all the cities of Saudi Arabia country using
telephone response of questionnaire method (Alghamdi et
al., 2008). The main characteristic of this corpus is that be-
fore recording, a speaker and environment selection are per-
formed. The selection aims to control speaker age and gen-
der and telephone type. Almeman and al. (2013) have com-
piled a Multi-Dialect Parallel (MDP) corpus which gathers
MSA and three Arabic dialects. Namely, the dialect are
from Gulf, Egypt and Levantine. The speech data is col-
lected by direct recording method.
KSU Rich Arabic corpus encompasses speakers by differ-
ent ethnic groups, Arabs and Non-Arabs (Africa and Asia).
Concerning Arab speakers in this corpus, they are selected
from nine Arab countries: Saudi, Yemen, Egypt, Syria,
Tunisia, Algeria, Sudan, Lebanon and Palestine. This cor-
pus is rich in many aspects. Among them, richness of the
recording text. In addition, different recording sessions, en-
vironments and systems are taken into account (Alsulaiman
et al., 2013).
According to our study of these major corpora specially
those dedicated to dialects, we make some remarks. First,
we should mention the fact that these corpora are mainly
fee-based and the free ones are extremely rare. We can
enumerate only one free corpus, namely "MDP corpus",

as confirmed by Zaghouani in his recent critical survey on
freely available corpora (Zaghouani, 2014). Second, let
us also observe that the direct recording method combined
with a chosen text, is less used in spite of that it exhibits
better the language/dialect features. Third, concerning our
purpose, we can observe that there are no corpus dedicated
to Algerian dialect variety. In fact, just KSU corpus repre-
sents Algerian dialect by means of few number of speak-
ers (four). Concerning Algerian MSA, only ALGASD and
KACST corpora have considered Arabic Algerian speakers,
however these corpora are not free.
In what follows, we give some information about Algerian
dialects before describing the followed methodology and
the collected corpus.

3. A Glance at Algerian Sub-Dialects
Algeria is a large country, with a total area of about 2.4
million km2. The country is bordered by mainly three Ara-
bic countries, in the North-East by Tunisia, in the East by
Libya, in the West by Morocco. It is administratively di-
vided into 48 departments. Algeria’s official language is
MSA like in all Arab countries. In every day life, Algerian
dialect is the most used compared with MSA.
Algerian Arabic dialect is one of Maghrebi dialect group.
It has many variations which are mainly developed as a re-
sult of both phases of arabization and French deep colo-
nizations. According to the arabization phases, we can his-
torically classify Algerian dialects into three major groups:
pre-Hilālı̄, Hilālı̄ and the mixed dialects. The pre-Hilālı̄ are
called rural, sedentary dialects; which are spoken in areas
that are affected by the expansion of Islam in the 7th cen-
tury. The Hilālı̄ dialects take its name from the Banu Hilāl
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tribu, it is named Bedouin dialects; spoken in areas which
are influenced by the Arab immigration in the 11th century.
Called urban pre-Hilālı̄, the mixed dialects are spoken in
regions that are affected by both arabization phases (Palva,
2006), (Pereira, 2011). Furthermore, Algerian dialects are
also influenced by the long period of a deep colonization.
Compared with the commonly spoken Arabic dialects in
other parts of the arabic world, Algerian one is some-
what different. It is considerably varietal from a re-
gion/department to another. In fact, the language has
been greatly affected by Berber and other languages,
such as Turkish, French, Italian, and Spanish (Leclerc,
2012), (Chami, 2009). In fact, Algerian sub-dialects have
many borrowed words (Guella, 2011). For instance, it
is significantly affected by the French language. Further-
more, it is important to note the omnipresence of the code-
switching phenomenon between the two languages.
For more details on Algerian dialects characteristics refer
to (Maïri, 1987), (Taleb-Ibrahimi, 1995), (Caubet, 2000
2001), (Pereira, 2011).

4. Methodology
The crucial points to be taken into consideration when de-
signing and developing relevant speech corpus are numer-
ous. We can mention some of them: scope and the size of
the corpus, richness of speech topics and content, number
of speakers, gender, regional dialects, recording environ-
ment and materials. We have attempted to cover a maxi-
mum of these considerations. We will underline each con-
sidered point in what follows.
In order to build our dialect corpus, we have to resolve and
fix some choices, namely which text (words, sentences and
paragraphs) we have to put in the corpus that foster its rich-
ness?, which method to use in order to collect speech data?,
and finally which speaker profile we have to adopt?
First, let us recall that collecting dialect speech data can
be done by means of four ways: straightforward recording
some reports and telecasts from regional radios and TV, by
telephone response of questionnaire, by spontaneous tele-
phone conversations, or by direct recording. Obviously, it
can be performed also by combining at least two ways.
In our case, we have selected Direct Recording method
to collect speech data in order to provide a rich corpus
that can be used to display differences and similarities be-
tween dialects. Furthermore, a direct recording compared
with broadcast news-based method, allows us to control
speaker’s profile.

4.1. Corpus Text Content
Concerning the speech material, we have adopted a hand-
made text. This latter with selected and guided content al-
lows the corpus to be parallel. So, it allows highlighting
fairly dialect features and catching speaker’s finger, . . .
We prompt the speaker to utter utterance through a ques-
tion sheet. Our question sheet is composed of many words,
sentences and paragraphs. We have categorized them into
four sections according to their purpose.

4.1.1. Spontaneous Speech –SS part–
Where the speaker answers 05 questions, which are "Where
are you from?", "What is the time?", "Tell us about what do

you like in your city?", "Tell us about the weather today?",
and "Describe to us the last meal you have eaten?". The
aim of this data is to record conversations.

4.1.2. Read Sentences in MSA –RS part–
In this category, we have selected ten sentences, which are
phonetically rich and balanced. We have taken the tenth list
from the research of Boudraa et al. (Boudraa et al., 2000).
This part has twofold purpose. First, MSA speech are rep-
resented in the corpus. Second, it is shown by Ammar et
al. (Ammar et al., 2014) that the accent in MSA utterance
is widely influenced by the dialect of the speaker.

4.1.3. Translate Text –TT part–
The speaker have to translate 18 common words, 16 sen-
tences from MSA to his dialect:

• Digits: from 0 through 10 and days of the week.

• Accent sentences/paragraphs: this part includes four
sentences, which contain the pronunciation of the
main five discriminative sounds in Arabic dialects.
This part gathers between the three forms of sentences,
which are normal, negative and interrogative.

The aim of adding this part is justified by the studies of
Taine-Cheikh (Taine-Cheikh, 2000) and Holes (Holes,
2004). Taine-Cheikh proves that the pronunciation of
[q] and [ð], which are in Arabic the letter " �

�" qaf

and " 	
X" d

¯
al respectively, are discriminative sounds in

Arabic dialects, especially they are quite discrimina-
tive when we deal with Algerian dialects. In addi-
tion, Holes adds to this list three other discriminative
sounds. Two interdentals sounds [T], and [ðQ], which
are in Arabic the letter " �

H" t
¯
a and " 	

 " Z
˙

a letters re-
spectively, and an alveolar affricate sound [Ã] which
is "h. " ǧim in Arabic letter.

The texts of this part are selected from two differ-
ent corpora. From SAAVB corpus (Alghamdi et al.,
2008), we have selected two accent variation sen-
tences, this is due to two reasons: i) The first sen-
tence includes the five discriminative sounds in MSA
words that rarely change their nucleus in the dialect of
a speaker, it is:

"Qê�
�	

¢Ë@
�

É�J.

��
¯ I. �

�
ë

�	
Y�ËAK.

�
é�

�
�
KC�

�
�
JË @

	
¬ñ

�
J
�

�	
�Ë@

�
ZA

�
g. "

/Za:P aldQyu:f alTala:Tah bialDahab qabl alDQuhr/

"The three guests came with the gold before noon"

ii) The second sentence is an interrogative sentence.
It is an indirect question introduced by "why" which
expresses the interrogative style.

"? YJ
�ª� Ë @ ú



	
¯
�

h.
�

P
�
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�	
mÌ'@ ú

�
Í@
�

��
HQ

�	
¯A�

�
� @

�	
XA� �ÜÏ�"

/lima:Da: sa:fart Pila: alXa:riZ fi: alQi:d/

"Why did you travel abroad during the festival?"
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From another linguistic corpus (Ammar et al., 2014),
we have selected two sentences. They include inter-
dental fricative sounds, with a short sentence in nega-
tive style.

• A short text story: this part includes 12 sentences,
which are selected from the well known story "The
North Wind and the Sun". We have intentionally
added this part as this story represents a reference text
used by the Association International Phonetics (AIP)
for phonetic description of world languages8. AIP pro-
vides the record of this story in many languages in-
cluding MSA. It represents de facto standard in most
corpora that are used in language processing for pho-
netic research. Furthermore, it is widely used for Ara-
bic dialect processing. It makes performing compara-
tive studies more easier.

Specifically for Arabic dialects, this story is presented
in the corpus of Hamdi et al. (Hamdi et al., 2004) and
also in Araber Corpus for Arabic dialects collected by
Barkat-Defradas available through Corpus Pluriels of
praxiling laboratory 9.

4.1.4. Sub-Spontaneous Sentences –SSS part–
In this category, the speaker has to narrate, in his dialect,
an image story by interpreting a set of 24 ordered pic-
tures selected from kid story "Frog, where are you?, which
is called in linguistic literature "The Frog Story" (Mayer,
1969). This part leads to 24 utterances. It is added to the
corpus text content for many purposes. The first, is that,
this story is near to daily speech in its grammatical and lex-
ical varieties. In addition, it contains different levels and
types of linguistic expression. Like "The North Wind and
the Sun" story, it is frequently used in main corpora. Fur-
thermore, it can be used to perform prosodic measurements
due to the call of the narration style as proven by (Himmel-
mann and Ladd, 2008). In fact, for highlighting prosodic
features, a semi-guided narration style allows two antago-
nist criteria. First, like in a spontaneous speech, it gives
freedom to the speaker to narrate in his style. Second, it
guides the narrator to follow story events and to use a spe-
cific vocabulary, essentially the motion verbs.
In Arabic, this story is used by (Barkat et al., 1999) to
sketch up the fact that the prosody features can be dis-
criminative for Arabic dialects. In addition, it is presented
in Araber corpus, cited bellow, which has been used in
prosodic research of Rouas (Rouas, 2007).

Table 2. gives a summary of the corpus’s speech material
described below. Ratio column expresses the ratio of each
part in the whole text content in term of sentences.

4.2. Speaker Profile
The speakers are chosen from adult population with an age
in the range 18-50 years. We have made sure that speak-
ers and their parents are native from the department of the
corresponding dialect.

8
https://www.internationalphoneticassociation.org

9
http://www.praxiling-corpuspluriels.fr

Table 2: Corpus Speech Material.

Part #Utterance Ratio (%)

SS 05 8.8 %

RS 10 17.5 %

TT 18 31.6 %

SSS 24 42.1 %

Total 57 100

Let us mention that when the department is a great metropo-
lis, we have made sure that the speakers are from the same
area. In fact, we have noticed that for Algiers, Oran and
Constantine departments, we can have more than one sub-
dialect.
The speaker’s personal information are provided by the
speaker him-self. These information are namely: first and
last name (optional), date and place of birth, education
level, origin of his/her parents and their education level.
The applicant has to inform about the different places/dates
where/when he lived since he/she has 2 years old.

4.3. Material and Environment Recording
Concerning the recording environment, some conditions
are respected. In fact, all recordings are performed in a
quiet environment and when it is possible, we have per-
formed recording in a sound proof room. In order to avoid
noise in the recorded speeches, all the recording are done
in nice days without wind, thunder and rains.
Concerning the hardware configuration of the recording
material, we have use a dictaphone TASCAM DR-05 sets.
The sample rate of recording is 48K sample/sec with 16
bits resolution.
In order to explain how we have got the speech data, let us
sketch the procedure in these two steps:

Before Recording Step
First, we explain to each applicant the purpose and objec-
tives of the targeted speech corpus in order to reassure and
give him confidence. In addition, the applicant fills in an
information form that will provides useful information re-
lated to the speaker profile.
Second, each applicant has to take notes in advance about
the whole question sheet because of the translation of some
sentences in his dialect.

During Recording Step
Many verbal trials are allowed until we and the speaker are
satisfied about the quality of dialect utterance, specially RS,
TT and SSS parts. Among the satisfaction criteria that we
have looked after that the speaker avoids using French ter-
minology as possible as he can. However, he can use lexical
borrowing, where the speaker use a foreign word, which is
adapted to his syntactic/morphology.
Generally, each recording is performed twice. However,
when the speaker feels uncomfortable or shy, we repeat the
recording until we get an acceptable quality one.

6

https://www.internationalphoneticassociation.org
http://www.praxiling-corpuspluriels.fr


Figure 2: Distribution of covered departments in ALG-
DARIDJAH corpus.

5. Our Spoken Corpus
In this section, we describe the current version of the col-
lected corpus. Let us mention that the task is very challeng-
ing and it is time consuming. While the recording operation
is still ongoing, what we describe here is the preliminary
version. We have baptised our corpus ALG-DARIDJAH
for ALGerian Darijah. In the Maghreb, the term Darid-
jah �

é
�

k. P
�
@YË@ means dialectal arabic, in the Est, they use the

vocable Al-Amia �
éJ
ÓAªË@.

5.1. Corpus Description
Due to the lack of efficient linguistic atlas for Algeria, we
have chosen to collect spoken data from chef-lieu of de-
partments where there are prominent population density.
This fairy fine-grained division favors efficient dialect fea-
ture captures.
Within this preliminary version, ALG-DARIDJAH covers
more than one third of the whole sub-dialects of Algeria.
The covered sub-dialects are from departments of Adrar,
Algiers, Annaba, Bordj Bou Arréridj, M’sila, Constantine,
Djelfa, El-Bayadh, El-Oued, Ghardaïa, Laghouat, Média,
Mostaganem, M’sila, Tiaret, Tissemsilt, Tlemcen and Oran.
Figure 2 illustrates their geographical distribution. Let us
note that dialects spoken in these departements are quite
close to each other. They differ mainly in pronunciation

Table 3: ALG-DARIDJAH Speakers Distribution.

Departement Gender Total

#Male #Female

Adrar 04 02 06

Algiers 04 04 08

Annaba 05 05 10

Bordj Bou Arréridj - 01 01

Constantine 01 01 02

Djelfa 05 05 10

El-Bayadh 01 03 04

El-Oued 05 05 10

Ghardaïa 05 05 10

Laghouat 05 05 10

Médéa 04 05 09

Mostaganem - 01 01

M’sila 01 09 10

Tiaret 02 04 06

Tissemsilt 02 02 04

Tlemcen 02 02 04

Oran 02 02 04

Total 48 61 109

and some local words. For this reason, we talk about sub-
dialects.
Table 4. gives a summary of some statistics of the built
corpus. A sample of ALG-DARIDJAH corpus is available
online 10. ALG-DARIDJAH corpus encompassed 17 sub-
dialects, an average of more than 6 speakers by sub-dialect
and 109 in total. The male speaker ratio is about 44%. Ta-
ble 3. gives more details on the distribution of speakers for
each sub-dialect.
Concerning provided annotations, each utterance in ALG-
DARIDJAH has time-aligned orthographic word transcrip-
tion. In addition to this annotation, we have per-
formed automatic syllable segmentation of all utter-
ances by using Praat tool enhanced by the script Proso-
gram V 2.9 (Mertens, 2004). The segmentation is per-
formed in the context of a system design that identifies
dialect based on prosody. In Figure 3, we report a sam-
ple of an orthographic transcription of one utterance among
Translate Text part (TT) sentences.
As a first corpus analysis, there is a lot of lexical differ-
ences between sub-dialects. We have captured some of
them which are illustrated in Table 4.

5.2. Corpus Package Organization
In order to facilitate the deployment of ALG-DARIDJAH
corpus, we have adopted the same packaging method
as TIMIT Acoustic-Phonetic Continuous Speech Cor-

10
http://perso.lagh-univ.dz/~hcherroun/Alg-Daridja.

html
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Figure 3: A sample orthographic transcription.

Table 4: Corpus Statistics and Details.

Number of targeted departments 17

Number of speakers 109

Number of utterances 6213

Average recording by speaker 2.50 mn

Total recording v 4 h 30 mn

Size of corpus 1.8 Gb

pus (Garofolo et al., 1993). In fact, TIMIT is considered
as de facto standard of speech corpora. In the root directory
of ALG-DARIDJAH package, we provide some textual files
with .txt extension:

- Prompt.txt: Table of sentence prompts.
- Speakerinfo.txt: Table of speaker
description.

- Orthocode.txt: Table of symbols
used in orthographic transcriptions.

For each speaker, we have four folders, each one contains a
part of text corpus. In each folder, there are a wave file and
two transcription files for each utterance.

6. Potential Uses
The built corpus, is the first of its kind in term of that it is
the first rich recorded corpus for Algerian Arabic dialects.
It can be useful for many purposes both for NLP and com-
putational linguistic communities. In fact, it can be used
for building efficient models for both speaker and dialect
identification systems for Algerian dialects. For linguistic
and sociolinguistics communities, it can serve as base for
capturing dialects characteristic. It can also be used for test
and evaluation of such systems by splitting the corpus into
both training and test parts.
In addition, linguists can use our fine-grained spoken cor-
pus to create contemporary dialect atlases by gathering sim-
ilar sub-dialects.

7. Conclusion
In this paper, we have presented ALG-DARIDJAH, a speech
corpus dedicated to a part of Algerian Arabic sub-dialects.
We have focused on describing the methodology of its de-
sign. In fact, we have justified the made choices on the

Englais MSA Sub-dialects
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Laghouat: ñ
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�
�
¯@

�
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�	Q
�
K. @

�
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Figure 4: Illustrate of some lexical differences in ALG-
DARIDJAH.

text content, selected speakers, collection method and the
recording material and environment. The followed method-
ology is performed respect to the wide literature in the do-
main of building speech corpora. The rich text content of
the speech is designed such that it highlights the features
of the dialect. Indeed, a well chosen words to express all
discriminative phones. Text narrations in dialect variations
to reflect features of dialects.
The first version of ALG-DARIDJAH corpus contains 6213
utterance spoken by 109 native speakers. It covers 17 Alge-
rian dialects. The annotations give some information about
speakers and transcription.
Mainly developed to be used in dialect identification, ALG-
DARIDJAH can serve as a testbed supporting evaluation of
wide spectrum of natural language processing approaches
and applications.
Actually, we are working on spreading the corpus to all
Algerian sub-dialects. Indeed, the recording is ongoing to
cover the remain dialects of other departments. In addition,
we work on other corpora engineering aspects such valida-
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tion, more annotations, and manual transcription.
In future work, we will extend the corpus by collecting Al-
gerian sub-dialects uttered by berber native speakers.
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Abstract
This paper presents a detailed account of the preliminary work for the creation of a new Arabic corpus of dyslexic text. The analysis of
errors found in the corpus revealed that there are four types of spelling errors made as a result of dyslexia in addition to four common
spelling errors. The subsequent aim was to develop a spellchecker capable of automatically correcting the spelling mistakes of dyslexic
writers in Arabic texts using statistical techniques. The purpose was to provide a tool to assist Arabic dyslexic writers. Some initial
success was achieved in the automatic correction of dyslexic errors in Arabic text.

Keywords: Arabic, Corpus, Dyslexia, Errors, Spelling

1. Introduction
Given that almost one fifth of the population suffers

from some form of a language-related disability and based
on the fact that an overwhelming majority of them (70–
80%) are probably dyslexics, studying dyslexia and an ar-
ray of related matters is of a particular importance (Interna-
tional Dyslexia Association, 2011).

However, dyslexia is mostly related to the inability of a
person to master the utilization of written language, includ-
ing issues with comprehension. It is vital to emphasise that
dyslexia is not an illness insofar as it cannot be cured, nor
will it just disappear as an affected child gets older. There
are ways of helping these people to ease their difficulties
and improve their quality of life in the pertinent areas of
using language. One of the tools used in this regard are
computers (Pedler, 2007).

Notwithstanding the application of corpora consisting
of the most common errors made by dyslexics in diagnos-
ing dyslexia (Schulte-Körne et al., 1996), or in creating new
and better spellcheckers, the availability of these corpora is
limited and their number is very low (Pedler, 2007).

2. Spelling Errors
2.1. Common Spelling errors

Damerau argued based on his research that 80% to 95%
of all mistakes made in spelling result in a mis-spelt word
that comprises usually a similar amount of letters to the
correct version of the word (Damerau, 1964). In his study,
Damerau also pointed out that there are four possible cate-
gories according to which spelling errors can occur: addi-
tional letters e.g. unniverse; omitted letters e.g. univrse;
substituted letters e.g umiverse; and swapped letters e.g.
uinverse. Moreover, real-word errors and non-word errors
are two kinds of spelling errors. A non-word error does not
have any meaning (Mishra and Kaur, 2013) and is not found
in a dictionary (Samanta and Chaudhuri, 2013). Real-word
errors happen when someone mistakenly types a correctly
spelt word but another was intended, which could be mean-
ingful but is not appropriate for the sentence structure (Is-
lam and Inkpen, 2009).

2.2. Spelling errors caused by dyslexia
The mistakes in spelling made by dyslexic writers are

of a significantly higher level of severity than those of non-
dyslexic writers (Coleman et al., 2008). There are sev-
eral studies, for instance that of Fisher et al. (Fischer et
al., 1985), that used the categorization of words accord-
ing to the relation between their pronunciation and their
spelling. Their findings indicate that people suffering from
dyslexia are challenged more by words that necessitate
knowledge of a complex word structure than with words
that are learned through repetition or words whose spelling
is possible to predict (Moats, 1993).

Very often, words contain certain letters that are silent;
therefore, the correct form of the word needs to be first
learnt in order to produce the correct spelling of the word
on subsequent occasions. Examples of such words include
knife, knight, hour, etc. Another example might be the
word ‘musician’, which is derived from the word ‘mu-
sic’, yet the pronunciation of the ‘c’ in both words dif-
fers substantially. There are also certain words that modify
the spellings of their morphemes in the case of when af-
fixes are added: explain–explanation, miracle–miraculous,
etc. (Bourassa and Treiman, 2008).

The struggle of dyslexic writers with the relationship
between the sound of a word and its spelling represents a
considerable hindrance in the way they acquire the ability
to write in a systematic manner. In other words, their pre-
occupation with the morphology and phonetics of language
often prevents them from dealing with the peculiarities of
the language’s orthography (Korhonen, 2008). Regardless,
the degree to which dyslexic writers make errors is largely
determined by the nature of the writing system of the par-
ticular language in which they are writing (Lindgrén and
Laine, 2011).

It has been suggested that people suffering from
dyslexia face a substantial challenge in terms of ortho-
graphic spellings. A particular challenge for dyslexic stu-
dents at universities in this regard relates to words that are
exceptional or rare and thus do not belong to commonly
used vocabulary (Meyler and Breznitz, 2003). Even highly
skilled dyslexic students, who otherwise manage to do well
utilizing various simple phonological strategies, struggle
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with words that necessitate memorization (Kemp et al.,
2009).

It is assumed that this might be caused by an absence
of reading experience with dyslexic students, or by their in-
ability to preserve in memory orthographic symbols. Such
inability has been suggested to be connected to an inade-
quate visual memory insofar as dyslexic students find it dif-
ficult to remember the right order of letters in a word. Re-
search into this area has sometimes concluded that dyslexia
across languages and linguistic systems shares the same dif-
ficulty in phonological decoding (Aaron, 1989). However,
researching dyslexia across other orthographies may help
to understand how works across other languages, as well as
dyslexia on the whole (Abu-Rabia, 2001; Abu-Rabia et al.,
2003).

2.3. Spelling errors by Arabic writers with
dyslexia

Within research into dyslexia, there are a variety of lin-
guistic challenges that are particular to Arabic. Firstly, there
have been limited studies into dyslexia in Arabic, due to the
fact that dyslexia is not recognised in many Arabic cultures
to be a particular type of reading issue, and academic re-
search and interest in this area has been minimal. This is
despite a substantial effort on the side of educational fig-
ures and organisations to bring more attention to the exis-
tence of learning difficulties and special needs (Elbeheri et
al., 2006).

There have also been limited studies on spellings of
both regular readers and dyslexic readers in Arabic (Abu-
Rabia and Sammour, 2013).

One study by Abu-Rabia and Taha (2004) examined
the spelling mistakes observed in speakers and writers
in Arabic, both dyslexic and aged-matched readers. This
showed seven types of errors that may be observed in the
three different types of participants (dyslexics, reading level
matched readers, and aged-matched readers) phonetic er-
rors. Alongside this, students may spell an Arabic word ac-
cording to how they hear it in the local spoken dialect of
Arabic which they use in their day-to-day life, rather than
using the correct Arabic spelling of it. Furthermore, semi-
phonetic errors, dysphonetic errors, visual letter confusion,
irregular spelling rules, word omission and functional word
omission.

They found that the misspellings and errors made by
the dyslexic group were comparable to those of the readers
who were matched by reading level, both in terms of fre-
quency and of type. The most frequent spelling errors were
phonetic. They also found that the types of spelling errors
made were related to the orthography being Arabic.

Abu-Rabia and Sammour (2013) examined the errors of
Arabic dyslexic students in comparison with age-matched
and spelling-level-matched regular students in two lan-
guages, Arabic and English. The spelling errors analysis
was based on four criteria: phonetic, semiphonetic, dys-
phonetic and word omission errors. In Arabic, the lack of
knowledge of spelling rules led to most of the phonetic
errors. The spelling mistakes consisted of the inability to
specify the correct form of the Hamzah, difficulty in writ-
ing the letters in the correct shape, and Hamzat-lwasl was

the most common spelling error. In addition, long vowel er-
rors and exchanging consonants were common. As a result,
the phonetic error type is the most notable error in Arabic.

3. Related Corpora
To date, the produced corpora of high quality are com-

monly found in most Latin-based languages, but similar
corpora based on Arabic remain a rarity (AbdelRaouf et al.,
2010). Furthermore, there is a noticeable absence of cor-
pora designed specifically for the needs of dyslexics. To
the best of our knowledge, there are two corpora used pri-
marily for dyslexic texts:

• The corpus employed by Pedler (2007) constructed a
spelling correction program that focuses on errors in
words made by those with dyslexia. This version com-
prises 3,314 English words accompanied by 363 corre-
sponding errors (Pedler, 2007). Structurally, this cor-
pus consists of homework, completed via Microsoft
Word, produced by a student in the third year of sec-
ondary school and saved prior to being spellchecked.
Furthermore, it includes two samples with errors that
were employed in a test comparing spellcheckers
(Mitton, 1996). Finally, this corpus comprises pieces
of creative writing composed during the 1960s by sec-
ondary school students with low levels of academic
ability (Holbrook, 1964). Developing a program capa-
ble of correcting errors in the writing of dyslexics ne-
cessitated increasing the size of the abovementioned
corpus to 21,524 words, with 2,654 errors and 800
real-word errors.

• The Spanish corpus (Dyscorpus), which was created
by Rello (2014), was collected from dyslexic children
aged between 6 and 15 years. The total of the texts
is 83: 54 from school essays and homework exercises
and 29 from parents of dyslexic children, with a total
of 1,171 errors. Moreover, the corpus was annotated
and creates a list of the unique errors from Dyscorpus.

It is worth highlighting at this point, a corpus that takes
into account the needs of Arabic dyslexics is missing.

4. Arabic Corpus of Dyslexic Texts
According to Sterling et al. (1998), the rate of mis-

spellings in the text is noticeably higher in the case of chil-
dren. Therefore, the texts were collected from female pri-
mary school students with dyslexia who have been taught
in resource rooms 1, been professionally diagnosed with
dyslexia and given an appropriate learning environment.
The collection resulted in Arabic texts composed by female
dyslexic pupils aged 8-10 years. These texts were initially
produced for native Arab-speaking students as writing ex-
ercises. These texts served as a platform for forming a cor-
pus comprising 1,067 words, with 694 errors. Thus, this

1 “A room in an ordinary school which students with special
needs attend for a period of not more than a half of the school day
for the purpose of receiving special education services from a spe-
cial education teacher.” (Ministry of Education of Saudi Arabia,
2002)
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attempt has the character of a preliminary version of the
Bangor Dyslexic Arabic Corpus (BDAC), which aims to
investigate the possibility of a corpus being used as an aid
for Arabic dyslexic writers. Figure 1 2 is an example of a
portion of one of the texts used in this research.

Figure 1: Screenshot of a scanned image of one of the texts
written by a dyslexic female child (nine years old).

The abovementioned example included basic errors. Table
1 shows the wrong and correct forms of words as taken
from Figure 1:

Type of error Error Correct Explanation

Substitution �
HC�

�
èC� ( �

H ) Instead ( �
è )

Insertion ©K. QË @ ©K. P@ Added (È )

Omission �
Iª»P

�
HAª»P Deleted ( @ )

Transposition �
�AªË@ ZA

�
�ªË@ (��

�
�A�� ) Instead ( A

�
��� )

Table 1: Errors and correct words from Figure1.

Table 2 presents numerical data regarding the corpus and its
composition. It lists the number of documents, characters,
words, sentences, paragraphs and errors for the dyslexic
texts.

Category Docs Chars Words Sent. Para. Errors
Words only 20 1646 357 – – 357
Sentences only 45 1577 380 64 – 192
Paragraphs 7 1292 330 30 7 145
Total 72 4515 1067 94 7 694

Table 2: Total number of documents, characters, words,
sentences, paragraphs and errors in the dyslexic texts.

Having analysed the BDAC corpus, the following types of
mistakes as detailed below were evident. The first four are
basic spelling errors and the remaining errors were also,
found in the corpus.

1. Omission had the highest number of occurrences (191
times). The common omission word is hamzah . Stu-
dents often forget to write hamzah (Z) either on the top

of the letter(

@) or at the end of a word, such as in the

example of (ZA
	
JK.). In total, there were 168 mistakes of

this type.

2. Insertion (64 times).

2Approximate translation : Isha prayer consists of four rakats

3. Substitution (47 times). The replacement of ( è) to (
�
è),

which is due to the similarity in their sounds, for ex-
ample the incorrect form ( èQ�


�
J») and its correct form

(
�
èQ�


�
J»). In total, this type of error was registered 79

times in the corpus. This error is again based on mis-
takenly changing (

�
è) or ( è) with the letter (

�
H), pre-

sumably caused by the similarity in their sounds. An
example of this error can be seen in (

�
IJ
ËA

	
«), whereas

the correct form is (
�
éJ
ËA

	
«). There were 28 errors of this

type in the corpus. This was followed by the replacing
of (

�
H) with the letters (

�
è) or ( è), which is caused by

the similarity in their sounds. For illustration of this
type of error, one can look at (

�
éjJ.�


@), whose correct

form is (
�

Ij�. �

@). This kind of error occurred nine

times in the corpus represented by exchanging the let-
ter (

	
�) with (

	
 ) or vice versa. An example of this

type of error is (QîD
	
�Ó) and its correct form is (Qê

	
¢Ó).

This type of error occurred eight times in the corpus..

4. Transposition (19 times).

The Arabic system of writing necessitates the
use of a group of symbols in a form of diacritics that
are found either on top of or below letters to express a
particular kind of gemination, case, or silence (Béland
and Mimouni, 2001)

5. Long vowel ‘ A�� , ù�� ’ (both pronounced as /a:/),

‘ù


�’ (pronounced as /i:/) and‘ñ�� ’ (pronounced as

/u:/)(Zitouni et al., 2006). In the case of this corpus,
an error of this type was observed 18 times. It should
be noted that this type of error is critical as long
vowels are formed through a combination of ‘ù



�� , A��

’and ‘ñ��’ .

There are two types of short vowels:

6. Damma stands for the /u/ sound and is marked by a
symbol (

�
@)(Zitouni et al., 2006). The analysis of this

corpus revealed that students often mistakenly used
the letter (ð) to indicate damma, like for example

(ú



�
æ

	
«ñË) instead of (ú




�
æ

	
ª

�
Ë) . The total number of words

containing this type of error was 11.

7. Kasra indicates the /i/ sound and and is marked by
a symbol (@�) (Zitouni et al., 2006).Through analyzing
the corpus, it was possible to observe that some stu-
dents made an error in using the letter (ø



) in place

of kasra, for example (PAÒJ

�
K) instead of (PAÖ

�
ß�). In total,

there were 18 words that included this type of mistake.

8. The term Tanween denotes a situation where a short
vowel is put on the last letter of a word to indicate the
N sound (Zitouni et al., 2006). Arabic distinguishes
between three types of tanween diacritics: tanween
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al-fatha, tanween al-damma and tanween al-kasra. It
should be highlighted that it is quite common for a
dyslexic student to replace (tanween) (

��
è) with the let-

ter N, as in (
	á�
�
�
®
�
K) where the correct form is (

�
é
�
®

�
K).

There were 34 instances of this type of error.

5. Towards Automatic Correction of
Dyslexic Errors

This study also attempted to investigate the possibil-
ity of utilizing automatic natural language processing tech-
niques as a form of assistance for Arabic dyslexic writers.

TMT is a software package designed specifically to con-
duct tasks revolving around compression, text categorisa-
tion and correction, and segmentation of the text (Teahan,
2016). The toolkit was used to correct a small number of
the dyslexic errors using a method that was similar to the
method described by Alhawiti (Alhawiti, 2014) found ef-
fective for the correction of errors in Arabic OCR text.
First, it was crucial to choose a large training corpus of
Arabic text to train the compression-based language model
created by the toolkit.

After researching suitable corpora, the Bangor Arabic
Compression Corpus (BACC) created by Alhawiti (Alhaw-
iti, 2014) was chosen. Due to the current limitations of the
TMT software, the correction of the dyslexic texts was ap-
plied just for one-to-one character errors using the toolkit’s
markup correction capabilities that was able to find the
most probable corrected sequence given the compression-
based language model. Full details of the correction tech-
nique that was used is provided in Alhawiti’s thesis (Al-
hawiti, 2014).

5.1. Experimental Results
As stated, based on the limitations regarding the use

of the statistical TMT software, the results for this method
are based just on one-to-one character errors. Prior to this
experiment, all errors containing more than one character
were removed with the result that the total number of errors
in the BDAC corpus that were able to be corrected dropped
from 694 to 280.

The documents in the BDAC are divided into word, sen-
tence and paragraph types. For word type documents, the
total numbers of errors are equal to 153. The results show
that the TMT software was able to correct 99 of the one-
to-one character errors in these documents. In the case of
sentence type documents, there are 80 errors and the TMT
software was able to correct 49 of them. For paragraph type
documents, there are 47 errors and the software was able to
correct 39 of them. The overall results for corrections was
67% (correcting 187 out of 280 errors) meaning that the
TMT software was able to correct more than half of the
one-to-one character errors.

6. Future work
Currently, work is continuing on extending the corpus.

In order to minimize difficulties faced when collecting the
preliminary version of Bangor Arabic Dyslexia Corpus,
fieldwork was undertaken in KSA and currently around
9000 words of text written by dyslexia students has been

collected. Some of the texts come from tests whilst other
texts were taken from children’s homework.

All of these texts were collected from the Resource
room. With the analysis of the further texts, there are er-
rors similar to those mentioned in section 4. whilst there
are also further odd errors such as:

Figure 2: Further errors caused by dyslexia in Arabic texts.

As shown in Figure 2, the student wrote the shape of the
letter (ø



) as if it was at the end of the word. The correct

shape should be (�K
) because the letter is in the middle of
the word.

7. Conclusion
This paper illustrated the process of building a new cor-

pus, which is now available for public use via the author’s
blog mahaalamri.wordpress.com. The research in
this area is compounded by a general lack of any Arabic
corpus specifically comprising dyslexic errors. The overall
size of the BDAC corpus has currently reached 9000 words.
Regarding the relative small size of this corpus, this can
be explained by the absence of easily available texts com-
posed by dyslexics. Regardless of its limited size, the cor-
pus used in this study offers a useful platform for analysing
dyslexic errors made in the Arabic language whilst provid-
ing a better understanding of the occurrence of these errors
and the factors determining such occurrences and therefore
it is suitable for assisting dyslexic writers. Furthermore, this
corpus can serve as a platform for other researchers to build
upon. It can be used as a first step in developing a much
larger corpus.

This study also attempted to investigate the possibil-
ity of utilizing natural language processing techniques as
a form of assistance for Arabic dyslexic writers and some
initial success was achieved in the automatic correction of
dyslexic errors in Arabic text. In future work, it requires
considerably more resources and effort to extend the cor-
pus to include more text for analysis (such as to include
Arabic texts written by people of different genders, ages
and education).
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Abstract
In this paper, We introduce MANDIAC, a web-based annotation system designed for rapid manual diacritization of Standard Arabic text.
To expedite the annotation process, the system provides annotators with a choice of automatically generated diacritization possibilities
for each word. Our framework provides intuitive interfaces for annotating text and managing the diacritization annotation process. In
this paper we describe both the annotation and the administration interfaces as well as the back-end engine. Finally, we demonstrate that
our system doubles the annotation speed compared to using a regular text editor.

Keywords: Arabic Diacritization, Annotation, Tool

1. Introduction
Modern Standard Arabic (MSA) script employs a writing
system that is typically under-specified for short vowels and
diacritical marks (for ease of exposition, both are referred
to here as diacritics), for the most part, words are written as
a sequence of consonants and long vowels.1 The absence
of diacritics in text adds another layer of lexical and mor-
phological ambiguity to the natural ambiguity present in
language. While such ambiguity rarely impedes proficient
speakers, it can certainly be a source of confusion for be-
ginning readers (Abu-Rabia, 1999). Hence, having explicit
diacritics on text is useful for several Natural language Pro-
cessing (NLP) applications as well as text readability and
understanding.
From statistical NLP perspective, the two universal prob-
lems that affect the performance of several tools and tasks
are: (1) sparseness in the data, where not enough instances
of a word type is observed in a corpus, and (2) ambiguity,
where a word has multiple readings or interpretations. The
examples given in Table 1 show the six possible pronuncia-
tions and meanings for the undiacritized form of the Arabic
word Q»

	
X.

Much work has been done on automatic Arabic diacritiza-
tion (Vergyri and Kirchhoff, 2004; Kirchhoff and Vergyri,
2005; Zitouni et al., 2006; Diab et al., 2007; Rashwan et
al., 2011; Shahrour et al., 2015; Abandah et al., 2015). De-
signing and implementing methods to automatically assign
diacritics to each letter in a word requires a large amount
of manually annotated training data. Most of the reported
systems are trained using Arabic Treebanks (Maamouri et
al., 2010). However, to adapt for different genre and di-

1Only Classical Arabic texts such as religious texts (e.g.,
Quranic texts) are written with full explicit diacritic specification.
Diacritics are used to minimize chances of reciting them incor-
rectly.

alects there is a need for creating new datasets which is
time-consuming and arduous as it places heavy demands on
human annotators for maintaining annotation quality and
consistency (Stenetorp et al., 2012).
To alleviate some of the burden, we describe the design
and implementation of our web-based annotation system,
MANDIAC, developed to help expedite the manual dia-
critization task and reduce manual annotation errors. The
MANDIAC framework provides intuitive interfaces for
both managing the annotation process and performing the
annotation tasks.3

To the best of our knowledge, there exist no tools or web in-
terfaces dedicated for large-scale manual diacritization an-
notation. As opposed to raw text editors, our system pro-
vides facilities for managing thousands of documents, dis-
tributing tasks to tens of annotators and evaluating inter-
annotator agreement (IAA), thereby allowing for seamless
quality control of the annotation process. Additionally, we
demonstrate that our system doubles the annotation speed
compared to using a basic text editor. In these respects,
MANDIAC architecture is based on QAWI (Obeid et al.,
2013) a token-based editor, developed to manually correct
spelling errors in Arabic text for the Qatar Arabic Lan-
guage Bank (QALB) project, a large-scale manually anno-
tated Arabic text correction project (Zaghouani et al., 2014;
Zaghouani et al., 2015; Zaghouani et al., 2016b; Mohit et
al., 2014; Rozovskaya et al., 2015).
The remainder of this paper is organized as follows. In Sec-
tion 2., we present our annotation web interface; Then,we
describe the design and architecture of our annotation sys-
tem in Section 3.; We demonstrate in Section 4. that our
system provides a significant increase in annotator produc-
tivity.

3This annotation interface will be made available
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Undiacritized Diacritized Buckwalter2 English
Q»

	
X �Q

�
»

�	
X /*akara/ He mentioned

Q»
	
X �Q»�

�	
X /*ukira/ It was mentioned

Q»
	
X �Q

��
»

�	
X /*ak ˜ara/ He reminded

Q»
	
X �Q

��
»

�	
X /*uk ˜ira/ It was reminded

Q»
	
X �Q

�
»

�	
X /*akaruN/ Male

Q»
	
X �Q»

	
X� /*ikoruN/ Prayer

Table 1: Possible pronunciation and meanings of the undiacritized Arabic word Q»
	
X

2. Annotation Web Interface
In this section we present the annotation web interface
which will be used to carry out the annotation process.

2.1. Annotation Interface
The MANDIAC interface was designed to accommodate
large scale manual and semi-automatic diacritization task.
The system was created to be a token-based editing tool
(see Figure 1). However, instead of performing corrections
on text directly, we use MADAMIRA (Pasha et al., 2014),
a system for morphological analysis and disambiguation of
Arabic texts, to compute a ranked list of diacritizations for
each token. MADAMIRA uses a morphological analyzer to
produce, for each input word, a list of all possible analyses.
Then it applies a set of models to produce a prediction, per
word in context, for different morphological features, such
as POS, lemma, gender, number or person. A ranking com-
ponent scores the analyses produced by the morphological
analyzer using a tuned weighted sum of matches with the
predicted features. For MADAMIRA top-scoring analysis,
the word error rate for the diacritization task is 5.5% if we
ignore the diacritization error on the last word letters. Last
word letters diacritics are related to case and mood. For
most of the cases, it can be one of three possible diacrit-
ics; ’a’,’u’ or ’i’ for definite noun case; ’F’ ,’N’ or ’K’ for
indefinite noun case; or ’a’, ’u’ or ’o’ for verb mood. Ac-
cordingly, we restrict the diacritization choices presented to
the annotators to the top three unique MADAMIRA analy-
ses as this guarantees the correct diacritization will be one
of the candidates for 94.5% of the cases. An option to man-
ually edit a token is available in the case where none of the
precomputed candidates is correct (see Figure 2).
Furthermore, the token editor (Figure 3), using regular
expressions, insures only Arabic diacritics are added, re-
moved, or modified. This added a significant consistency
checks in terms of annotators usage.
Finally, the annotation interface, illustrated in Figure 1, pro-
vides annotators with a few extra utilities such as:

• Undo and redo buttons;

• A timer to help the annotator measure her/his speed;

• A link to the annotation guidelines;

• A counter that tracks the number of words that are yet
to be annotated;

• Highlighting to differentiate between tokens that have
been or are yet to be annotated and those that should
not be annotated (such as digits, punctuation);

• The option to flag documents with issues such as bad
format, poor writing quality or dialectal usage. This
will alert the annotation manager about the issue.

2.2. Annotation Management Interface
The annotation management interface is used by the anno-
tation manager to organize the entire annotation workflow
such as adding user accounts, uploading and assigning files,
tracking the annotation and annotation evaluation using au-
tomatic Inter-annotator agreement measures.

User Accounts Management: The user accounts man-
agement menu allows the annotation workflow manager to
add and remove user accounts, add users to specific anno-
tation groups, compute the user activity log with detailed
statistics as shown in Figure 4.

Annotation workflow Management: The annotation
workflow management interface is designed to assist the
annotation manager in the following annotation workflow
operations: (a) uploading files, (b) organizing files by
project, (c) file assignment to a designated group of anno-
tators, (d) file management operations such as adding files,
removing files and viewing files.
Finally, in order to help the annotation manager to track
the annotation progress, completed tasks are highlighted
in green while pending tasks are highlighted in yellow as
shown in Figure 5 and Figure 6.

Evaluation and Monitoring: In addition to the annotator
and file management, MANDIAC’s management interface
allows to evaluate inter-annotator agreement and compare
the annotations produced by each annotator to a gold refer-
ence, in order to monitor the quality of annotations during
the life cycle of each project. We use various evaluation
metrics such as the Word Error Rate (WER) and the Dia-
critics Error Rate (DER) on a randomly assigned blind files
on 10% of the data.

3. System Design and Architecture
3.1. General Architecture
The MANDIAC system is a Web application composed
of four major components: the back-end server, the
MADAMIRA toolkit, the annotation interface, and the
management interface. The back-end server provides an
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Figure 1: An example of a sentence, as displayed in our annotation interface

Figure 2: An example of a token with possible diacritiza-
tions, in our interface

Figure 3: A screenshot of the token editor in MANDIAC

HTTP REST API through which the management and an-
notation interfaces interact with the server. These interac-
tions all occur using JSON objects allowing for great flexi-
bility (discussed in Section 3.2.).
The back-end server also uses HTTP requests to ob-
tain precomputed diacritizations from MADAMIRA.
MADAMIRA has the advantage of running as a server al-
lowing us to process documents faster than using the com-
mand line interface as MADAMIRA’s large models only
need to be loaded once on start-up.

3.2. Data Storage
All data in MANDIAC is stored on a single relational
database. Our database design uses a JSON blob to store
content, while utilizing various fields to store meta-data.
This allows for quick data search and retrieval and ensures
more flexibility in the content that can be stored. Conse-
quently, the front-end can be extended to support different
annotation modes without having to modify the back-end

Figure 4: User management interface in MANDIAC

significantly, if at all.

4. Experimental setup and evaluation
4.1. Annotation task description
Annotators are asked to fully diacritize each word. Our
annotation task is formulated primarily as a selection task
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Figure 5: Annotation task assignment interface

Figure 6: User-Task assignment interface

Figure 7: Component interaction diagram.

with minimal editing. Annotators are provided with a list
of automatically diacritized candidates and are asked to
choose the correct one, if it appears in the list. Otherwise,
if they are not satisfied with the provided candidates, they
are allowed to manually edit the word and add/replace the
correct diacritics. This technique is designed in order to
reduce annotation time, reduce annotator workload and es-
pecially reduce diacritization errors (Bouamor et al., 2015;
Zaghouani et al., 2016a).
For each word, we generate a list of vocalized candidates
using MADAMIRA. MADAMIRA achieves a lemmatiza-

tion accuracy of 99.2% and a full diacritization accuracy of
86.3%. We present the annotator with the top three candi-
dates suggested by MADAMIRA, where available, as illus-
trated in Figure 2.

4.2. Evaluation
To evaluate the efficiency of the MANDIAC system, we
assigned five annotators around 1,500 words each extracted
from the Penn Arabic Treebank (Maamouri et al., 2010).
Half of the words were annotated using a text editor while
the other half were annotated using our system. Table 2
shows the average speeds of both approaches in words per
hour. The results obtained clearly indicate that our system
allows annotators to double their annotation speed. This is
mainly due to the availability of the correct diacritization
as one of the offered options in most of the cases, in ad-
dition to the improved visual presentation compared to a
classical editor. Moreover, the annotators who used a text
editor introduced some errors and typos while editing the
text, on the other side, those who used our tool were pre-
vented of freely editing the text and produced a consistent
annotation since they are using a dedicated tool with a des-
ignated pull down menu showing a list of options to select
from or manually adding the diacritics while ensuring that
only diacritics are being added or removed.

Approach Speed (words/hour)
Classic text editor 302
MANDIAC system 618

Table 2: Comparison of average annotation speed.

Furthermore, we conducted several experiments (Za-
ghouani et al., 2016a) to compute inter-annotator agree-
ment (IAA) to evaluate the extent to which our trained an-
notators agree on the diacritics added for each word using
the MANDIAC tool on a portion of the corpus of contem-
porary Arabic (Al-Sulaiti and Atwell, 2006).
We measured IAA scores between two annotators by aver-
aging WER (Word Error Rate) over all pairs of words as
defined in (Snover et al., 2006). In this experiment, should
a single letter in a given word has a diacritization error, then
the whole word is considered as erroneous. Overtime, we
conducted three IAA iterations to check for possible anno-
tation consistency improvement using our tool. The results
given in Table 3 show a regular IAA improvement after
each iteration with a WER reduced to 9.31%. Note that the
higher the WER between two annotations, the lower their
agreement.

5. Conclusion
In this paper, we demonstrated a new token-based annota-
tion system for manual Arabic diacritization, MANDIAC.
We have shown that the system allows annotators to be
more productive, doubling their annotation speed, by pro-
viding them with precomputed diacritizations. In future,
we plan to release the tool and make it freely available to
the research community so it can be used in other related

19



CCA Corpus
WERiteration1 16.59
WERiteration2 12.09
WERiteration3 09.31

Table 3: Average WER obtained after each annotation iter-
ation on the CCA corpus (Zaghouani et al., 2016a).

annotation tasks that could benefit from precomputed an-
notations.
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S., and Tsujii, J. (2012). BRAT: A Web-based Tool
for NLP-assisted Text Annotation. In Proceedings of the
Demonstrations at the 13th Conference of the European
Chapter of the Association for Computational Linguis-
tics, pages 102–107, Avignon, France.

Vergyri, D. and Kirchhoff, K. (2004). Automatic Dia-
critization of Arabic for Acoustic Modeling in Speech
Recognition. In Proceedings of the Workshop on Com-
putational Approaches to Arabic Script-based Lan-
guages, pages 66–73. Association for Computational
Linguistics.

Zaghouani, W., Mohit, B., Habash, N., Obeid, O., Tomeh,
N., Rozovskaya, A., Farra, N., Alkuhlani, S., and
Oflazer, K. (2014). Large scale arabic error annotation:
Guidelines and framework. In Proceedings of the Ninth
International Conference on Language Resources and
Evaluation (LREC-2014), Reykjavik, Iceland, May 26-
31, 2014., pages 2362–2369.

Zaghouani, W., Habash, N., Bouamor, H., Rozovskaya, A.,
Mohit, B., Heider, A., and Oflazer, K. (2015). Cor-
rection annotation for non-native arabic texts: Guide-
lines and corpus. In Proceedings of the Association for
Computational Linguistics Fourth Linguistic Annotation
Workshop, pages 129–139.

Zaghouani, W., Bouamor, H., Hawwari, A., Diab, M.,
Obeid, O., Ghoneim, M., Alqahtani, S., and Oflazer, K.
(2016a). Guidelines and framework for a large scale ara-
bic diacritized corpus. In International Conference on
Language Resources and Evaluation (LREC 2016).

Zaghouani, W., Habash, N., Obeid, O., Mohit, B.,

20



Bouamor, H., and Oflazer, K. (2016b). Building an ara-
bic machine translation post-edited corpus: Guidelines
and annotation. In International Conference on Lan-
guage Resources and Evaluation (LREC 2016).

Zitouni, I., Sorensen, J. S., and Sarikaya, R. (2006). Max-
imum Entropy Based Restoration of Arabic Diacritics.
In Proceedings of the 21st International Conference on
Computational Linguistics and 44th Annual Meeting of
the Association for Computational Linguistics, pages
577–584, Sydney, Australia.

21



Toward an Arabic Punctuated Corpus:
Annotation Guidelines and Evaluation

Wajdi Zaghouani1 and Dana Awad2

1Carnegie Mellon University in Qatar
wajdiz@qatar.cmu.edu
2The Lebanese University
danaawad@hotmail.fr

Abstract
We present our effort to build a large scale punctuated corpus for Arabic. We illustrate in details our punctuation annotation
guidelines designed to improve the annotation work flow and the inter-annotator agreement. We summarize the guidelines
created, discuss the annotation framework and show the Arabic punctuation peculiarities. Our guidelines were used by
trained annotators and regular inter-annotator agreement measures were performed to ensure the annotation quality. We
highlight the main difficulties related to the Arabic punctuation annotation that arose during this project.

Keywords: Punctuation Annotation, Arabic Language, Guidelines, Evaluation

1. Introduction
Punctuation can be defined as the use of spacing and
conventional signs to help the understanding of hand-
written and printed texts. Punctuation marks are used
to create sense, clarity and stress in sentences and also
to structure and organize text.
Punctuation rules vary with language and register.
Some punctuation aspects are of stylistic choices. For
a language such as Arabic, punctuation marks are rel-
atively a modern innovation since Arabic did not use
punctuation and it was mainly introduced via transla-
tion and through borrowing from European languages
as stated in (AlQinai, 2015) and therefore punctuation
rules in Arabic are not consistently used although its
becoming more popular in recent years. Asfour (2009)
discussed this issue in his book on Arabic punctuation
from which we cite the following quote:

“There is no doubt that Arabic has bor-
rowed certain writing styles from foreign
languages through translation, but the es-
tablishment of rules for Arabic punctuation
does not depend on the various transla-
tions done by such and such translators, but
mainly on what is commonly accepted by the
Arabic writers.” Asfour (2009)

Attia et al. (2014) investigated the punctuation use
in the parallel English/Arabic Gigaword corpus and
found that around 10% of tokens in the English Giga-
word corresponded to punctuation marks, while it is
only 3% tokens in the in the Arabic counterpart.

From a Natural Language Processing (NLP) perspec-
tive, punctuation marks can be useful in the automatic
sentence segmentation tasks, since sentence bound-
aries and phrase boundaries can be estimated based
on punctuation marks. Moreover, as shown by a num-
ber of studies e.g., (Furui et al., 2004; Jones et al.,
2003; Matusov et al., 2007), the absence of punctua-
tion can be confusing both for humans and computers.
Jones et al. (2003), for example, showed that sentence
breaks are critical for text legibility. Furthermore,
many NLP systems trained on well-formatted text of-
ten have problems when dealing with unstructured
texts. Furui et al. (2004) showed that speech summa-
rization improves when the sentence boundaries were
available. Also, Matusov et al. (2007) showed that use
of punctuation is beneficial for machine translation.

In order to build robust automatic punctuation sys-
tems, large scale manually punctuated corpora are
usually needed. In this paper, we present our effort
to build a large scale punctuated corpus for Arabic.
We present our punctuation annotation guidelines de-
signed to improve the inter-annotator agreement. Our
guidelines were used by trained annotators and regular
inter-annotator agreement measures were done to en-
sure the annotation quality during the lifespan of the
project.

In the next sections, we briefly review the related work
(Section 2), describe our corpus and the punctuation
guidelines (Sections 3 and 4), and review our annota-
tion procedure (Section 5), then we present the evalu-
ation in Section 6.
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2. Related Work
Large scale manually punctuated corpora are not yet
widely available due to the high cost related to build-
ing such resources. We were able to locate some re-
lated works on punctuation annotation systems and re-
sources such as the lightweight punctuation annotation
system for the Arabic language built by Beeferman
et al. (1998) to automatically insert intra-sentence
punctuation into Arabic text. More recently, Attia et
al. (2014) developed a punctuation errors correction
tool based on a CRF (Conditional Random Fields)
classifier, and Mubarak and Darwish (2014) used two
approaches to restore punctuation marks in Arabic
text, in the first approach they used a simple statisti-
cal word-based system, and in the second approach a
conditional random fields (CRF) sequence labeler that
tries to recover punctuation based on Part-of-Speech
(POS) of the current word and also of the two previous
and following words. They used also word sequences
such as the current word, the previous or the next word
in the sentence.
For English, Spitkovsky et al. (2011) showed how
punctuation can be used to improve unsupervised de-
pendency parsing. They presented a linguistic analysis
to confirm the connection between English punctua-
tion and phrase boundaries in the Penn Treebank. The
Arabic punctuated corpus we present in this paper is a
part of a large scale manually error annotated project
described in the next section.

3. Corpus Description
In this work, we describe a 2 million words cor-
pus developed for the Qatar Arabic Language Bank
(QALB) project, a large-scale annotation effort cre-
ated to deliver a manually corrected corpus of errors
including punctuation errors for a variety of Arabic
texts (Zaghouani et al., 2014b; Zaghouani et al., 2015;
Zaghouani et al., 2016). The overreaching goal of
the punctuation annotation sub-task in this project is
twofold: correct the existing punctuation found in
text, then add the missing necessary punctuation when
needed. The corpus presented contains a variety of
text genres and sources: (a) user comments on news
websites (L1 corpus), (b) native speaker essays (L1
corpus) (c) non-native speaker essays (L2 corpus), (d)
machine translation output (MT corpus) as shown in
Table 1 . The user comments portion is 1.5 million
words corpus collected from AlJazeera.Net news.1

The comments are selected from the related news
stories. The native student essays corpus includes

1We thank AlJazeera.Net for granting the rights to use
the user comments from their website in our corpus.

151,000 words extracted from the Arabic Learners
Corpus (ALC) Alfaifi and Atwell (2012) and 66,000
words from the University Students Essays Corpus
(Alkanhal et al., 2012).
The non-native student essays corpus has 131,000
words selected from the Arabic Learners Corpus
(ALC) by Alfaifi and Atwell (2012) and 51,000 words
from the Arabic Learners Written Corpus (ALWC)
compiled by Farwaneh and Tamimi (2012) . The data
is organized by the students level (beginner, interme-
diate, advanced), learner type (L2 vs. heritage),2 and
essay type (description, narration, instruction).
Finally, the machine translation output corpus was
collected from English news articles covering 100,000
words extracted from the collaborative journalism
Wikinews website3. The corpus includes 520 articles
with an average of 192 words per article. The origi-
nal English files were in HTML format and later on
exported to a UTF-8 plain Text standard format so it
can be uploaded in the annotation tool. Afterwards,
the collected corpus was automatically translated from
English to Arabic using the Google Translate API paid
service 4.

4. Punctuation Annotation Guidelines
Punctuation errors are estimated to constitute 40% of
the errors in the QALB corpus, that is 10 times higher
than the 4% of punctuation errors found in the En-
glish data used in CoNLL 2013 Shared Task on En-
glish Grammatical Error Correction (Ng et al., 2013).
As mentioned earlier in this article, punctuation use in
English or French language is guided by a series of
grammar-related rules, while in other languages such
as Arabic, punctuation is a recent innovation as pre-
modern Arabic did not use punctuation (Zaki, 1995).
According to Awad (2013), there is an inconsistency
in the punctuation rules and use in Arabic, and omit-
ting the punctuation marks is very frequent. To cre-
ate our guidelines, we use the Arabic standard punc-
tuation rules commonly used today and described in
Awad (2013).
The annotation guidelines typically document the core
of the annotation policy. Our punctuation guidelines
focus on the types of punctuation errors that are tar-
geted and they describe how the correction should be
done and also when new punctuation marks should be
added. Many annotated examples are provided in the

2Heritage learner is generally used to describe a person
learning a language and who has some proficiency in or he
is culturally connected to that language through country of
origin or family.

3https://en.wikinews.org
4https://cloud.google.com/translate
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Corpus Type Source Size
News Comments (L1) Aljazeera.Net 1500
Native Students Essays (L1) Arabic Learners Corpus (Alfaifi and Atwell, 2012) 151
Native Students Essays (L1) University Students Essays (Alkanhal et al., 2012) 66
Non-Native Students Essays (L2) Arabic Learners Corpus (Alfaifi and Atwell, 2012) 131
Non-Native Students Essays (L2) Arabic Learners Written Corpus (Farwaneh and Tamimi, 2012) 51
Machine Translation Output Wikinews (English-Arabic MT) 100

Table 1: Corpus types and sources used in the QALB project. The size is displayed in K-words.

guidelines to illustrate the various annotation rules and
exceptions.
Since the Arabic punctuation rules are not always
clearly defined, we adopted an iterative approach for
developing the guidelines, which includes multiple re-
visions and updates needed for the different rounds of
of annotation in order to reach a consistent set of in-
structions. In order to help the annotators deal with
some complex punctuation rules, we wrote a summary
of the most common punctuation marks rules in Ara-
bic as an appendix to the guidelines.
Furthermore, we instructed the annotators to convert
any Latin punctuation sign to the equivalent Arabic
sign when applicable. In particular, we instructed
them to use always the Arabic comma ,, the Arabic

Semicolon ; and the Arabic question marks ? instead
of the English equivalent punctuation marks. The
punctuation annotation guidelines are published as a
technical report (Zaghouani et al., 2014a) and they are
currently available for download from the Qatar Ara-
bic Language Bank project web page.5

The rules of punctuation vary with the language and
the register. Moreover, some aspects of punctuation
use vary from author to author, and can be considered
a stylistic choice. Punctuation errors are especially
present in student essays and online news comments.
This is mainly due to the fact that some punctuation
mark rules are still not clearly defined in Arabic writ-
ing references as explained previously. Table 2 shows
an example of two punctuation errors and their correc-
tions.
We created a set of simple rules for correcting punc-
tuation and adding the missing ones. Below, we list a
portion of the punctuation guidelines to illustrate some
of the most important punctuation marks used in Ara-
bic.

The Comma: The Arabic comma correction rules
state the following four uses as valid: (1) to sepa-
rate coordinated and main-clause sentences, usually

5http://nlp.qatar.cmu.edu/qalb/

Error ÐAªË@ @
	
Yë Q

	
¯A�


@ 	áË 	áºËð

	
J
� , É¿ Q

	
®�Ë@ I. k


@

Edit . ÐAªË @ @
	
Yë Q

	
¯A�


@ 	áË 	áºËð

	
J
� É¿ Q

	
®�Ë@ I. k


@

English I like to travel every summer but I won’t this year.

Table 2: Example of two punctuation errors. A comma is
used in the wrong place and the sentence does not end with
a period.

between short sentences, in order to specify that there
is a continuation in the topic; (2) during enumeration
to avoid repetition; (3) to provide an explanation or
a definition of the previous word; and (4) to separate
between parts of the conditional sentences. Further-
more, while English places commas between adjec-
tives of equal weight, Arabic uses zero punctuation or
the optional coordination conjunction wa ð ‘and’. In
other cases, a lexical substitute is inserted instead of
the comma. For example the Arabic expression: 	

à

@ B@



’except that’ can be used to replace the comma.

The Period: The Arabic period or full stop is used
at the end of declarative sentences and it is similar to
the common use in other languages such in English.

Semi-Colon: In Arabic the semicolon is called
Fasila Manquta, literally meaning a dotted comma and
is written inverted. In general, Arabic semi-colons are
used to indicate that what follows the semicolon is ex-
plaining, elaborating, or justifying what precedes it. It
can also be used in the following two cases: It can be
used between two phrases, in which the first phrase
causes the second. And it can be used in two phrases,
where the second is a reason for the first. In our
guidelines and according to Newmark (1984), Arabic
semicolon is also used between two parallel sentences
bearing similarity or contrast. In a similar way to the
Arabic comma, the Arabic semicolon can be substi-
tuted to a coordination conjunction wa ð ’and’.

The Colon: The most common use of the colon is to
inform the reader that what follows the colon proves,
explains, or lists elements of what preceded it. Be-
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low is a restricted list of when the colon may be used
during the annotation.

1. Following a dialogue or a conversation as in
? @

	
Yë ½Ë 	áK



@ 	áÓ : é

�
JË


A� ‘I asked him: from

where you got this?’.

2. To enumerate the classes or the types of
related objects as in the following example
. . . . úæ

	
�Ó ÐñK
 :

�
é
�
KC

�
K QëYË@ ÐAK



@ ‘the days of life are

of three types : a day that passed...’.

3. Following some specific Arabic expressions such
as �

éJ
ËA
�
JË @ ’the next’ and ú



ÎK
 AÓ ‘what comes next’.

4. In the case of citations introduced in the text.

The Question mark: This punctuation mark re-
places the period at the end of an interrogative sen-
tence. Arabic question mark may be used when there
is an Arabic interrogative particle in the sentence such
as 	áÓ ‘who’, ú

�
æÓ ‘when’, 	

J
» ‘how’ and 	áK



@ ‘where’

as in the following examples: ? @
	
Y» ÈA

�
¯ 	áÓ ‘Who said

such and such?’ ? É�
�
� ú

�
æÓ ‘When will you arrive?’

? ÉÒª
�
K

	
J
» ‘How it works?’ ? ¼ñ

	
k


@ 	áK



@ ‘Where is

your brother?’.

The Exclamation Mark: The exclamation mark is
usually used after an interjection or exclamation to in-
dicate strong feelings or high volume (shouting), and
often marks the end of a sentence. In Arabic, the
exclamation mark may be used in a similar way to
the English as in the following example: ! ©


K @P @

	
Yë Õ»

‘How wonderful!’.

5. Annotation Procedure
The lead annotator acts as the annotation work-flow
manager in this project. He frequently evaluates the
quality of the annotation, monitor and reports on the
annotation progress. A clearly defined protocol is set,
including a routine for the annotation job assignment.
The lead annotator is also responsible for the corpus
selection and normalization process, besides the anno-
tation of the gold standard files to be used to compute
the Inter-Annotator Agreement (IAA) portion of the
corpus needed to control the quality of the annotation.
The annotators in this project are five Arabic native
speakers university graduates with good Arabic lan-
guage background. To ensure the annotation consis-
tency, an extensive training phase for each annotator
was conducted. During the training phase, various
meetings were organized to have the annotators read

the guidelines in groups and practice various annota-
tion tasks before discussing issues raised during the
training.
Afterwards, the annotator’s performance is closely
monitored during the initial period, before allowing
the annotator to join the official annotation produc-
tion phase. Furthermore, a dedicated on-line discus-
sion group is frequently used by the annotation team
to keep track of the punctuation questions and issues
raised during the annotation process, this mechanism,
proved to help the annotators and the lead annotator to
have a better communication.
The annotation itself is done using a web annotation
framework built originally for the manual correction
annotation of errors in the QALB project (Obeid et
al., 2013). This project framework includes two major
components:
1. The annotation management interface used to assist
the lead annotator in the general work-flow process.
The interface allows the user to upload, assign, moni-
tor, evaluate and export annotation tasks.
2. The annotation interface is the actual annotation
tool (Figure 1), used by the annotators to do the man-
ual correction of the Arabic text and to add the missing
punctuation or correct the existing ones. As shown
in Figure 1, edited words and punctuation marks are
highlighted in blue.
All the annotation history is recorded in a database
and can be exported to an XML export file to keep a
trace of the entire correction actions for a given file as
shown in Figure 2.

6. Evaluation
To evaluate the punctuation annotation quality, we
measure the inter-annotator agreement (IAA) on ran-
domly selected files to ensure that the annotators are
consistently following the annotation guidelines. A
high annotation agreement score is a good indicator
of the data quality.
The IAA is measured by averaging WER over all pairs
of annotations to compute the AWER (Average Word
Error Rate). In this evaluation, the WER measures
the punctuation errors against all existing punctuation
marks in the text. The IAA results shown in Table 3
are computed over 10 files from each corpus (30 files
and 4,116 words total) annotated by at least three dif-
ferent annotators. As seen in the table 3, we noticed
an improvement over time of the agreement, since the
project started with the L1 corpus, then the L2 corpus
and finally the MT corpus. This can be explained in a
way by the experience gained overtime by the annota-
tors during the project and also by the frequent guide-
lines updates done to simplify the punctuation guide-
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Figure 1: The annotation interface. Edited words are highlighted in blue.

Figure 2: Extract of output file showing some punctuation correction action history

lines. Moreover, we noticed a much higher agree-
ment with the MT corpus. A closer analysis revealed
that this was caused by a much less occurrence of the
comma in the MT corpus as compared to L1 and L2
corpus as seen in Table 4. Indeed the comma punc-
tuation mark is not always clearly marked in many
cases and it can be substituted by the Arabic conjunc-
tion wa ð ’and’. Furthermore, the MT corpus has a
much higher occurrence of the period mark which is
considered easier to edit. Overall, the results obtained
showed that the annotators are consistently following
the punctuation guidelines provided to them.

Corpus Average IAA Average WER
L1 Corpus 89.84 10.16
L2 Corpus 91.9 8.1
MT Corpus 93.78 6.22

Table 3: Average percent Inter-Annotator Agreement
(IAA) and the Average WER (AWER) obtained for the
three corpora.

Punctuation Mark L1 L2 MT
Comma 44.77% 45% 38%
Period 37% 40% 50%

Question Mark 8.79% 7.38% 4.50%
Exclamation Mark 4.89% 4% 3%

Colon 2.56% 2.12% 2.50%
Semi Colon 2% 1.50% 2%

Total 100% 100% 100%

Table 4: Distribution of each punctuation mark in the
three corpora.

7. Conclusions

We presented our method to create an Arabic manu-
ally punctuated corpus, including the writing of the
guidelines as well as the annotation procedure and the
quality control method used to verify the annotation
quality. We showed that there is a high variety in the
use of punctuation in Arabic texts and despite the ex-
istence of punctuation rules, the use of punctuation
in Arabic is highly individual and it depends on the
style of the author who may define his/her own use
of punctuation. The specific punctuation annotation
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guidelines presented in this paper helped to reduce the
variations in the punctuation use during the annotation
experiment.
The created resource has been already freely released
for the research community during the related shared
tasks we organized in recent years (Mohit et al., 2014;
Rozovskaya et al., 2015). We hope to receive feedback
from the community on the usefulness and potential
related applications of the resource.
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Abstract
Although there has been a surge of research on sentiment analysis, less work has been done on the related task of emotion detection.
Especially for the Arabic language, there is no literature that we know of for the computational treatment of emotion. This situation is due
partially to lack of labeled data, a bottleneck that we seek to ease. In this work, we report efforts to acquire and annotate a multi-dialect
dataset for Arabic emotion analysis.
Keywords: Arabic, emotion analysis, Arabic sentiment

1. Introduction
Compared to the related task of sentiment analysis, emo-
tion detection has not witnessed as much surge of research.
Detection of emotion is a useful task, as it can have many
practical applications. The following are only some exam-
ples:

• Opinion Mining: Emotion detection can enhance
opinion mining and sentiment analysis, providing
more nuanced insights into what social media users
feel about a given product, person, or organization. As
such, emotion detection provides an enriching compo-
nent beyond the mere binary valence (i.e. positive and
negative) of most sentiment analysis systems. Used
for mining user opinions, emotion analysis can be
valuable for industries doing market research, politi-
cians running campaigns, organizations’ expansion of
online user base, etc.

• Health and Wellness/Forensics: Emotion analysis
can be useful from a health and wellness perspective in
various ways. For example, it can be used for early de-
tection of certain emotional disorders such as depres-
sion. In addition, since emotions have been shown to
be contagious (Kramer et al., 2014), emotion genera-
tion can be used to improve the overall well being of
people by exposing them to desired emotions such as
happiness (e.g., over social networks) for example.

• Education: Synthetizing learners to the emotional as-
pects of automatically generated language units (e.g.,
words and phrases) can be instructive. Integrat-
ing emotionally-aware agents in intelligent computer-
assisted language learning, for example, should prove
useful and enhance the naturalness of the pedagogical
experience.

• Marketing: Since emotions play a significant role in
decision making (Bechara et al., 2000; Bechara, 2004;
Schwarz, 2000; Sanfey et al., 2003) and at least some
role in message propagation (Heath et al., 2001; Tan
et al., 2014), emotion-sensitive language generation

should be useful in advertisement in that it can cre-
ate messages with higher likelihood of appealing to
audiences.

• Security: Knowledge about the emotional stability of
online users can be used to deflect potential hazards
and anticipate potentially dangerous behaviors.

• Author Profiling: Emotion words can also be used
for author profiling. For example, (Meina et al., 2013;
Flekova and Gurevych, 2013; Farias et al., 2013; Bam-
man et al., 2014; Forner et al., 2013) have used emo-
tion words for predicting age and gender. In addi-
tion, (Mohammad and Kiritchenko, 2013) have used
emotion-based features to predict personality type.

Although there has been some work on detecting emotion
in English (e.g., (Strapparava and Mihalcea, 2007; Aman
and Szpakowicz, 2007)), there is currently no work that we
know of on treating emotion in Arabic. Detecting emotion
in Arabic should prove attractive, due to the strategic im-
portance of the language and its various varieties (Diab and
Habash, 2007; Diab et al., 2010; Habash, 2010) but also its
morphological richness (Abdul-Mageed et al., 2013; Diab
et al., 2004; Habash et al., 2009). One of the problems that
hinder progress toward building emotion detection systems
for Arabic is unavailability of labeled data. In this paper, we
seek to partially solve this issue: We present DINA, multi-
dialect, dataset for Arabic emotion analysis. In this context,
we report efforts to acquire and annotate a number of data
subsets for the six basic Ekman emotions (Ekman, 1992)
of anger,disgust, fear, happiness, sadness, and surprise.
The rest of the paper is organized as follows: Section 2.
is a review of related litrature, Section 3. is an overview
of DINA and its development, Section 4. is a detailed de-
scription of DINA and the various emotion categories, with
illustrating examples, Section 5. discusses contexts with no
emotion as well as those with mixed emotions, and Section
6. is a conclusion.

2. Related Work
In addition to Ekman’s (Ekman, 1992) 6 basic emotions of
anger,disgust, fear, happiness, sadness, and surprise, there
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Class ENG Arabic
Anger angry, resentful, etc. �

�
	
KAg , ¡

	
kA� , Õ

�
¯A

	
K , I.

	
�A

	
«

Disgust disgusted, nauseated, etc. 	
àA

	
P̄ @ ,

	
àA

	
Q̄

�
¯ ,

	Q

�Ò

�
�Ó , 	P 	Q

�
®

�
JÓ

Fear fearful, scared, etc. Pñ«
	

YÓ , ¨A
�
KQÓ , H. ñ«QÓ ,

	



KA

	
g

Happiness happy, joyful, etc. i. î
�
DJ.Ó ,PðQå�Ó ,

	
àAgQ

	
¯ , YJ
ª�

Sadness sad, sorrowful, etc. ÐñÒ
	
ªÓ , �


�
�
JJ.Ó , ��
ª

�
K , 	áK


	Qk

Surprise surprised, taken, etc. èðY
�

�Ó , Èñë
	
YÓ , Zú



k
.
A
	
®
�
JÓ ,

�
�ëY

	
JÓ

Table 1: Emotion seeds

are other classifications of emotions in the psychological
literature. For example, (Plutchik, 1980; Plutchik, 1985;
Plutchik, 1994) adds trust and anticipation to Ekman’s 6
basic types. (Francisco and Gervás, 2006) report work
on marking the attributes of pleasantness, activation, and
dominance in the genre of fairy tales. There is also a line
of work on ’mood.’ For example, (Bollen et al., 2011) re-
ports research on attributes like tension, depression, anger,
vigor, fatigue, and confusion, relating these to predicting
the stock market. (Pearl and Steyvers, 2010) describes
work on identifying attitudes and intentions, and discuss at-
tributes like politeness, rudeness, embarrassment, formal-
ity, persuasion, deception, confidence, and disbelief. (Mo-
hammad and Kiritchenko, 2015) report crawling a Twitter
corpus with 585 hashtags related to emotional states (e.g.,
excitement, guilt, yearning, and admiration) and describe
experiments using the data in the context of improving per-
sonality detection.
There is some literature describing emotion data collection
focused at English. For example, the SemEval-2007 Affec-
tive Text task (Strapparava and Mihalcea, 2007) [SEM07]
focused on classification of emotion and valence (i.e., pos-
itive and negative texts) in news headlines, with the as-
sumption that since news headlines are short and are usu-
ally written creatively to capture reader attention, they will
have emotions expressed in them. The headlines compris-
ing the data set are drawn from newspapers such as New
York Times, CNN, and BBC News, as well as from the
Google News search engine. The total size of the data set is
at 1,250 labeled headlines and are split into a development
data set consisting of 250 data points, and a test data set of
1,000 data points. The data were labeled via a Web-based
interface displaying one headline at a time, along with with
six slide bars for emotions. Given an emotion, a slide bar
has intervals set to [0, 100], where 0 means ”no-emotion”
and 100 represents ”maximum emotional” load. The inter-
val for the valence annotations was set to [-100, 100], where
0 represents a neutral headline, -100 represents a highly
negative headline, and 100 corresponds to a highly positive
headline.
In addition, (Aman and Szpakowicz, 2007) describe an
emotion annotation task of identifying emotion category,
emotion intensity and the words/phrases that indicate emo-
tion in blog post data of 4090 sentences and a system ex-
ploiting the data. To collect data where emotion is more
likely to be observed, they use a seed list of words ’com-
monly’ employed in the context of each of Ekman’s six ba-
sic emotions. For example, they use the words ”happy”,

”enjoy”, and ”pleased” as seeds for the ”happiness” emo-
tion, and ”afraid”, ”scared”, and ”panic” for the fear cate-
gory. They then crawl blog posts containing one or more
of each of the words in their seed list and present the data
for double annotations by four judges1 (one judge hence
labeled all the data and each of the three others labeled a
subset of the data). (Aman and Szpakowicz, 2007) point
out that the annotators received no training, but were given
samples of annotated sentences to illustrate the different
types of emotions and annotations required. In addition to
the six categories of emotions, annotators were asked to as-
sign two more tags (i.e., mixed-emotion and no-emotion in
a non-overlapping fashion (i.e., each sentence is assigned
only one of the eight tags). In addition, annotators were
required to assign emotion intensity tags from the set low,
medium, high to all emotion-carrying sentences (thus ex-
cluding sentences tagged with no-emotion). (Aman and
Szpakowicz, 2007) also ask annotators to identify emotion
indicators(i.e., spans of text of any length). The data set
ends up with 1,466 emotion-bearing sentences and 2,800
assigned ”no-emotion.”
Moreover, some researchers, e.g., (Qadir and Riloff, 2014;
Mohammad, 2012; Wang et al., 2012), use hashtags as
an approximation of emotion categories to collect emotion
data. Our approach is closest to this literature. However,
we use phrases instead of hashtags.
Finally, there has been a fair amount of work on the related
task of Arabic sentiment analysis and other social media
analysis tasks. For example, (Abdul-Mageed et al., 2011b;
Abdul-Mageed et al., 2011a) report social media analyses
of Arabic Twitter and YouTube data. (Abdul-Mageed and
Diab, 2011; Abdul-Mageed and Diab, 2012a; Refaee and
Rieser, 2014) describe efforts to collect and/or label social
media data for Arabic sentiment detection. (Abdul-Mageed
and Diab, 2012b; Abdul-Mageed and Diab, 2014; Badaro
et al., 2014) describe Arabic sentiment lexica, and (Abdul-
Mageed et al., 2011c; Abdul-Mageed et al., 2012; Abdul-
Mageed et al., 2014) describe Arabic sentiment detection
systems.

3. Development of DINA
The DINA corpus comprises Modern Standard Arabic
(MSA) and dialectal Arabic (DA) data crawled from Twit-
ter 2 between July and October, 2015. We use the Python

1We employ the two terms ”annotator” and ”judge” inter-
changeably.

2 https://twitter.com
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Library Tweepy 3 to collect a corpus of tweets with phrases
from a seed set of emotion words. More specifically, we
create a seed set of size < 10 phrases for each of the six
Ekman emotion types. In this approach, we collect only
tweets where a seed phrase occurs in the tweet body text.
Note this approach does not depend on hashtags and is only
conditioned on a given phrase occurring in the tweet text as
captured by a regular expression. Each phrase is composed
of the first person pronoun A

	
K @ (Eng. ”I”) + a seed word

expressing emotion (e.g., YJ
ª� [Eng. ”happy”]). Exam-
ples of the seeds words for each emotion type are provided
in Table 1. The seed phrases are chosen such that they
capture data representing various Arabic dialects, which is
what we observe in the collected data set 4. For the current
work, we select 500 tweets with seeds from each of the 6
Ekman categories of emotion, for a total of 3,000 tweets
that are chosen from a wider pool of in-house twitter cor-
pus. It is noteworthy that we remove duplicates from the
wider pool of tweets using a simple Python script that 1)
compares the tweet ID, and 2) removes all no alphabetical
character, white space, ”rt” characters, and usernames, and
finally compares the identity of the tweet body. A man-
ual evaluation shows this method to successfully solve the
problem of tweet duplicates to a considerable extent. To en-
sure acquiring a duplicate-free dataset, however, all remain-
ing duplicates are removed manually before we choose the
500 tweets belonging to each class. To test the utility of
this phrase-based approach for collecting emotions, we ask
each of two judges to label the data set of 3,000 tweets. We
describe the annotation task next.
Since we wanted to capture emotion intensity in the data,
we decided to include three intensity tags similar to (Aman
and Szpakowicz, 2007)’s ”Low,” ”Medium,” and ”High”
tags; we call them ”weak,” ”fair,” and ”strong.” Realizing
that there could be cases that carry no emotion, even with
the existence of our phrase seeds, we needed to include a
”no-emotion” tag. In addition, we suspected we may need
a ”mixed-emotion” category, since there could be mixed
emotions in a single tweet. In order to test the need for both
the ”no-emotion” and ”mixed-emotions” tags, we labeled
100 random data points and found that these included 7%
that would be tagged with either of these tags and all of the
7% indeed carry no emotion at all. For this reason,and in or-
der to reduce cognitive overload during the annotation pro-
cess, we combined the ”no-emotion” and ”mixed-emotion”
tags as a ”zero” tag. 5 The tagset employed is thus the
set {zero, weak, fair, strong}. Given a tweet with an emo-
tion belonging to one of the 6 Ekman categories, annotators
were asked to decide whether the tweet belongs to the re-
spective emotion (and hence assign an intensity tag) or not
(and hence assign the ”zero” tag). As such, for cases where
the respective emotion the seed phrase is meant to capture is

3 http://www.tweepy.org
4Another possibility would be combine this approach with the

tweet geo-location anduse a dialect identification tool to recognize
the dialect of a given tweet, and we plan to attempt this in the
future.

5This is different from (Strapparava and Mihalcea, 2007) who
drop the ”mixed” category altogether, although they instruct an-
notators with examples of mixed emotions.

not correct, the judge should assign the ”zero” tag. This in-
cludes examples where a tweet possibly expresses an emo-
tion other than what the seed phrase is intended to capture
or sarcastic tweets. We provided annotators with guidelines
covering these cases as well.
The two annotators are native speakers of Arabic with post-
graduate education, both with strong proficiency in Modern
Standard Arabic (MSA) and Egyptian Arabic. In addition
one of the annotators have native fluency in Levantine Ara-
bic and the other has native proficiency in Gulf Arabic. An-
notators were advised to consult each other, ask online, and
in their circles of friends on cases where a given dialect
was not intelligible. They were also provided several ex-
amples illustrating each tag. We measure overall agreement
between the two annotators in terms of Cohen’s (Cohen,
1960) Kappa and also calculate the percentage of per-class
agreement. Cohen’s Kappa is calculated via defining a k
by k confusion matrix, in which an element fij defines the
number of cases Annotator A assigned a particular case to
category i and Annotator B assigned to j. As such, fjj is
the number of agreements for category j. Then (from (Alt-
man, 1991)) suppose:

Po =
1

N

k∑
j=1

fjj , (1)

ri =

k∑
j=1

fij ,∀i, and cj =
k∑

i=1

fij ,∀j, (2)

Pe =
1

N2

k∑
i=1

rici, (3)

where Po is the observed proportional agreement, ri and cj
are the row and column totals for category i and j, and Pe

is the expected proportion of agreement. Cohen’s Kappa K
is then calculated as: (4).

κ =
Po − Pe

1− Pe
. (4)

4. DINA Properties

Kappa (K) % Emotion
Anger 0.68 83.50%
Disgust 0.33 92.30%
Fear 0.23 98.90%
Happiness 0.71 82.50%
Sadness 0.54 98.90%
Surprise 0.55 98.80%
Average 0.51 92.48%

Table 2: Agreement in fine-grained annotation and average
percentage of emotion

As Table 2 shows, annotators agreed to assign one or an-
other of the emotion intensity tags (i.e., ”weak,” ”fair,” and
”strong”) in 92.48% of the cases. This 92.48% agreement
reflects the effectiveness of the phrase-based seed approach
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for automatically acquiring emotion data. Table 2 also
shows that the judges disagreed to varying degrees when
choosing the specific positive emotion tag to assign, with
agreement as high as 0.71% in the case of happiness and as
low as 0.23% in the case of fear, and an average of 0.51%.
We now discuss further details related to each of the 6 types
of emotions.

4.1. Anger
Our annotators agree with a Cohen Kappa (K)= 0.68% on
the anger data. Related agreement on the different anger
categories is shown in Table 3. 6 Table 3 shows that the
most confused label is ”strong,” and that it is either con-
fused with ”fair” or ”weak.”
Examples 1-3 below illustrate the anger class:

ZERO WEAK FAIR STR Total
ZERO 78.75 20.00 1.25 0.00 16.00
WEAK 6.23 85.46 7.12 1.19 67.40
FAIR 1.35 9.46 81.08 8.11 14.80
STR 0.00 11.11 22.22 66.67 1.80
Total 17.00 62.40 17.40 3.20 100

Table 3: Agreement in anger annotation
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(1) Eng. ”I’m sorry. I didn’t mean to get nervous with
you and have you go to bed upset. It’s that I’m a bit
nervous and trouble-maker. I’m sorry for the second
time; I’d actually hope you won’t be upset because of
me.” (Tags: weak,weak)
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(2) Eng. ”I’m very angry, from head to toes, because
of all the days I have wasted [for you]. I was deceived
by you.” (Tags: fair,weak)
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(3) Eng. ”I’m displeased with Al-Hilal and I’m see-
ing it living its last season, unless it is saved from this
destiny the same way Faisal Ibn Turky has saved Al-
Nasr.” (Tags: fair,weak)

6The columns and rows labeled with ”Total” in the confusion
matrices show percentages of tweets assigned a given tag by the
respective judge.

4.2. Disgust
For data collected with the disgust seeds, the judges agree
with a Cohen Kappa (K)= 0.33%. Table 4 below shows the
related per-tag agreement percentages.

ZERO WEAK FAIR STR Total
ZERO 33.33 63.33 0.00 3.33 6.00
WEAK 8.55 83.85 5.23 2.38 84.20
FAIR 0.00 29.73 59.46 10.81 7.40
STR 8.33 50.00 16.67 25.00 2.40
Total 9.40 77.80 9.20 3.60 100

Table 4: Agreement in disgust annotation

Examples 4-8 illustrate the disgust class. It can be seen
from Table 4 that the most confused tag is ”strong” and
that it is confused with ”weak” and ”fair,” but also with
”zero.”
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(4) Eng. ”It was you who are calling for trouple by
mentioning me, really. I’m disgusted with all your
discourse, as they are clearly all boring anecdotes.”
(Tags: weak,weak)
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(5) Eng. ”Since my major is bothering me non-stop,
I hesitate when I pray to succeed. I’m too disgusted
to the extent that I don’t want to succeed.” (Tags:
fair,fair)
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(6) Eng. ”I’m not scared at all. All this should have
happened so that we at least see the true faces of many
people. I’m very disgusted, but neither scared nor
shocked.” (Tags: fair,fair)
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(7) Eng. ”Finally.. Man, I was truly disgusted of him.
Oh my God, may we not come to involve with this
mean people. When will Egypt be purged off these
people!” (Tags: strong,strong)

32



• . . . ��. Õº
	
JÓ

	
àA

	
Q̄

�
¯

�
�Ó A

	
K @ (8)

. . . éÊ¿ ÕËAªË @ 	áÓ
	
àA

	
Q̄

�
¯ A

	
K @

. . ú
	

æJ.k. A«
�

�Ó éJ

	

�PB@ èQºË@ Q
	

¢
	
JÓ

(8) Eng. ”I’m not disgusted with you. I’m disgusted
with the whole world. I don’t like the look and feel of
the whole earth planet.” (Tags: strong,strong)

4.3. Fear
The judges agree with a Cohen Kappa (K)= 0.23% on the
fear data. The related agreement on the different classes is
shown in Table 5. As Table 5 shows, that ”zero” is the
most confused label and that it is confused with ”weak” in
most of the cases, but also with ”strong.” Table 5 shows the
per-tag agreement on the fear data. It can be seen from the
Table that the most confused category is ”zero” and that it is
only confused with ”weak.” It can also be seen from Table
5 that there is perfect agreement on assigning the ”strong”
label.

ZERO WEAK FAIR STR Total
ZERO 11.11 88.89 0.00 0.00 1.80
WEAK 0.21 96.47 3.32 0.00 96.40
FAIR 0.00 62.50 37.50 0.00 1.60
STR 0.00 0.00 0.00 100 0.20
Total 0.40 95.60 3.80 0.20 100

Table 5: Agreement in fear annotation

Examples 9-11 illustrate the fear category.
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(9) Eng. ”I swear by the Almighty God, I am really
scared Reyal [Madrid] will come to lamenting all these
wasted opportunities.. I could get a coma as a result of
this, I swear!!” (Tags: weak,fair)
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(10) Eng. ”I’m scared, scared and under the threat of
the upcoming examinations.” (Tags: weak,fair)
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(11) Eng. ”.I swear, I’m really scared. We should lis-
ten to some songs so that we forget the soap opera.”
(Tags: strong,strong)

4.4. Happiness
For the happiness fine-grained tags, annotators agree with
a Cohen Kappa (K)= 0.71%. Table 6 below shows agree-
ment between the annotators on labeling the automatically
acquired happiness data. Table 6 also shows that the ”zero”

is the most confused label and that it is confused with all
other labels by one judge and by all other labels except
”weak” by the other judge.

ZERO WEAK FAIR STR Total
ZERO 84.34 0.00 1.20 14.46 16.60
WEAK 6.12 46.94 0.00 46.94 9.80
FAIR 8.33 0.00 75.00 16.67 2.40
STR 5.06 0.28 0.56 94.10 71.20
Total 18.40 4.80 2.40 74.40 100

Table 6: Agreement in happiness annotation

Examples 12-16 below illustrate the different tags assigned
to the happiness data.
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(12) Eng. ”Asking about me and how I am while
you’re away [?] I’m happy you’re away; and how are
you[?].”(Tags: weak,weak)
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(13) Eng. ”I am happy I have you as a friend, my dear.”
(Tags: weak,weak)
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(14) Eng. ”I’m happy and glad and feel like flying,
and I’m like ready to do anything even if it is to tidy
the house for mom.” (Tags: fair,fair)
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(15) Eng. ”Oh, the love of my laughter and sweetheart,
dad; thank you for favoriting my tweet. I’m veryyyy
veryyyy happy.” (Tags: strong,strong)
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(16) Eng. ”[I’m] happy with the day that got us to
meet; [I’m] happy with the hours we spend together.
[I’m] happy with the luck that brought you to my
heart. I’m happy with you..” (Tags: strong,strong)
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4.5. Sadness
For the sadness class labeling, annotators agree with a Co-
hen Kappa (K)= 0.54%. Table 7 below shows agreement
on sadness annotation. As can be seen from Table 7, the
most confused label is ”zero” and it is only confused with
the category ”weak.” The Table also shows perfect agree-
ment on the label ”strong.”

ZERO WEAK FAIR STR Total
ZERO 11.11 88.89 0.00 0.00 1.80
WEAK 0.21 96.47 3.32 0.00 96.40
FAIR 0.00 62.50 37.50 0.00 1.60
STR 0.00 0.00 0.00 100 0.20
Total 0.40 95.60 3.80 0.20 100

Table 7: Agreement in sadness annotation

Examples (17) and (18) illustrate the sadness class.
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(17) Eng. ”Luke: I’m very sad I got an injury once
again, especially that this is the most important time
of the year.” (Tags: fair,fair)
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(18) Eng. ”Very mean people! I’m very very sad.”
(Tags: fair,strong)

4.6. Surprise
The judges agree with a Cohen Kappa (K)= 0.55% on
the surprise data. The related agreement on the differ-
ent classes is shown in Table 8. Table 8 shows that the
label ”strong” is only assigned 0.20% of the cases and
is never agreed upon. This sets surprise aside from the
other emotions, where is is some agreement on assigning
”strong.” This may imply that perception of what consti-
tutes a ”strong” emotion varies across individuals in the
case of surprise more than it does for other emotions. 7

ZERO WEAK FAIR STR Total
ZERO 10.00 90.00 0.00 0.00 2.00
WEAK 0.00 98.54 1.46 0.00 95.60
FAIR 0.00 0.00 90.91 9.09 2.20
STR 0.00 100 0.00 0.00 0.20
Total 0.20 96.20 3.40 0.20 100

Table 8: Agreement in surprise annotation

7Interestingly, (Ekman, 1992) discusses ways in which sur-
prise differs from other emotions. These, however, are beyond
our current focus.

Examples 19-23 illustrate the surprise data.
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(19) Eng. ”I’m surprised none of the people whose
children are killed indifferently in Sinai has ques-
tioned how it is that these kids were taken com-
pulsively, without training, and dispatched in such
a dangerous place without due training.” (Tags:
weak,weak)
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(20) Eng. ”Stubbornness and bullheadedness are
gone!! Air of awe and hotshotness are gone!! I’m
surprised of myself.” (Tags: weak,weak)
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(21) Eng. ”I find it strange there are people who get
up at this time; I was like them a month ago, but it’s
really strange to me.” (Tags: weak,fair)
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(22) Eng. ”I’m really surprised a lot of the fans ask
what is the reason of emotional charging and fighting.
AlShababeen have are at odds. Is it to that extent you
are worried to say it’s Tariq AlNawfal?! Does he hold
something against you?” (Tags: weak,fair)
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(23) Eng. ”The cat of our neighbor’s daughter ate
fish with me, and from that point onward refused to-
tally to go back to her. Really surprised!!” (Tags:
weak,strong)

5. Contexts of No- and Mixed- Emotion
Emotion is similar to other pragmatic-level phenomena
where no one-to-one mapping between what is said and
what is being truly communicated or meant. For this rea-
son, even with a crafted list of seeds intended to capture
emotion expression, inter-annotator agreement shows that
in 7.50% of the cases both annotators assign a ”zero” tag.
A consideration of the data shows that there are some con-
texts where this is specially the case. We describe some of
these contexts in the subsections below.
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5.1. Reported Speech
In some cases, Twitter users employ reported speech to de-
scribe a situation where someone is expressing one emo-
tion or another. In many of these cases, the main goal of
the tweet is not to express emotion per se, but rather to dis-
cuss something else. For instance, example (24) below is
educational in purpose, describing what a parent should do
if their child expresses anger, and examples (25) and (26)
are more of pieces of advice on perspective on difficulties
in life and interpersonal relationships, respectively.
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(24) Eng. ”Don’t ignore your child’s emotion. If he
tells you ’I’m angry,’ ask him why he is angry. Quote
from the book ”How to Raise your Child”.”
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(25) Eng. ”Don’t say I’m tired, because everyone
is tired. And don’t say I’m sad, as everyone is sad.
Rather, say Thank God every morning and evening so
that He relieves your trouble and removes your pains.”
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(26) Eng. ”You must really value reticent people..
This type of people don’t keep saying I’m annoyed,
I’m upset, frustrated, disgusted.. and all that.”

5.2. Sarcasm
Sarcastic language is known to have the effect of reversing
the polarity of texts (Bamman and Smith, 2015; Davidov
et al., 2010; González-Ibánez et al., 2011; Tsur et al., 2010)
and we believe it has the same effect as to emotion expres-
sion. We describe how sarcasm interacts with our data col-
lection method and its distribution in the data set, illustrat-
ing with examples. For this reason, we sensitized the judges
to the concept of sarcasm and initially asked them to label
sarcastic tweets in the initial stage of annotation. After la-
beling a total of 600 tweets (100 from each emotion type),
however, we found that almost none of these data points
carried sarcasm. For this reason, and since our current in-
terest is not to capture sarcasm in data, we decided not to
carry on with sarcasm annotation. The decision was made
to also reduce cognitive overload and help expedite the an-
notation process. As such, a decision was simply made to
assign sarcastic tweets that carry an emotion opposite to the
seed it contains a ”no-emotion” tag. An analysis of the data
points that ended up being assigned a ”no-emotion” label
show that the data set has only one sarcastic tweet, one we
provide in example (27) below:
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(27) Eng. ”I’m fine.. I’m happy.. I’m really good..
I’m not upset.. Life is pretty good.. I’m relaxed.. I’m
not nervous.. I’m unwired and not thinking.. I’m OK..
I’m OK.”

We note that an ideal emotion classification system should
incorporate sarcasm detection, and that an automatic ap-
proach to emotion data acquisition using the seeds we have
employed could be negatively impacted by assigning the
wrong tags to a very small, and perhaps negligible, fraction
of the data.

5.3. Objective Evaluations
Sometimes, users provide evaluations of their emotional
states in an air of objectivity. In cases like this, the two an-
notators assigned a ”no-emotion” tag. Judges also assigned
”no-emotion” labels to tweets where users refute what oth-
ers think these users’ emotional states are. We illustrate
these cases with examples:
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(28) Eng. ”But since I decided to become happy, I’m
happy. Even though sometimes I’m depressed, but in
general I’m happy.”
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Qå
	
�Ag ½gQ

	
®ë ��. . .

�
ék. Ag

:D @mohamedayman20

(29) Eng. ”So, what if I’m sad, Jalal? I swear I’m not
depressed or anything.. but, fine, I’ll make you happy
:D @username. 8”

6. Conclusion
In this paper, we presented DINA, a multi-dialect data set
for Arabic emotion analysis. We described an automatic
approach of acquiring emotion data in MSA and dialectal
Arabic from the Twitter genre, and evaluated that approach
via human annotation. Our analysis shows the feasibility of
the automatic acquisition of emotion data using the phrase-
seed approach we employ. In the future, we plan to extend
DINA to other genres, crawl more data using the same seed
set (and possibly other seed sets that we may come to find
useful), and develop machine learning classifiers exploiting
the data.

8The real username is replaced by the token @username here.
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Abstract 

Spam in Twitter has emerged due to the proliferation of this social network among users worldwide coupled with the ease of creating 
content. Having different characteristics than Web or mail spam, Twitter spam detection approaches have become a new research 
problem. This study aims to analyse the content of Saudi tweets to detect spam by developing both a rule-based approach that exploits 
a spam lexicon extracted from the tweets and a supervised learning approach that utilizes statistical methods based on the bag of words 
model and several features. The focus is on spam in trending hashtags in the Saudi Twittersphere since most of the spam in Saudi 
tweets is found in hashtags. The features used were identified through empirical analysis then applied in the classification approaches 
developed. Both approaches showed comparable results in terms of performance measures reported reaching an average F-measure of 
85% for the rule based approach and 91.6% for the supervised learning approach. 
 

Keywords: Twitter Spam, Arabic, Content-Based. 

 

1. Introduction 

Although a phenomenon on the Web and email for 

decades, spam in social networks or Twitter differs from 

web or mail spam in different ways hence the techniques 

for detecting it also differ. There is no unified definition of 

Twitter spam and spammers in the literature. Spam could 

be any message containing a malicious URL or 

advertising content that is not related to the hashtag. Most 

studies consider any automation of tweets as spam (Verma 

and Sofat 2014). Therefore Twitter spam has been 

manipulated in different ways accordingly. Although 

Twitter does apply several spam detection techniques to 

detect and suspend spam accounts. As stated in (“The 

Twitter Rules” 2016), more than 15 factors are listed as 

indications of spamming and can result in the suspension 

of such accounts. In this work, we consider spam that is 

manifested in trending hashtags with the aims of 

advertising unrelated content or disseminating malicious 

or unrelated URLs.   

Spam detection techniques for Twitter can be classified 

into content-based, which analyse the characteristics of 

the content of the tweet, user-based which analyse the 

spam accounts through their social networks and 

behaviour or a combination of both (Verma and Sofat 

2014). The focus of this paper is on content based spam. 

As spamming techniques in Twitter get more 

sophisticated, a need for revising the methods and 

features used in detecting spam emerges. In the case of 

spam in trending hashtags, it has been proven more 

expedient to exploit natural language processing methods 

e.g. language models to analyse the content of the tweets 

in relation to the topic of the hashtag (Martinez-Romo and 

Araujo 2013). Also number of hashtags in a tweet 

(Benevenuto et al. 2010) and URL presence (Grier et al. 

2010) are good indicators of spam.  

Empirical analysis of a small set of Saudi tweets extracted 

from trending hashtags was performed first to understand 

the nature of spam in Saudi tweets. Specific features were 

identified and used in both a rule-based approach and 

supervised learning approach. The features are very 

simple compared to what is found in the literature; hence 

the aim here is to add this spam detecting component to a 

larger framework that will be developed to perform 

sentiment analysis of trending Saudi hashtags. Using 

simple methods and features has the advantage of less 

processing time, a very important factor when performing 

real-time detection.  

This paper is organized as follows: in section 2, a review 

of the literature on spam in Twitter is cited. Section 3, 

presents the details of data collection while Section 4 

identifies the features to be used in classification through 

empirical analysis. In Section 5, the preprocessing steps 

of the dataset are listed. The rule-based approach and 

supervised learning approach are both presented in 

Section 6. In Section 7, results the classifiers have reached 

are reported and discussed. Finally, Section 8, concludes 

the study findings. 

2. Related Work 

The majority of studies on Twitter spam started by 

detecting spam accounts using different features such as 

followers and followees numbers and the ratio between 

them, tweets frequency, account age, the device used for 

tweeting, behavioral aspects, and interaction rate (Chu et 

al. 2010; Benevenuto et al. 2010; Stringhini, Kruegel, and 

Vigna 2010; Wang 2010; Wang 2012). In addition to these 

features, some studies exploit social honeypots to attract 

spammers, and then thoroughly analyze these accounts 

such as (Lee, Eoff, and Caverlee 2011). 

Although earlier studies on twitter spam focus on 

detecting spam accounts, (Martinez-Romo and Araujo 
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2013) however proposed a method to detect spam in the 

content of tweets regardless of the source account. They 

used statistical analysis of language to detect spam in 

trending hashtags. Santos et al. (2014) also present a study 

based on content of tweets by using machine learning and 

compression techniques similar to what is used in email 

spam detection. In means of real-time spam detection (W. 

Chen et al. 2015; C. Chen et al. 2015) focus on light 

features for detecting Twitter spam in favor of online 

detection. A survey of these studies can be found in 

(Verma and Sofat 2014). While a good review of the 

features used in most Twitter spam studies can be found in 

(Al-Khalifa 2015). 

 In the expanse of Arabic Tweets, not much work has been 

done to detect spam.  Al-Khalifa (2015), conducts an 

empirical analysis of Twitter spam accounts in the Saudi 

Arabian Twittersphere. The total number of 2187 spam 

accounts were collected and analyzed for their behavior, 

content and network properties. The findings of 

Al-Khalifa (2015) distinguish three types of spam 

accounts: re-tweeting spammers, news promoters and 

trending topics polluters which the author relates to the 

political nature of the country. As for network analysis the 

main observation is that the spam accounts are socially 

disconnected but the occurrence of spam farms is noticed. 

A machine learning based system was developed in 

(Mawass and Alaboodi 2015) to detect spam and 

spammers in trending Saudi hashtags. Features for both 

user-based and content-based are exploited in this study, 

although they are very similar to what was applied in 

previous studies. The classifier was also augmented with 

a hunter unit to find more spammers. An attempt to detect 

twitter accounts that disseminate Arabic abusive content 

is presented in (Abozinadah, Mbaziira, and Jones Jr 

2015). 

3. Data Collection 

A dataset of around 40K tweets was collected using the 

Twitter Search API during December 2015 and January 

2016. The tweets were collected from trending hashtags 

in Saudi Arabia in different domains (social, political, 

sports, technology). As illustrated in (Golbeck, Grimes, 

and Rogers 2010) manual content analysis has been 

proven useful to understand different characteristics of 

twitter accounts.  In this line, we randomly chose 995 

tweets to manually analyze their content in order to 

identify the features that distinguish spam content in 

Saudi tweets. Description of this development dataset is 

illustrated in Table 1.  

After that we randomly chose 15,000 tweets from the 

larger dataset of 40,000 tweets (excluding the above 

development dataset). One of the main characteristics of 

spam tweets is that spammers tend to retweet the same 

tweet to the extent that a hashtag gets flooded with the 

same tweet, this complicates collecting unique spam 

tweets. As such duplicated tweets and retweets were 

removed. After preprocessing the dataset, we were left 

with a dataset of 3064 tweets, which we will call the 

unbalanced dataset since the number of spam and 

non-spam tweets was not balanced. We augmented this 

dataset with more tweets with the aim of reaching a 

balanced dataset, the result was 5000 tweets that were 

manually labeled as spam or non-spam, in total there were 

2500 spam tweets and 2500 non-spam tweets this 

constitutes the balanced training dataset. Another dataset 

for testing was constructed, it contains 740 tweets: 370 

spam and 370 non-spam. The datasets are illustrated in 

Table 2.  We plan to release these labelled datasets for the 

research community. 

 

Hashtag Number of 

Tweets 

Spam Non 

Spam 

 144 55 199 اوامر_ملكيه#

 131 69 200 من_عيوب_تويتر#

 157 42 199 الخليج_النصر#

 64 35 99 الهلال_الاهلي #

 159 40 199 سي_ان_ان_للسعوديه #

 95 4 99 #إعفاء_عزام_الدخيل

Total 995 245 750 

 

Table 1: Hashtags used to construct the development 

dataset and number of spam and non-spam tweets in each. 

 

Dataset Spam Non-spam Total 

UnBalanced dataset 1054 1992 3046 

Balanced  training 

dataset 

2500 2500 5000 

Test dataset 370 370 740 

 

Table 2: Datasets used in the experiments. 

4. Features 

First, we analyzed the presence of URLs in a tweet as an 

indicator of spam following (Grier et al. 2010), we found 

that 232 of the non-spam tweets in this dataset contained 

URLs and 211 of the spam tweets contained URLs. As a 

conclusion URL presence is not a good indicator of spam 

but to validate this finding we added URL presence as a 

feature to our classification model. Further analysis of this 

dataset also revealed that tweets containing ads usually 

contain phone numbers; this was also added as a feature. 

The analysis of the vocabulary found in the spam tweets 

revealed the presence of certain words as indicators of 

spam. Consequently we extracted these words and 

constructed an Arabic Spam Detecting Lexicon (ASDL). 

The lexicon contains 108 words; examples of these words 

are illustrated in Table 3. We plan to make the lexicon 

publically available for the research community. The last 

phenomenon observed is the presence of more than one 

hashtag in the spam tweets.  We hypothesize that tweets 

containing more than four hashtags are usually spam. To 

validate this we apply this rule on the dataset and perform 

error analysis. The result is that this rule does indicate 

spam except in two cases: first, tweets in the sports 

domain can contain more than four hashtags. Second, 

tweets that present positive/ inspirational quotes and 

proverbs can contain more than four hashtags as positive 

words, examples of tweets in this category are illustrated 
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in Table 4. Therefore, using a sentiment lexicon of 

positive words from, (a previous paper by the authors), we 

first check that the hashtag word is not in this lexicon. 

According to what was found in (Al-Khalifa 2015) that 

the source application of a tweet (i.e. what application 

was used to post the tweet), which is included in the tweet 

entity when downloading it from the Twitter API, can be 

an indicator of spam, since some spammers use 

automated sources such as (Yoono
1

, HootSuite
2

, 

TweetDeck
3
, Twitterfeed

4
, IFTTT

5
).  

Al-Khalifa (2015) illustrates that through examining the 

source applications of tweets in her study’s dataset, 

spammers usually use third party tools (Yoono and IFTT) 

while regular users use mobile phones or the web. In an 

attempt to explore whether this observation can be used in 

this study, we examined the sources of the tweets in a 

subset of this study’s dataset (1500 tweets, 1405 

non-spam, 95 spam) the confusion matrix for the manual 

classification we performed is in Table 5. Noticeably, 10% 

of non-spam tweets were classified as spam due to the 

source being one of the third party tools mentioned before. 

Consequently, the source application of a tweet cannot be 

used as an indicator of spam.  

After this empirical analysis, four features were identified 

to be used in the classification model (URL, phone 

number, number of hashtags, spam lexicon), which we 

chose to experiment with two approaches: rule-based 

method and a supervised learning method using machine 

learning classifiers.  

 

 متجر
 اقوى العروض

 تبادل_رتويت#
 تابعني_اتابعك#
 زيادة_متابعين#

 فلو
 ضيفوني

 رتوت

 

Table 3: Examples of words in the Arabic Spam Detection 

Lexicon. 

 

Tweet Category 

 التعاون _الهلال# مباراه في الفوز  تتوقع لمن
 التعاون # الهلال# العهد_ولي_كاس# في

four hashtags but 

not spam, from the 

sports domain. 

"هناك كلام لا يقول ش يء، وهناك صمت 
 نجيب محفوظ"يقول كل ش يء

        #أعجبني  #مما_قرأت #بوح #بوح_حرف

 

four hashtags but 

not spam, 

positive/inspiration

al quotes. 

 

Table 4: Examples of tweets containing four hashtags and 

are not spam. 

                                                           
1 http://www.yoono.com  
2 www.hootsuite.com  
3 www.tweetdeck.com  
4 http://twitterfeed.com  
5 http://ifttt.com  

 

 Tweet source from third-party 

Spam Non-spam 

Spam 72 23 

Non-spam 140 1265 

 

Table 5: Confusion matrix of tweets classified as spam or 

non-spam according to the source of tweet. 

5. Preprocessing 

The informal nature of tweets’ text necessitates 

preprocessing the tweets before performing the 

classification. First, tweets were cleaned from unrelated 

content such as user mentions and non-Arabic characters 

except for the hashtag sign and URLs. Next, content 

filtering was applied to remove content that does not 

affect the text or meaning. Filtering step contains four 

stages: normalization, removing repeated letters and 

elongation, removing special characters and punctuation 

and stemming. Following is a list of the preprocessing 

steps performed: 

1. Normalization: The Arabic letters (أ, ة, ي ,و) are 

manually normalized to convert multiple shapes of the 

letter to one shape, the different forms of "alif" (أ,آ,إ) are 

converted into (ا) , the letter "ta'a" (ة) is converted to (ه), 

the different forms of "ya’a "  )ي,ى( are converted into 

 .(ء) are converted to (ؤ, ئ) and  the letters,(ي)
2. Removing repeated letters and elongation: by 

removing repeated letters such as "جدددددا" to 

become"جدا", and removing the elongation character " ـــ "  

that is used in Arabic  to elongate words such as ( اــــــــــــــــــــــــــــــأنـــــ ) to 

 .(أنا)
3. Removing special characters, punctuation and 

diacritics. 

4. Stemming: stemming was performed using AraNLP 

(Althobaiti, Kruschwitz, and Poesio 2014). 

In validating the developed approaches we will report the 

performance measures of precision (P) and recall (R) for 

spam and non-spam and the average F-measure (F1) of 

both. 

P= TP/(TP+FP) 

R=TP/(TP+FN) 

F1=2PR/(R+P) 

Where in the case of the spam class: TP is the number of 

spam tweets classified correctly as spam (true positive), 

FP is the number of non-spam tweets falsely classified as 

spam (false positive) and FN is the number of spam tweets 

falsely classified as non-spam (false negatives).  The 

same holds for the non-spam class and the average F1 is 

calculated as  

F1avg=(F1spam+F1non-spam)/2 

6. Classification 

6.1 Rule-Based Approach 

The rule-based algorithm exploits the ASDL lexicon that 

was extracted from the development dataset.  If any of the 

words in ASDL is present in the tweet, then the tweet is 

considered spam. Then the second feature to be tested is 
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the presence of a phone number using a regular 

expression that recognizes phone numbers either local 

(Saudi) or international. If a phone number is found, then 

the tweet is classified as spam. Next, the algorithm counts 

hashtags in the tweet and checks if they are non-sentiment 

hashtags. If there are more than four non- sentiment 

hashtags the tweet will be classified as spam. When the 

algorithm does not find any advertisement or spam words, 

or phone numbers, and the tweet has a sentiment hashtag 

or less than four hashtags it will be labeled as non-spam. 

Algorithm 1 presents the details of the rule-based 

approach in pseudo code. 

 

Algorithm1: Rule-based Classifier 

INPUT: Tweets T, Arabic Spam Detection Lexicon ASDL, 
Sentiment Hashtags Lexicon SHL. 
OUTPUT: P = (Spam, Non-Spam). 
INITIALIZATION: Counter=0, where Counter: Count 
the number of hashtags in each tweet. 
FOR each Ti 𝜖 T DO  
         Counter =CountHashTags in Ti  
         IF phoneNumberFound in Ti 
             Pi = Spam  
         ELSE 
             IF Wj (the word j in the tweet Ti) 𝜖 ASDL THEN 
                     Pi = Spam 
            ELSE 
                 IF counter >= 4 THEN 
                      IF Wj 𝜖 SHL THEN 
                             Pi = Non-spam 
                      ELSE 
                             Pi = Spam 
                      END IF  
                 ELSE 
                       Pi = Non-spam 
                 END IF 
           END IF 
        END IF  
END FOR 
Return Pi  
 

 

6.2 Supervised Learning Approach 

The supervised learning algorithm was evaluated using 

two machine learning classifiers (ML) Naïve-Bayes (NB) 

and Support Vector Machines (SVM) since these two 

algorithms have proven to give better results in most text 

classification problems. The Weka tool (Hall et al., 2009) 

was used for the implementation of the classifiers. Several 

experiments were done with the balanced dataset and with 

the unbalanced dataset with and without the features. The 

features are: Phone number presence, number of hashtags, 

URL presence in addition to the bag of words.  Further 

experiments were performed on the balanced dataset, to 

test the usefulness of stemming and to test each feature 

alone and a combination of features. 

All experiments were done on the training dataset (see 

Table 2), and then the resulting classifier was further 

applied on the test set. The reported measurements are on 

the test set. 

7. Results and Discussion 

Although the features used are simple, they were able to 

detect spam with promising measures. The rule-based 

approach reported an average F-measure of 85% on the 

training and test dataset which is decent given the simple 

approach used. The advantage of using this approach 

would be that there is no need to have training data and 

rules can be added as new features are found. The 

supervised learning approach was validated first on an 

unbalanced dataset; the results are reported in Table 6. In 

Table 7 the ML classifiers were applied without stemming, 

it is shown that the SVM classifier with all features gave 

the best results 90.2%.  Although the average F1 was 

close in the balanced and unbalanced datasets but as 

displayed in Table 6 and Table 7, the precision and recall 

of spam in the unbalanced dataset was very low compared 

to the balanced dataset, hence a balanced dataset is 

necessary to build a classifier that can correctly identify 

spam. 

 

Method 

 
Spam Non-Spam Avg. 

F1 

P R P R  

SVM 

(bag of words) 

87.5 89.2 89 87.3 88.2 

NB 

(bag of words) 

87.3 78.4 80.4 88.6 83.5 

      

SVM 

(All features) 

88.6 92.2 91.8 88.1 90.1 

NB 

(All features) 

86.6 83.8 84.3 87 85.4 

 

Table 6: Measurements of the unbalanced dataset for NB 

and SVM with and without features. 

 

Method 

 

Spam Non-Spam Avg. 

F1 P R P R 

SVM 

(bag of words) 

83.1 97.3 96.7 80.3 88.7 

NB 

(bag of words) 

85.9 89.2 88.8 85.4 87.3 

      

SVM 

(All features) 

84.3 98.9 98.7 81.6 90.2 

NB 

(All feature) 

83.9 93.2 92.4 82.2 87.7 

 

Table 7: Measurement of the balanced dataset for NB and 

SVM with and without features, without stemming. 

The next sets of experiments were done on the balanced 

dataset to measure the performance of the classifiers in 

three cases: first, with and without stemming. Second, 

with and without features. Third, a combination of 

features as illustrated in Table 8. The highest average 

F-measure 91.6% was reached when using NB classifier 

with stemming and the phone number only as a feature or 

with the number of hashtags. The SVM classifier gave 

better results without stemming (90.2%) while the NB 

classifier gave better results with stemming. The effect of 
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features varied, but the phone number feature seems to be 

the best feature; to the best of our knowledge no previous 

study used the phone number as a feature in detecting 

spam. The number of hashtags also performed very well, 

while the URL presence as we hypothesized before is not 

a good indicator of spam since non-spam tweets can 

contain URLs. 

All the performance measures of the important 

experiments are reported in Table 8. Some of the marked 

experiments are presented, due to space limit. 

 

Method 

 

Spam Non-Spam Avg. 

F1 P R P R 

Rule-Based 90.8 78.1 80.8 92.1 85 

      

SVM (bag of words) 82.9 95.9 95.2 80.3 88 

NB (bag of words) 87 92.4 91.9 86.2 89 

      

SVM (All features) 83.4 98.9 98.7 80.3 89.5 

NB (All features) 86.2 94.9 94.3 84.9 89.8 

      

SVM (Phone+Hash) 83 98.9 98.7 79.7 89.2 

NB  (Phone+Hash) 90.2 91.6 91.5 90 90.8 

      

SVM (Phone+URL) 84.2 97.8 97.4 81.6 89.7 

NB  (Phone+URL) 88.1 95.7 95.3 87 91.3 

      

SVM (URL+Hash) 83.3 97 96.4 80.5 88.7 

NB (URL+Hash) 84.1 94.3 93.5 82.2 88.2 

      

SVM (Phone) 83.6 97.8 97.4 80.8 89.2 

NB (Phone) 90.7 92.7 92.5 90.5 91.6 

      

SVM (Hash) 82.7 97 96.4 79.7 88.3 

NB (Hash) 86.4 91.4 90.8 85.7 88.5 

      

SVM (URL) 82.4 95.9 95.1 79.5 87.6 

NB (URL) 83.3 93 92 81.4 87.1 

 

Table 8: Experiments on the balanced dataset with 

stemming for the two approaches, and with, without 

features and combination of features. 

8. Conclusion 

In this study, we tried to identify the best features that can 

detect spam in Saudi tweets through empirical and 

experimental analysis. We adhered to using simple 

features with the aim of decreasing the processing time in 

favor of performing spam detection in real-time when 

analyzing hashtags. Although the ML classifiers gave 

better results than the rule-based classifier as expected but 

the simplicity of the rule-based approach makes it a good 

candidate with lack of enough training data. We identified 

four features: URL presence, phone number, number of 

hashtags and tweet source. In addition to building and 

constructing a spam lexicon in the rule-based approach 

and using the bag of words model in the supervised 

learning approach. The strongest features to identify spam 

were the presence of a phone number and number of 

hashtags per tweet while the URL presence and source 

application caused most of the classification errors. Also 

stemming was tested, it gave better results with the NB 

classifier while it didn’t improve the SVM classifier. 

As spam detection improves, likewise spamming 

techniques will, this requires periodically updating 

training sets and revisiting new features to adhere to the 

evolving techniques of Twitter spam. Furthermore, for 

future work we aim to identify opinion spam, which is 

spam that is related to the topic of the hashtag but is added 

with the aim of driving people to a certain opinion. This 

study focused on content based spam detection techniques, 

the incorporation of user account-based spam detection 

can also be a venue for future work. 

9. Acknowledgements 

This work was done by the Arabic Sentiment Analysis 

Group supported by the Deanship of Scientific Research 

at Imam Muhammad ibn Saud Islamic University, Riyadh, 

Saudi Arabia. 

10. Bibliographical References 

Abozinadah, E. A., Mbaziira, A. V., & Jones Jr, J. H. 

(2015). Detection of Abusive Accounts with Arabic 

Tweets. International Journal of Knowledge 

Engineering, 1(2). 

Al-Khalifa, H. S. (2015). On the Analysis of Twitter Spam 

Accounts in Saudi Arabia. International Journal of 

Technology Diffusion (IJTD), 6(1), 46–60. 

Althobaiti, M., Kruschwitz, U., & Poesio, M. (2014). 

AraNLP: A Java-based Library for the Processing of 

Arabic Text. Presented at the Proceedings of the 9th 

Language Resources and Evaluation Conference 

(LREC)), Rekjavik. 

Benevenuto, F., Magno, G., Rodrigues, T., & Almeida, V. 

(2010). Detecting spammers on twitter. In 

Collaboration, electronic messaging, anti-abuse and 

spam conference (CEAS) (Vol. 6, p. 12). 

Chen, C., Zhang, J., Chen, X., Xiang, Y., & Zhou, W. 

(2015). 6 million spam tweets: A large ground truth for 

timely Twitter spam detection. In Communications 

(ICC), 2015 IEEE International Conference on (pp. 

7065–7070). IEEE. 

Chen, W., Yeo, C. K., Lau, C. T., & Lee, B. S. (2015). 

Real-Time Twitter Content Polluter Detection Based on 

Direct Features. In Information Science and Security 

(ICISS), 2015 2nd International Conference on (pp. 

1–4). IEEE. 

Chu, Z., Gianvecchio, S., Wang, H., & Jajodia, S. (2010). 

Who is tweeting on Twitter: human, bot, or cyborg? In 

Proceedings of the 26th annual computer security 

applications conference (pp. 21–30). ACM. 

Golbeck, J., Grimes, J. M., & Rogers, A. (2010). Twitter 

use by the U.S. Congress. Journal of the American 

Society for Information Science and Technology, 61(8), 

1612–1621. http://doi.org/10.1002/asi.21344 

Grier, C., Thomas, K., Paxson, V., & Zhang, M. (2010). @ 

spam: the underground on 140 characters or less. In 

Proceedings of the 17th ACM conference on Computer 

and communications security (pp. 27–37). ACM. 

42



Hall, M., Frank, E., Holmes, G., Pfahringer, B., 

Reutemann, P., & Witten, I. H. (2009). The WEKA data 

mining software: an update. ACM SIGKDD 

Explorations Newsletter, 11(1), 10–18. 

Lee, K., Eoff, B. D., & Caverlee, J. (2011). Seven Months 

with the Devils: A Long-Term Study of Content 

Polluters on Twitter. In ICWSM. Citeseer. 

Martinez-Romo, J., & Araujo, L. (2013). Detecting 

malicious tweets in trending topics using a statistical 

analysis of language. Expert Systems with Applications, 

40(8), 2992–3000. 

Mawass, N. E., & Alaboodi, S. (2015). Hunting for 

Spammers: Detecting Evolved Spammers on Twitter. 

arXiv Preprint arXiv:1512.02573. 

Santos, I., Miñambres-Marcos, I., Laorden, C., 

Galán-García, P., Santamaría-Ibirika, A., & Bringas, P. 

G. (2014). Twitter content-based spam filtering. In 

International Joint Conference 

SOCO’13-CISIS’13-ICEUTE’13 (pp. 449–458). 

Springer. 

Stringhini, G., Kruegel, C., & Vigna, G. (2010). Detecting 

spammers on social networks. In Proceedings of the 

26th Annual Computer Security Applications 

Conference (pp. 1–9). ACM. 

The Twitter Rules. (n.d.). Retrieved from 

https://support.twitter.com/articles/18311 

Verma, M., & Sofat, S. (2014). Techniques to Detect 

Spammers in Twitter-A Survey. International Journal of 

Computer Applications, 85(10). 

Wang, A. H. (2010). Don’t follow me: Spam detection in 

twitter. In Security and Cryptography (SECRYPT), 

Proceedings of the 2010 International Conference on 

(pp. 1–10). IEEE. 

Wang, A. H. (2012). Machine Learning for the Detection 

of Spam in Twitter Networks. In e-Business and 

Telecommunications: 7th International Joint 

Conference, ICETE, Athens, Greece, July 26-28, 2010, 

Revised Selected Papers (Vol. 222, p. 319). Springer. 

 

43


