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Abstract
More and more knowledge bases are publicly available as linked data. Since these knowledge bases contain structured descriptions of
real-world entities, they can be exploited by entity linking systems that anchor entity mentions from text to the most relevant resources
describing those entities. In this paper, we investigate adaptation of the entity linking task using contextual knowledge. The key intuition
is that entity linking can be customized depending on the textual content, as well as on the application that would make use of the
extracted information. We present an adaptive approach that relies on contextual knowledge from text to enhance the performance of
ADEL, a hybrid linguistic and graph-based entity linking system. We evaluate our approach on a domain-specific corpus consisting of
annotated WikiNews articles.
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1. Introduction
The Linked Open Data (LOD) cloud,1 i.e. the union of nu-
merous interlinked RDF datasets published following the
linked data principles, represents a remarkable source of
real-world knowledge. As such, it can be exploited by
intelligent systems to extract information from textual re-
sources. In particular, an intelligent system that anchors
entities from text to existing entities in a knowledge base,
namely an entity linking system, could benefit from the
structured semantic knowledge describing those entities in
the knowledge base. This knowledge enables an entity link-
ing system to model and perform reasoning over the seman-
tic context of the real-world entities it links to.
However, the heterogeneity of the LOD knowledge also
represents a barrier towards its automatic use, integration
and manipulation. Entity linking systems have thus dif-
ficulties to adapt across domains, i.e. to perform uni-
fied processing of textual resources from different domains.
This has inspired the development of domain-focused sys-
tems that perform reasonably well on concrete, domain-
dependent information extraction tasks, but demonstrate
low accuracy when applied in different domains.
The key intuition we follow in this paper is that entity link-
ing can be customized for new domains by making use of
contextual knowledge associated with the textual content to
analyze and the task that will make use of the extracted in-
formation. We investigate how to enhance the cross-domain
performance of entity linking through contextual adapta-
tion, i.e. the integration of semantic knowledge from a
domain-specific knowledge base with evidence from addi-
tional information sources (the text to analyze and the task
to address).
Our approach aims to enhance the cross-domain perfor-
mance of ADEL, a hybrid linguistic and graph-based en-
tity linking module by applying a set of heuristics for con-
textual adaptation. These heuristics consider the order of
processing of text, coreference of entity mentions, topical
domain relevance and semantic typing. We assess the im-

1http://lod-cloud.net

pact of our approach on an automotive domain dataset, the
MEANTIME corpus (Minard et al., 2016), as well as on the
standard AIDA-YAGO2 dataset (Hoffart et al., 2011).
The remainder of this paper is structured as follows. We
discuss the role of adaptation in information extraction
tasks in Section 2.. We describe our approach in Section 3..
In Section 4., we provide statistics about the benchmark
datasets used in the experimental settings, while in Sec-
tion 5., we report on the obtained results. We analyze these
results in Section 6.. An overview of the strengths and
weaknesses evidenced by our results so far, along with
future work, are reported in Section 7.. To facilitate reuse
and replicability, we provide our code and resources at:
https://github.com/MultimediaSemantics/
relink.

2. Related Work
Exploitation of contextual knowledge is essential in order
to compensate the degradation in performance of an Infor-
mation Extraction (IE) approach when it processes data that
follows a different distribution than the one used for train-
ing a system. In (Heuss et al., 2014), the authors demon-
strate that the topical domain specification has a significant
impact on the Named Entity Recognition (NER) perfor-
mance, leading to drops in terms of F1 measures up to 60%
± 30% when compared to common extraction scenarios.
These results indicate that it is typically preferable to use
in-domain data.
Ongoing research efforts in the IE field have been investi-
gating the effects of using contextual knowledge associated
with textual data. (Rizzo et al., 2014) propose a supervised
learning approach, trained with labeled data which repre-
sents different textual genres. The main idea is to exploit
supervised learning systems trained on different data in or-
der to improve an existing domain-specific entity recogni-
tion and linking system, by boosting its recall and widen-
ing its content coverage. Other attempts, such as (Wu et
al., 2009), use contextual knowledge adaptation to improve
the accuracy of a named entity classifier in recognizing en-
tities that do not belong to the distribution of the labeled
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Figure 1: Workflow of the approach of adaptive entity linking exploiting contextual knowledge.

data used in the learning stage. This approach follows rigid
designators, where a small (and therefore incomplete) set
of labeled data is provided, annotated by a small set of an-
notators.
Contextual adaptation has been proposed in recent entity
linking tasks. Among the first of these approaches, the au-
thors in (Zhang et al., 2015) select entities that are related
to the document topics using the relation between the can-
didate entities and their associated categories. Our method
addresses the task differently, relying on a priori set of top-
ical and genre classes, that are used to further refine the
selection of the referent entity in the knowledge base.
On the other hand, an important gap concerning the gener-
alizability of entity linking systems over knowledge bases
has been spotted by (Usbeck et al., 2014). They propose
AGDISTIS, a system which performs knowledge base-
agnostic disambiguation of named entities. The key ratio-
nale is that in order to develop Web-wide entity linking so-
lutions, it is crucial to ensure these can easily be adapted
to anchor with respect to new knowledge bases. As a pos-
itive side effect, this direction decreases the dependency of
the developed systems on a single (or a small amount of)
popular knowledge base(s), such as DBpedia. While our
approach shares this goal to develop generally applicable
entity linking systems, we also require that such generic
system provides easy means for adaptation in various con-
crete domains.

3. Adaptive Entity Linking Approach
We propose an adaptive entity linking approach consisting
of two steps (Figure 1): a general-purpose hybrid module
and a domain adaptation module. We describe both steps
in this Section, and depict how they operate on an example
text.

3.1. General-purpose hybrid annotator
In the first step, we use a hybrid module that com-
bines linguistic and graph-based algorithms to detect en-
tity mentions in text and link them to existing DBpedia re-
sources (Plu et al., 2015). This hybrid annotator consists

of three main stages: i) Mention Extraction, ii) Resolution
and Classification, and iii) Candidate Selection.

3.1.1. Mention Extraction
This stage detects mentions in text that are likely to denote
entities. It is composed of two different modules: extrac-
tors and overlap resolution. The extractors module makes
use of the following components: Part-of-Speech (POS)
tagging nouns, and Named Entity Recognition (NER) clas-
sifying entities. In details, we use the Stanford NLP
POS-Tagger (Toutanova et al., 2003) with the english-
bidirectional-distsim model. We use the Stanford NER
Tagger (Finkel et al., 2005) using the NERClassifierCom-
biner functionality to combine multiple CRF models to-
gether.

3.1.2. Resolution and Classification
The parallel strategy used in the mention extraction may
generate overlaps. We make use of an overlap resolution
module that takes the output of each component of the ex-
tractors module and decides on a single output with no
overlaps. For instance, given two overlapping mentions
States of America from Stanford NER and United States
from Stanford POS tagger, we perform a union operation
over the two phrases to obtain the mention United States of
America. The type of the mention is then assigned accord-
ing to the type assigned on the match or partial match by
the entity recognizer.

3.1.3. Candidate Selection
This stage is composed of two sub-tasks, namely entity
linking and candidate ranking. For the entity linking, we
perform a lookup for an entity mention in an index built on
top of both DBpedia2015-042 and a dump of the Wikipedia
articles from February 20153 to generate potential candi-
dates for an entity mention. This process can generate more
than one link for mention. We then rank the links according

2http://wiki.dbpedia.org/
services-resources/datasets/datasets2015-04

3https://dumps.wikimedia.org/enwiki
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to Equation 1 and we consider the first ranked link to be the
most suitable resource to disambiguate the entity.

The ranking function r(l) combines: i) the Levenshtein dis-
tance L between the entity mention m and a knowledge
base label (e.g. Wikipedia title), ii) the maximum Leven-
shtein distance between the mention m and a label (title) of
every Wikipedia redirect page from a set R, iii) the maxi-
mum distance between the mention m and every label (ti-
tle) in the set of Wikipedia disambiguation pages D, iv)
the PageRank (Page et al., 1999) PR value for every entity
candidate l.4 The weights a, b and c satisfy the following
equation: a + b + c = 1 (as a convex combination) and

a > b > c > 0. We empirically assessed that the string dis-
tance measure between a mention and a title is more impor-
tant than the distance measure with a redirect page, which
is itself more important than the distance measure with a
disambiguation page.
As it is customary, we link the entities with no detected en-
try in a knowledge base to NIL. In cases when two or more
candidate links attached to a single entity mention share
the same maximum ranking score, we still rely on taking
the first candidate in the ordered ranking list as the most
probable candidate.

r(l) = (a · L(m, title) + b ·max(L(m,R)) + c ·max(L(m,D))) · PR(l) (1)

3.2. Reranking with Context
In the second step, we apply the ReCon module,5 which
acts as a contextual adaptation layer over the hybrid module
(Section 3.1.). ReCon adapts the entity linking task to the
textual content that is being analyzed, by leveraging genre
and topic domain information about the text. In the current
version, ReCon focuses on entity linking in news articles.
ReCon uses the entity linking annotations performed by
ADEL as a starting point and applies a set of heuristics
which consider aspects of news articles that are not taken
into account by the hybrid module. ReCon makes a reason-
able assumption that the order of expressing information in
news articles is somewhat systematic, i.e. the introductory
sentences of an article tend to be written more explicitly,
while the latter ones often contain abbreviations and incom-
plete mentions which are coreferential with previous ex-
plicit mentions. Furthermore, the title of an article is often
intentionally ambiguous and uses figurative speech, thus re-
quiring a reader to understand the running text of the arti-
cle first. Finally, the entities mentioned in domain-specific
news articles usually stem from that domain, e.g. in the
basketball domain, it is customary to refer to the Chicago
Bulls’ mega-star Michael Jordan with “Jordan”.
ReCon applies four article-wide heuristics which consider
these properties of the newswire text and, additionally, al-
lows them to be tunable to the topic domain of an article.
Our heuristics take the form of binary rules. We detail them
as follows:
H1: Order of processing. The first Recon heuristic, H1,
focuses on the relation between the title and the running text
of a news article. Concretely, we observe that the title of a
news article is often ambiguous and uses figurative speech,
probably because of the intention of the writer to make the
title attractive for a generic reader. On the other hand, the
running text of a news article, especially the introductory
sentences, are written in a clear, informative and contextu-
ally rich manner, allowing a shallowly informed reader to
grasp as much as possible from the presented news. As a

4The PageRank scores for every DBpedia resource originate
from (Reddy et al., 2014).

5ReCon stands for Reranking with Context

reaction to these observations, we introduce our heuristic
H1 which concerns the order of information extraction in
a news article. Following H1, we first process the running
text of a news article and disambiguate the title of the article
at the end.
H2: Co-reference. Our second heuristic, H2, follows a
related rationale. We observe that surface forms that refer
to an entity earlier in text are surrounded by richer verbal
context, compared to the latter mentions of the same en-
tity. This is understandable from a practical perspective:
once the writer has clearly introduced an entity, he can use
abbreviations or more ambiguous ways to refer to it fur-
ther in the text. As a consequence, our second heuristic
also operates on a cross-sentence level and takes advantage
of the order in which sentences and entities appear in text.
Concretely, ReCon’s H2 tries to detect earlier mentions of
the same entity, i.e. H2 checks if an entity mention is in a
same co-referential chain as another entity mention which
occurred earlier in the same article. This co-reference re-
lation is established based on the textual similarity of these
mentions, in particular it is based on the following three
rules:

1. An entity mention Mj is co-referential with a previ-
ously occurred mention Mi if Mj is an abbreviation
of Mi

2. An entity mention Mj is co-referential with a previ-
ously occurred mention Mi if Mj is identical to Mi

3. An entity mention Mj is co-referential with a previ-
ously occurred mention Mi if Mj is a sub-string of
Mi and Mi was linked to an entity of type Person

H3: Domain relevance. If no pre-occurring co-referential
entity is found by H2, we apply a topic modeling heuristic,
H3, in which we exploit a contextual knowledge base about
the topic of interest. We rely on this knowledge base to
examine whether a mention has been frequently and domi-
nantly associated with a certain entity disambiguation link
within the specific topical domain. The frequency and dom-
inance for each surface form are expressed through thresh-
old values: a mention is resolved to an entity link accord-
ing to H3 only if the mention appears sufficiently (with
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Number of Number of Number of Number of Number of Number of
Articles Tokens Entities Links NILs Entity Types

airbus 30 3,620 614 414 200 5
apple 30 3,452 812 525 287 5
gm 30 3,641 760 526 234 5

stock 30 3,362 449 331 118 4
aida-yago2 231 46,435 5,616 4,485 1,131 4

Table 1: Statistics on no. of articles, no. of tokens, no. of entities, no. of links, no. of NILs (entities that do not have
a referent in the knowledge base), and no. of types of the four sub-datasets of the MEANTIME and AIDA-YAGO2 testb
corpora.

frequency above the threshold frequency) in the domain
knowledge base, and a certain entity link is dominantly as-
sociated with that mention (the frequency distribution for
that entity needs to be above the dominance threshold).
H4: Semantic typing. Whenever either of H2 or H3 pro-
poses an entity disambiguation link for a mention, we apply
a fourth heuristic, H4, to check whether its semantic type 6

corresponds to the textual context of that surface form. In
practice, this is done by matching its semantic type from
DBpedia against the entity type as specified by the hybrid
entity linker in the first step.7 If this comparison is success-
ful and the proposed entity corresponds to the type con-
straint set by the hybrid module, then the mention is linked
to the proposed entity. Otherwise, we decline the proposed
entity link. When none of the ReCon heuristics is able to
resolve an entity mention, then we refrain to the linking
provided in the first, hybrid step.

3.3. Running example
We illustrate our approach on a news article snippet (Figure
2). This article stems from the MEANTIME dataset.8

The entity mentions General Motors2 and General
Motors Corporation ( GM )3 are correctly linked to
db:General_Motors9 by the hybrid approach (step 1). This
is pressumably because these two surface forms refer to
db:General_Motors using a phrase which is both custom-
ary and extensive. General Motors Corporation ( GM )3
even specifically introduces an abbreviation “GM”, allow-
ing a human reader to understand the further mentions of
this abbreviation in the remainder of the article.
However, the first step of our approach is not able to cor-
rectly disambiguate the other 4 entity mentions from this
snippet. This is partially due to the fact that this module
does not take into account the global, article-wide con-
text, but instead relies on a combination of string dis-
tance and the PageRank algorithm. Therefore, the error
can be explained by the linking formula in Section 3.1.:
e.g., the string distance score over the title, the redirect
and the disambiguation pages between the entity mention
GM and the entity candidate db:Germany (0.32879817) is
higher than with the entity candidate db:General_Motors

6The rdf:type of the entity
7The incompleteness of semantic typing in our knowledge

bases poses a challenge to H3. In the implementation of this
heuristic, we assume that entities which do not belong to any of
the main classes fit the type constraint posed by the hybrid step.

8We describe this dataset in detail in Section 4.
9PREFIX db: < http : //dbpedia.org/resource/ >

(0.21995464). The linking of these entities is improved in
the second step by ReCon, which “memorizes” information
which have been previously stated in the article and uses
this to process the remainder of the article, in a human-
like manner. Once the abbreviation for General Motors has
been introduced, ReCon assumes that further mentions of
this abbreviation are co-referential to its earliest mention
in the running text. This combination of the heuristics H1
and H2 is able to improve the annotations of GM1, GM4

and GM6, which have previously been disambiguated to
db:Germany according to the scoring function of our step
1.
In this snippet, we also demonstrate the power of our
domain relevance heuristic, H3. Following this heuris-
tic, we find in a domain knowledge base that the phrase
“US$” has been dominantly and frequently associated
with db:United_States_dollar in the automative indus-
try domain. This allows ReCon to rerank the deci-
sion of the hybrid approach and disambiguate US$5 as
db:United_States_dollar, instead of as db:United_States.
The four reranking decisions we describe are confirmed by
the semantic typing heuristic of ReCon (H4). The semantic
types of db:General_Motors and db:United_States_dollar
correspond to the semantic types suggested by the hybrid
module based on the textual context of these mentions,
which are Organization and Miscellaneous, respectively.

4. Datasets
We test our approach on two different datasets, MEAN-
TIME and AIDA-YAGO2. Table 1 provides general statis-
tics of the two datasets such as the number of articles, to-
kens, entities, links, NIL entities and the different entity
types.

4.1. MEANTIME
The MEANTIME corpus (Minard et al., 2016) was devel-
oped within the NewsReader project.10 The corpus consists
of 120 English WikiNews articles as well as their transla-
tions in Spanish, Italian and Dutch, all annotated with en-
tities, events, temporal expressions and semantic roles. In
the entity annotation layer, links to DBpedia resources are
included. As the focus of the NewsReader project lies on
the financial-economic domain, the chosen articles reflect
this topic. The MEANTIME corpus articles are split into

10http://www.newsreader-project.eu/
results/data
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GM1 posts first annual loss since 1992
January 27 , 2006
General Motors2 logo .
General Motors Corporation ( GM )3 has posted its first annual loss since 1992 . GM4

reported losing US$5 4.8 billion in the fourth quarter of 2005 and a total loss of $ 8.6 billion
for the entire year . GM6 admitted Thursday night that the loss could swell further as it
pays pensions and healthcare costs to thousands of former workers .
...

Figure 2: Snippet from article number 31965 in MEANTIME’s GM subcorpus

four sub-corpora revolving around the following core top-
ics: i) Airbus Boeing, ii) Apple Inc., iii) General Motors,
Ford and Chrysler, and iv) the Stock market.
The corpus was created according to the NewsReader
guidelines for annotation at document level (Tonelli et al.,
2014). Since annotation of text with information for a mul-
titude of NLP tasks is extremely costly, only the first six
sentences of each article are fully annotated. Therefore, we
focus our evaluation on a comparative results of the perfor-
mance of those sentences only. There are five entity types
annotated in total in the MEANTIME corpora: PRO (prod-
uct), LOC (location), FIN (financial), ORG (organization)
and PER (person).

4.2. AIDA-YAGO2
The AIDA-YAGO2 dataset is built on top of the most
prominent dataset in named entity recognition, namely the
benchmark dataset that was created for the CoNLL-2003
Language-Independent Named Entity Recognition shared
task (Tjong Kim Sang and Meulder, 2003). For this task,
English and German news articles were annotated with
named entities and made available to the research commu-
nity to train and test their systems. The English training
data consists of 946 articles, containing 203, 621 tokens.
The test data consists of 231 articles, containing 46, 435
tokens. The data was annotated manually with named en-
tities of types: person, location, organization and miscel-
laneous. Part-of-speech and chunk tags were added auto-
matically. There is fairly little overlap of named entities
between the training and test datasets: only 2.9% of the
named entities that occur in the training data also occur in
the test data. (Hoffart et al., 2011) annotated each entity
mention in the CoNLL-2003 data set with links to YAGO
and Wikipedia. For evaluation of our approach, we focus
on the 231 articles in the English testb-portion of the cor-
pus.

5. Experimental Results
We compute the accuracy of our hybrid module (Sec-
tion 3.1.) with two different settings, one for each dataset.
For the MEANTIME dataset the extraction component
uses the POS and the NER extractors whereas for the
AIDA-YAGO2 dataset it uses only the NER extractor (Sec-
tion 3.1.). Next, we use the hybrid module as a baseline
to measure the impact of various ReCon heuristics (Section
3.2.) on the entity linking accuracy.
We report four versions of this comparison (Tables 2, 3, 4
and 5), which differ in terms of matching strictness and in-

AIDA-
Airbus Apple GM Stock YAGO2

H1+H2 38 41 48 18 258
H1+H3 353 235 357 252 2972

H1+H2+H3 353 249 358 254 3045
H1+H2+H3+H4 297 236 313 233 2461

Table 6: Number of re-assigned links by various ReCon
heuristics combinations

clusion of NIL entities in the evaluation. When it comes to
matching, we report results for both exact and partial/fuzzy
matching of entity mentions.11 We report results that both
include and exclude NIL entities. For all four comparisons,
we present the accuracy of our approach in terms of preci-
sion, recall and F1-measure. The last row in each of these
four tables presents the performance of the overall two-step
system, consisting of the hybrid module and all four Re-
Con heuristics, applied consecutively. For consistency, we
use the evaluation scripts developed within the NewsReader
project.12

For each corpus, we also note the number of surface forms
whose linked entity has been re-assigned based on the
heuristics of ReCon in Table 6. As we discuss in Section
3.2., ReCon does not rerank for every surface form, but only
for those surface forms that satisfy one of its heuristics. Be-
cause of this, the number of rerankings on a corpus is lower
than the overall number of entity surface forms in that cor-
pus. Additionally, the reranking decision by ReCon may
coincide with the disambiguation of the hybrid step, which
means that not every reranking decision performs alteration
of the disambiguation link assigned by the hybrid module.

6. Results Analysis
The results reported in the Section 5. provide evidence that
the task of entity linking can benefit from domain-specific
knowledge. For most corpora, the domain-aware heuristics
of ReCon are able to enhance the entity linking and improve
its accuracy: the heuristics of ReCon bring improvement
over the baseline module for 4 out of 5 corpora, irrespec-
tive of the evaluation settings (matching type or inclusion
of NIL entities).

11In the fuzzy matching mode, we consider an entity mention
as matched if at least one of the tokens overlaps between an entity
mention from the system output and the gold standard. This type
of matching thus tolerates partially incorrect entity boundaries.

12https://github.com/newsreader/
evaluation/tree/master/ned-evaluation
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Airbus Apple GM Stock AIDA-YAGO2
p r F1 p r F1 p r F1 p r F1 p r F1

Hybrid 38.81 26.81 31.71 10.07 5.14 6.81 30.36 16.16 21.09 28.73 15.71 20.31 46.82 41.36 43.92
Hybrid+H1+H2 38.81 26.81 31.71 10.07 5.14 6.81 33.21 17.68 23.08 28.73 15.71 20.31 46.35 40.96 43.49
Hybrid+H1+H3 43.06 29.95 35.33 10.04 5.14 6.8 40.62 22.24 28.75 27.81 15.71 20.08 55.58 49.97 52.62
Hybrid+H1+H2+H3 43.06 29.95 35.33 10.04 5.14 6.8 43.75 23.95 30.96 29.95 16.92 21.62 55.34 49.77 52.41
Hybrid+ReCon 42.36 29.47 34.76 10.04 5.14 6.8 38.95 21.1 27.37 25.13 14.2 18.15 52.93 47.56 50.1

Table 2: Exact mention match evaluation, excluding NIL entities. H1 (order of processing), H2 (co-reference), H3 (do-
main relevance) and H4 (semantic typing) correspond to the ReCon components described in Section 3.2.. Figures are in
percentage.

Airbus Apple GM Stock AIDA-YAGO2
p r F1 p r F1 p r F1 p r F1 p r F1

Hybrid 58.74 40.58 48 19.78 10.09 13.37 50.36 26.81 34.99 59.12 32.33 41.8 49.14 43.41 46.1
Hybrid+H1+H2 59.09 40.82 48.29 19.78 10.09 13.37 55 29.28 38.21 59.12 32.33 41.8 48.67 43.01 45.67
Hybrid+H1+H3 62.5 43.48 51.28 20.07 10.29 13.6 63.54 34.79 44.96 66.31 37.46 47.88 57.89 52.04 54.81
Hybrid+H1+H2+H3 62.15 43.24 51 20.07 10.29 13.6 67.36 36.88 47.67 68.98 38.97 49.81 57.65 51.84 54.59
Hybrid+ReCon 61.46 42.75 50.43 20.07 10.29 13.6 62.1 33.65 43.65 63.1 35.65 45.56 55.21 49.61 52.26

Table 3: Fuzzy mention match evaluation, excluding NIL entities. H1 (order of processing), H2 (co-reference), H3 (do-
main relevance) and H4 (semantic typing) correspond to the ReCon components described in Section 3.2.. Figures are in
percentage.

Airbus Apple GM Stock AIDA-YAGO2
p r F1 p r F1 p r F1 p r F1 p r F1

Hybrid 36.22 18.4 24.41 8.88 3.32 4.84 27.83 11.32 16.09 26.63 11.8 16.36 44.4 40.15 42.17
Hybrid+H1+H2 36.22 18.4 24.41 8.88 3.32 4.84 30.42 12.37 17.59 26.63 11.8 16.36 44.02 39.81 41.81
Hybrid+H1+H3 40.38 20.52 27.21 8.88 3.32 4.84 38.19 15.53 22.08 26.63 11.8 16.36 52.00 47.03 49.39
Hybrid+H1+H2+H3 40.38 20.52 27.21 8.88 3.32 4.84 41.1 16.71 23.76 28.64 12.69 17.59 51.80 46.85 49.20
Hybrid+ReCon 39.74 20.19 26.78 8.88 3.32 4.84 36.25 14.74 20.95 24.12 10.69 14.81 49.85 45.08 47.35

Table 4: Exact mention match evaluation, including NIL entities. H1 (order of processing), H2 (co-reference), H3 (do-
main relevance) and H4 (semantic typing) correspond to the ReCon components described in Section 3.2.. Figures are in
percentage.

Airbus Apple GM Stock AIDA-YAGO2
p r F1 p r F1 p r F1 p r F1 p r F1

Hybrid 56.41 28.67 38.01 18.09 6.77 9.86 47.57 19.34 27.5 56.28 24.94 34.57 48.18 43.57 45.76
Hybrid+H1+H2 56.73 28.83 38.23 18.09 6.77 9.86 51.78 21.05 29.93 56.28 24.94 34.57 47.80 43.23 45.40
Hybrid+H1+H3 60.26 30.62 40.6 18.42 6.9 10.04 60.19 24.47 34.8 63.82 28.28 39.2 55.78 50.44 52.98
Hybrid+H1+H2+H3 59.94 30.46 40.39 18.42 6.9 10.04 63.75 25.92 36.86 66.33 29.4 40.74 55.58 50.27 52.79
Hybrid+ReCon 59.29 30.13 39.96 18.42 6.9 10.04 58.58 23.82 33.86 60.8 26.95 37.35 53.63 48.50 50.94

Table 5: Fuzzy mention match evaluation, including NIL entities. H1 (order of processing), H2 (co-reference), H3 (do-
main relevance) and H4 (semantic typing) correspond to the ReCon components described in Section 3.2.. Figures are in
percentage.

Looking at specific corpora, we observe the highest im-
provement on the GM corpus, while the domain adaptation
of ReCon seems to be not effective on the Apple corpus.
For these two corpora, there is no correlation between the
number of re-assigned entity links by ReCon and the cor-
responding F1-measures. An intuitive interpretation of the
discrepancy in the accuracy between these corpora would
be that GM stems from the ideal domain that is intended to
be processed by ReCon, because the topics of GM revolve
around the automotive industry which is exactly the topic
of the knowledge used in ReCon’s H3.

The topics covered by AIDA-YAGO2 do not stem from
the automotive industry, thus ReCon’s improvement there
may seem counterintuitive. However, AIDA-YAGO2 con-

tains many well-known entities from a neutral domain (e.g.
db:France), some of which tend to be very frequent and
dominant also in the automotive domain. This causes such
entities to be resolved correctly by H3. From an entity over-
lap analysis of the corpora, we also know that 23.30% of the
MEANTIME entities appear in AIDA-YAGO2.

Our results indicate that, in most cases, the highest score is
achieved by combining heuristics H1 and H3, or by com-
bining H1, H2 and H3. This leads to several conclusions.
Firstly, we observe that H3 is the most successful individ-
ual heuristic. This heuristic brings a key complementary
information to the first, hybrid step: while the hybrid step
relies on a notion of popularity through the PageRank algo-
rithm, H3 indicates how often and how dominantly a cer-
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tain surface form is used to refer to a certain entity within a
concrete domain (in this paper, we compute these statistics
on over a million domain-specific news articles). Next to
its potential, this heuristic is also applied more frequently
than the other heuristics, for instance, H3 is triggered up
to 10 times more often than H2 on the corpora we analyze
(Table 6). Secondly, the order of processing (H1), i.e. start-
ing with the clearest and most explicitly conveyed infor-
mation, and then proceeding towards increasingly ambigu-
ous sentences, helps the entity linking system similarly as it
helps humans. While we do not quantify the effect solely of
this heuristic, qualitative case-by-case analysis such as the
one in Section 3.3., provides evidence for the usefulness of
this heuristic. In the case of the GM corpus, this heuristic
helps the co-reference heuristic (H2) reach a higher score.
Thirdly, we note that the semantic typing heuristic worsens
the results. This is unfortunate, as we do think that semantic
typing adds an interesting perspective to the entity linking
process. In practice, however, the semantic typing heuris-
tic is sensitive to two key factors which directly influence
its performance: i) accuracy of the semantic typing of the
entity with respect to its textual context, which is automat-
ically performed by the hybrid module; ii) accuracy of the
entity types in DBpedia (if any).13 Hence, an optimal appli-
cation of the semantic typing heuristics should be examined
further in future work.
Furthermore, we observe a single pattern for the accuracy
of our heuristics per corpus which is confirmed across Ta-
bles 2-5, irrespectfully of the recognition strictness or the
inclusion of NIL entities. Namely, if a certain combina-
tion of heuristics improves the entity linking accuracy on a
certain corpus, this is manifested in each of the evaluation
results tables. It is also not surprising that the accuracy of
linking on partially matched entities is better than the ac-
curacy on exactly matched entities. The choice of whether
to include NIL entities seems to be of different importance
across datasets. For the MEANTIME corpora, this is a very
important evaluation decision, while in AIDA-YAGO2 the
NIL entities have much less influence. This can be ex-
plained by the results in Table 1, where we observe that
between 26.28% and 35.34% of the entity mentions in the
MEANTIME dataset are annotated with a NIL link. The
percentage of NIL entities in AIDA is lower (20.14%).

7. Conclusions and Future Work
In this paper, we investigate the role of contextual knowl-
edge as a domain adaptation layer for the task of entity link-
ing. Our hypothesis is that the task of entity linking can be
customized by taking into account genre and topical do-
main information about the text to analyze. We propose
an adaptive context-aware solution, consisting of two steps
and a set of rule-based heuristics. Our system focuses on
entity linking in news articles and it can be tuned to a topic
through leveraging a topic-specific knowledge source. We
provide evidence for the potential of our approach on the
MEANTIME dataset, which was created in order to eval-

13(Paulheim and Bizer, 2014) report that large portion of the
DBpedia entities are incomplete in terms of their semantic types
and estimate 2.7 million missing type statements in DBpedia.

uate entity linking in the automotive industry domain, as
well as on the well-known AIDA-YAGO2 dataset.
We have demonstrated the promise of domain adaptation
on the analyzed datasets through a qualitative analysis in
Section 3.3. and the quantitative analysis in Section 6. Still,
our contextual reranker can easily benefit from an extended
set of heuristics, which is expected to increase the impor-
tance of the interaction between the different heuristics and
require more advanced decision making models than the
current rule-based decision model. These heuristics, for in-
stance, could help modelling the genre domain further, by
making use of other properties of news articles.
We plan to proceed with the experiments to further exploit
the topical domain of an article. While we already take
the topical context into account to some extent (ReCon’s
H3), this can be considered further by leveraging contextual
knowledge more extensively. However, we observe that for
certain datasets it is not trivial to decide on the document
topic. For instance, in Section 6. we have discussed that our
heuristics, including H3, improve the accuracy both on the
GM corpus and on AIDA-YAGO2, although the topic con-
text of GM is by far more appropriate for our approach. We
calculate that almost a quarter of the entities which occur
in the MEANTIME corpus are also represented in AIDA-
YAGO2, which provides evidence that the subset of well-
known entities is prominent in datasets from various do-
mains.
Finally, although the current version of ReCon supports
customizability in terms of the knowledge source used, we
have not experimented with different knowledge bases and
choosing an appropriate knowledge source dynamically to
match the topical domain of the analyzed news article. In-
vestigation of this dynamic customizability of our approach
lies in the realm of future work.
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