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Abstract
This paper reports SuperCAT, a corpus analysis toolkit. It is a radical extension of SubCAT, the Sublanguage Corpus Analysis Toolkit,
from sublanguage analysis to corpus analysis in general. The idea behind SuperCAT is that representative corpora have no tendency
towards closure—that is, they tend towards infinity. In contrast, non-representative corpora have a tendency towards closure—roughly,
finiteness. SuperCAT focuses on general techniques for the quantitative description of the characteristics of any corpus (or other
language sample), particularly concerning the characteristics of lexical distributions. Additionally, SuperCAT features a complete
re-engineering of the previous SubCAT architecture.
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1. Introduction
This paper reports SuperCAT, a corpus analysis toolkit. It
is a radical extension of SubCAT, the Sublanguage Cor-
pus Analysis Toolkit (Temnikova et al., 2014), from sub-
language analysis to corpus analysis in general. SubCAT
was originally developed to assess the fit of corpora to
the sublanguage model. To this end, SubCAT contained
Python scripts and applications for analyzing lexical, mor-
phological, and sentence type closure (McEnery and Wil-
son, 2001), as well as over-represented words and syntactic
deviance in corpora. The idea, taken from (McEnery and
Wilson, 2001), is that sublanguages exhibit a tendency to-
wards closure (roughly finiteness), and often syntactic de-
viance. The over-represented-word functionality aids in in-
vestigating the lexical/semantic characteristics of the do-
main represented in the sublanguage. SubCAT was tested
on several different corpora, containing texts from different
domains (Temnikova et al., 2013a; Temnikova and Cohen,
2013) and languages (Temnikova et al., 2013b). SuperCAT
(Version 2.0 of SubCAT) represents a considerable exten-
sion of SubCAT to analyze arbitrary corpora. It quickly
became evident that while SubCAT was useful for recog-
nizing sublanguages, it also had applications to what might
be thought of as the “opposite” task—recognizing when a
sample of language has the characteristics of a representa-
tive sample of language. Therefore, in the current version,
we focus less on sublanguage-specific issues and more on
general techniques for quantitative description of the char-
acteristics of any corpus (or other language sample). Ad-
ditionally, SuperCAT features a complete re-engineering of
the SubCAT architecture. This version is distributed via a
Java JAR file, allowing the associated programs to be run
without requiring installation of Python. A number of R
scripts for graphing the results of the Java application anal-
yses are also provided.

2. Motivation for SubCAT and SuperCAT
The original motivation for SubCAT was to provide tools
for evaluating the fit of a sample of language to the sublan-
guage model. The sublanguage model describes language
in combinations of specific domains and genres (e.g. molec-

ular biology scientific journal articles and patents written
in English, or patient records written in Bulgarian) (Tem-
nikova et al., 2014). Examples of sublanguages that have
been identified to date include immunology journal arti-
cles (Harris et al., 1989), weather reports (Kittredge, 2003),
aircraft and automotive technical manuals (Rinaldi et al.,
2004; Ciravegna, 1995), mathematical texts (Sojka et al.,
2011), and others (McDonald, 2000; Sekine, 1994; Somers,
2000; Grishman, 2001; Mollá and Vicedo, 2007; Grishman
and Kittredge, 1986; Hirschman and Sager, 1982; Finin,
1986). The ability to identify a sublanguage is important
(in part) because once we know that a sample of texts rep-
resents a sublanguage, we can make use of that fact in de-
signing natural language processing applications, e.g. ma-
chine translation, information extraction, speech recogni-
tion, natural language generation, automatic terminology
recognition, and question answering (Lewis et al., 2011;
Eck et al., 2004; Grishman, 2001; Kittredge, 2003; Rinaldi
et al., 2004; Mollá and Vicedo, 2007; McDonald, 2000;
Ciravegna, 1995; Butters and Ciravegna, 2008). (There are
theoretical and knowledge representation implications, as
well, but we focus on natural language processing for this
audience.)
A sublanguage is necessarily not representative of the lan-
guage as a whole—this is why it shows a tendency towards
closure. A representative sample of the language as a whole
shows the opposite tendency—that is, a tendency towards
infinite growth, or what one might call “openness,” on an
analogy to open-class words. Thus, the same functionality
in SubCAT that indicates the extent of a corpus’s fit to the
sublanguage model indicates equally well the opposite—its
representativeness. For this reason, we have renamed the
application SuperCAT, to de-emphasize the focus on sub-
languages and instead emphasize its applicability to assess-
ing representativeness (or lack thereof).

2.1. Related work on corpus analysis tools
The Sketch Engine (Kilgarriff et al., 2004) is a corpus
analysis tool that takes as its input a corpus of any language
and produces “word-sketches,” i.e. short summaries of each
word’s grammatical and collocational behaviour.
LinguaStream (Widlöcher and Bilhaut, 2005; Bilhaut and
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Widlöcher, 2006) uses the principal of incremental enrich-
ment to allow visual assembly of modules for corpus anal-
ysis at various levels, from the morphological to the discur-
sive.
The AntConc family of tools1 (Anthony, 2005) comprise
concordancing tools for different languages, providing ad-
ditional possibilities, such as analysis of parallel corpora,
vocabulary profiling, file conversion tools, etc. However,
none of them is specifically designed for sublanguage de-
tection and analysis, nor for corpus representativeness.
Upery (Bourigault, 2002) focuses on corpus analysis with
respect to distributional analysis of dependency structures.
WordSmith Tools2 is a concordancer.
GraphColl (Brezina et al., 2015) is a tool for analyzing
networks of linguistic collocations.
Wmatrix3 offers analysis of word frequencies, concor-
dances, and collocations, and similarly to SuperCAT, it also
allows the comparison of a specific domain with a larger,
more general corpus.
BNCweb 4 (Hoffmann et al., 2008) is a web-interface al-
lowing browsing of the BNC corpus. It provides function-
ality such as concordancing, frequency lists, and colloca-
tions.
Linguistic Inquiry and Word Count (LIWC) 5 is a tool
which allows analyzing corpora for specific categories of
words, such as those indicating different emotions, think-
ing styles, social concerns, and parts of speech.
WordStat is a commercial tool. It offers content analysis,
authorship attribution, automatic document classification,
and GIS mapping.

2.1.1. Summary of related work
Many of these tools provide functionality that is not avail-
able in SuperCAT. The primary distinguishing feature of
SuperCAT is that it allows evaluation of the representative-
ness of a corpus, as well as of its fit to a sublanguage model.

3. Functionality
SubCAT functionality that carries over into SuperCAT in-
cludes:

• Construction of lexical closure curves

• Construction of syntactic closure curves

• Determination of over-represented words using the
simplemaths algorithm (Kilgarriff, 2012; Temnikova
et al., 2013b)

New functionality in SuperCAT includes:

• Pre-processing for plain text (untagged) inputs

• Rank-ordered frequency counts

• Automated Kolmogorov-Smirnov test for fit to a
power law distribution

1http://www.laurenceanthony.net/software.html
2http://www.lexically.net/wordsmith/
3http://ucrel.lancs.ac.uk/wmatrix/
4http://corpora.lancs.ac.uk/BNCweb/
5http://liwc.wpengine.com

• JUnit tests and test data files for the core functionality
to allow for worry-free extensions by users

• Extendable classes for representing types and tokens

• Graphing functionality

• Optional output with column headers for easier pro-
cessing by statistical analysis packages

SuperCAT omits the lexical-POS (part of speech) clo-
sure calculations of SubCAT, as it is not clear that this
form of closure is well-defined, and impressionistically, we
never noted a difference between the lexical closure and
lexical-POS closure characteristics of a corpus, regardless
of whether or not it fit the sublanguage model.
Figure 1 shows an example of lexical closure curves for
equivalently-sized samples of three corpora: the British Na-
tional Corpus (Burnard, 1998), the CRAFT corpus (Bada
et al., 2012; Verspoor et al., 2012; Cohen et al., to ap-
pear), and the GENIA corpus (Ohta et al., 2002; Kim et al.,
2003a; Kim et al., 2003b). A lexical closure analysis de-
tects the way that vocabulary size changes as increasingly
large amounts of the corpus are observed. As tokens are
observed sequentially, the number of types that those to-
kens represent is counted. The number of types observed
is output at every 1,000 tokens. General language sam-
ples will tend to show continued growth in the number of
types as long as new tokens are observed—that is, a lack
of closure. Sublanguages will show a tapering off in the
growth of the number of types after some number of tokens
has been observed—in other words, (lexical) closure. The
British National Corpus is a representative corpus of En-
glish and shows rapid growth in the size of the lexicon as
increasingly large numbers of tokens are observed. There
is no tendency toward closure, as seen by the fact that the
growth curve has not plateaued. In contrast, the CRAFT
and GENIA corpora both cover very restricted domains—
mouse genomics and human blood cell transcription fac-
tors, respectively. The CRAFT and GENIA corpora do not
show any tendency toward closure at this sample size, ei-
ther, but their lexical diversity is clearly far smaller than
that of the British National Corpus, as shown by the con-
siderably smaller values on the y axis (types) for a given
number of tokens. The reasoning behind, and interpretation
of, these graphs is discussed in more detail in (Temnikova
et al., 2013a; Temnikova and Cohen, 2013; Temnikova et
al., 2013b).
Figure 2 shows an example of sentence type closure curves
for equivalently-sized samples of two corpora: the Bulgar-
ian National Reference Corpus (Savkov et al., 2012), and a
collection of epicrises (analytical summations of case his-
tories, common in European medical practice) (Boytcheva
and Angelova, 2009). A sentence type closure analysis de-
tects the way that the size of the set of sentence types ob-
served changes as increasingly large amounts of the corpus
are observed. A sentence type is defined in SuperCAT as
a sequence of part of speech tags. We note that this is ar-
guably not a syntactic description of a sentence at all, as
it is not structured. However, it is both theoretically neu-
tral and extremely sensitive to differences in sentences. It
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Figure 1: Lexical closure properties, comparing the British
National Corpus (BNC) and two corpora of the molecular
biology domain, CRAFT and GENIA. Tick-marks on the x
axis indicate increments of 50,000 tokens. The BNC shows
rapid growth in the size of the lexicon as increasingly large
numbers of tokens are observed. There is no tendency to-
ward closure, as seen by the fact that the growth curve has
not plateaued. The CRAFT and GENIA corpora do not
show any tendency toward closure as reflected in plateau-
ing of the growth curve at this sample size, either, but their
lexical diversity is clearly far smaller than that of the British
National Corpus, as shown by the considerably smaller val-
ues on the y axis (types) for a given number of tokens.

can be seen that the Bulgarian National Reference Corpus,
a representative sample of the language, shows no tendency
toward closure (i.e., finiteness of sentence types) at all, and
in fact has about a 1:1 ratio of sentence types to sentence to-
kens. In contrast, although the epicrisis corpus also shows
no tendency toward closure at this sample size, it has a
much smaller type:token ratio, at 1:3.44.
Figure 3 shows the output of SuperCAT’s over-represented
word analysis. It is produced by an implementation of Kil-
garriff’s simplemaths algorithm (Kilgarriff, 2012). These
are not the most frequent words in the document collection,
but rather the words that occur more often than would be
expected, given the background frequencies of the words
in a representative sample of the language (in this case, the
Bulgarian National Reference Corpus). Figure 3 displays
the top ten most over-represented lexical types, and the top
ten most over-represented lemmata. The top fifty terms in
each list show the heavy presence of lexical items related ei-
ther to the semantics or to the unique syntax of the domain.
In particular, we see heavy representation of words related
to diabetes, body parts, and symptoms. The first item on the
list is an abbreviation for the word chasa (“hours”), which
occurs frequently in the epicrises to indicate the time at
which one in a series of blood tests was drawn. It is essen-
tial for extraction of trends in laboratory test values. The /
(forward slash) character has a variety of primarily syntac-
tic uses in medical records, including linking systolic and
diastolic blood pressures and visual acuities.

4. Elements of the new architecture
The old Python scripts of SubCAT have been reimple-
mented in Java in SuperCAT. The resulting functionality is

Figure 2: Sentence type closure properties in Bulgarian.
BNRC is the Bulgarian National Reference Corpus. Epi-
crises is a collection of Bulgarian medical records. Tick-
marks on the x axis indicate increments of 20,000 tokens.
The BNRC, a representative sample of the language, shows
no tendency toward closure at all, and in fact has about a 1:1
ratio of sentence types to sentence tokens. In contrast, al-
though the epicrisis corpus also shows no tendency toward
closure in terms of a growth plateau at this sample size, it
has a much smaller type:token ratio, at 1:3.44.

distributed in a JAR file, enabling running the toolkit from
the command line with easily configurable commands. This
results in greater ease of use. Additional functionality mak-
ing use of the graphing and statistical analysis functionality
of the R language is made available through an executable
R application, so installing R is not required to use Super-
CAT.
All source code is included in the JAR file, as well as unit
tests and some test data files.

5. Future work: Usability testing
One of the goals of the redesign of the software was to make
it easier to use. The original SubCAT required pre-tagged
data. The user ran a series of scripts on that data. In con-
trast, SuperCAT is used via a single Java .jar file. Options
include giving it plain text, i.e. untagged, input. (This is in
addition to the previous ability to handle pre-tagged data,
which has been retained.) To investigate whether or not
the new version is as easy to use as we hope, the next step
in its development will be usability testing. We will re-
quest the participation of a number of groups to try out the
new version and test the extent to which it is usable, in the
sense of actually being applicable by third parties. Follow-
ing the approach of work on reproducibility in computer
science (Proebsting and Warren, 2015), the goal will be for
users to be able to execute a predefined set of tasks within
an hour. To eliminate the necessity for doing initial trivial
data-munging (POS tagging, formatting of input files, and
the like), as well as to control for the effect of data size on
times, subjects will be supplied with sample data files. We
will then measure:

• The percentage of users able to complete specified
tasks within an hour.
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Figure 3: The output of an over-represented words analysis of a collection of Bulgarian clinical documents. As described
in the text, the top 50 terms and symbols reflect the unique syntax and semantics of the domain.

• For those users who are able to complete the specified
tasks, the elapsed time.

This widely used approach to usability testing should be
able to detect usability problems, as they would be in-
dicated by (a) a low percentage of completion, and (b)
high elapsed times for successful completers (Lowdermilk,
2013).
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