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Abstract
We present our guidelines and annotation procedure to create a human corrected machine translated post-edited corpus for the Modern
Standard Arabic. Our overarching goal is to use the annotated corpus to develop automatic machine translation post-editing systems for
Arabic that can be used to help accelerate the human revision process of translated texts. The creation of any manually annotated corpus
usually presents many challenges. In order to address these challenges, we created comprehensive and simplified annotation guidelines
which were used by a team of five annotators and one lead annotator. In order to ensure a high annotation agreement between the
annotators, multiple training sessions were held and regular inter-annotator agreement measures were performed to check the annota-
tion quality. The created corpus of manual post-edited translations of English to Arabic articles is the largest to date for this language pair.
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1. Introduction

In recent years, machine translation (MT) became widely
used by translation companies to reduce their costs and im-
prove their speed. Therefore, the demand for quick and
accurate machine translations is growing. Machine trans-
lation (MT) systems often produce incorrect output with
many grammatical and lexical choice errors. Correcting
machine-produced translation errors, or MT Post-Editing
(PE) can be done automatically or manually. Successful au-
tomatic post-editing approaches using manually corrected
MT output were used by Elming (2006) and Simard et al.
(2007). The availability of annotated resources is required
for such approaches. When it comes to the Arabic lan-
guage, to the best of our knowledge, there is no manually
post-edited MT corpora available to build such systems.
Therefore, there is a clear need to build such valuable re-
sources for the Arabic language.

In this paper, we present our guidelines and annotation pro-
cedure to create a human corrected MT corpus for the Mod-
ern Standard Arabic (MSA). The creation of any manually
annotated corpus usually presents many challenges. In or-
der to address these challenges, we created comprehensive
and simplified annotation guidelines which were used by a
team of five annotators and one lead annotator. In order to
ensure a high annotation agreement between the annotators,
multiple training sessions were held and regular inter anno-
tator agreement (IAA) measures were performed to check
the annotation quality. To the best of our knowledge, this is
the first published machine translation manual post-editing
annotation effort for Arabic of this scale.

In the next sections, we review related work (Section 2),
describe our corpus and the development of the guidelines
(Sections 3-4), and present our annotation procedure (Sec-
tion 5), than we present the annotation evaluation in Section
6, finally we conclude our work in Section 7.

2. Related Work

Large scale manually corrected MT corpora are not yet
widely available due to the high cost related to building
such resources. Wisniewski et al. (2014) created a corpus
of machine translation errors extracted from several trans-
lation students taking part in a master program in special-
ized translations. The texts are translated from English to
French. A portion of the corpus contains an analysis of the
type of errors made by the MT system. Elming (2006) cre-
ated a 265K-word English-Danish MT manually corrected
corpus by a human professional translator. The full corpus
covers the chemical patents domain. Simard et al. (2007)
created a 500K-word corpus of manually edited French-
English and English-French MT from the Canadian Job
Bank website. The corpus is a collection of blocks com-
posed of the source language texts, the machine translation
output of a rule-based MT system and the final post-edited
version done by a human translator. Moreover, Avramidis
et al. (2014) built a corpus of human-annotated machine
translations which was evaluated by professional human
translators for the following three language pairs: German-
English, English-German and Spanish-German.
Fishel et al. (2012) created a corpus of automatically pro-
duced translations with detailed manual translation error
analysis of 576 sentences for four language pairs: English-
Czech;French-German;German-English;English-Serbian.
Popescu-belis et al. (2002) produced a small corpus of 50
texts translated by students and corrected by their profes-
sors and all translation errors are annotated with their cor-
rections in this corpus. For Arabic, we cite the effort of
Bouamor et al. (2014) who created a medium scale human
judgment corpus of Arabic machine translation using the
output of six MT systems and a total of 1892 sentences and
22K rankings.
Our corpus is a part of the Qatar Arabic Language Bank
(QALB) project, a large scale manually annotated anno-
tation project (Zaghouani et al., 2014b; Zaghouani et al.,
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2015). The project goal was to create an error corrected
2M-words corpus for online user comments on news web-
sites, native speaker essays, non-native speaker essays and
machine translation output. The 100K-word machine trans-
lation portion was selected from various Wikinews English
articles translated to Arabic automatically using the Google
Translate tool.1

3. Corpus Description
We collected a 100K-word corpus of English news articles
taken from the collaborative journalism Wikinews web-
site.2 Since Wikinews is a free-content news source, we
avoided any copyrights complications. The corpus includes
520 articles with an average of 192 words per article. The
articles cover mostly political news and they are selected
from the completed version of articles since some the re-
cent Wikinews articles may still be edited or updated. The
original English files were in HTML format and were ex-
ported to a UTF-8 plain text standard format so it can be
used later on in the annotation tool. Afterwards, the cor-
pus collected was automatically translated from English to
Arabic using the Google Translate API paid service.3

4. Development of the Guidelines
To obtain a consistent post-edited version of MT errors by
the various annotators, clear and concise correction guide-
lines are needed. In order to annotate the MT corpus, we
use the general annotation correction guidelines we created
previously for L1 described in Zaghouani et al. (2014a; Za-
ghouani et al. (2014b) and we add specific MT post-editing
correction rules. In the general correction guidelines we
place the errors to be corrected into the following seven
categories:

1. Spelling errors: mostly letter Yaa and hamza errors
in the MT texts.

2. Word choice errors: a very frequent error in texts
produced by MT systems.

3. Morphology errors: mostly related to an incorrect
inflection or derivation.

4. Syntactic errors: the MT systems used in this project
produced many cases of wrong gender and number
agreement and also errors related to definiteness and
wrong case and tense assignment.

5. Proper names errors: we observed many cases of
named entities being improperly translated into Ara-
bic.

6. Dialectal usage errors: the dialectal is generally not
present in the MT texts.

7. Punctuation errors: in some cases punctuation signs
appear in the wrong place.

1El Kholy and Habash (2012) present some of the major chal-
lenges for statistical machine translation from English into Arabic.

2https://en.wikinews.org
3https://cloud.google.com/translate

We refer to Zaghouani et al. (2014b) for more details about
these errors.
In the MT post-editing guidelines, we provide the annota-
tors with detailed annotation procedure and explain how to
deal with borderline cases in order to a increase the inter-
annotator agreement. We include many annotated examples
to illustrate some specific cases of machine translation cor-
rection rules as seen in the example of Figure 3 showing the
original English text, Figure 4 showing a sample machine
translation output and Figure 5 showing a sample human
post-edited version of the sample.
Since there are equally-accurate alternative ways to edit the
machine translation output, all being considered correct,
some using fewer edits than others, therefore, the task can
be very challenging.
We explained in the guidelines that the machine translated
texts should be corrected with a minimum number of ed-
its necessary to achieve an acceptable translation quality.
However, correcting the accuracy errors and producing a
semantically coherent text is more important than minimiz-
ing the number of edits and therefore, the annotators were
asked to pay attention to the following three aspects: accu-
racy, fluency and style.

Accuracy The accuracy of the translation is very impor-
tant and any missing translation should be added to ensure
the coverage of the semantics of the source sentence. In
all cases, the edited machine translation text should have
the same meaning as the English source text. Word and
phrases rearrangement over long distances is only permit-
ted if it is really needed as the annotators are encouraged to
use as much of the raw MT output as possible. Finally, the
edited machine translation should not add any information
that is not present in the English source text. In the same
way, it should not omit any information or meaning that is
in the English source text as seen in the following example
in Table 1.4

Fluency Grammatical and agreement errors occur fre-
quently in MT texts and they should be always corrected.
Word reordering is only permitted when it is needed to cor-
rect the the syntax or meaning in the sentence as seen in the
example of Table 2.

Style Since machine translation output is fully automati-
cally generated, it has its own style that may seem unfamil-
iar or unnatural although, in some cases it has an acceptable
word order and conveys the meaning of the English source
text accurately. Therefore, in such cases the style of writ-
ing should not be modified or improved as can be seen in
Table 3.
The MT post-editing annotation guidelines will be pub-
lished as a technical report and will be available in the near
future on the QALB project web page.5

5. Annotation Procedure
The annotation team consisted of a lead annotator and five
annotators. The lead annotator is also the annotation work-
flow manager of this project. He evaluates the quality of the

4Arabic transliteration is presented in the Habash-Soudi-
Buckwalter scheme (Habash et al., 2007).

5http://nlp.qatar.cmu.edu/qalb/
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Original Japan has an extensive web of highways with thousands of tunnels.
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Table 1: Example of accuracy errors. Words in bold not present in the original text

Original Brazil’s Syrians divided over unrest.
Machine Translation .
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Table 2: Example of fluency error. Words in bold have the wrong word order.

annotation, monitor and report on the annotation progress.
A clearly defined protocol is set, including a routine for
the post-editing annotation job assignment and the inter-
annotator agreement evaluation. The lead annotator is also
responsible of the corpus selection and normalization pro-
cess beside the annotation of the gold standard data to be
used to compute the Inter-Annotator Agreement (IAA) por-
tion of the corpus.
The annotators in this project are university graduates with
good Arabic language background, two of them are grad-
uate students of translation and interpretation studies. To
ensure the annotation quality, an extensive training phase
for each annotator was conducted. Afterwards, the anno-
tator’s performance was closely monitored during the ini-
tial period, before allowing the annotator to join the official
post-editing production phase. Moreover, a dedicated on-
line discussion group was frequently used by the annotation
team to keep track of the MT post-editing questions and is-
sues raised during the annotation process. This mechanism,
proved to help the annotators and the lead annotator to have
a better communication.
The annotation itself is done using the QAWI annotation
tool, an in house built web annotation framework designed
originally for the manual correction of errors in L1 and L2
texts (Obeid et al., 2013).
This framework includes two major components: The an-
notation management interface which is used to assist the
lead annotator in the general work-flow process, it allows
the annotation manager easily upload and organize files and
projects, manage users, assign files in a batch or individu-
ally, export annotation tasks and monitor the current anno-
tation progress by processing real time annotation progress
statistics. Moreover inter-annotator agreement (IAA), eval-
uation metrics such as the Word Error Rate (WER) are in-
tegrated with the management interface to allow the scores
to be computed and the results to be stored over time.
The MT post-editing annotation interface is the actual an-
notation tool (Figure 1), which allows the annotators to do
the manual correction of the MT Arabic output. The inter-
face provides the following types of corrections:

1. Word Edit: to correct/modify a word.

2. Word Move: to move words to the right location in
the sentence.

3. Add Word: insert missing words in the text.

4. Delete: delete unnecessary words.

5. Merge and Split: to merge or split words.

All post-editing action history previously mentioned are
recorded in a database and can be exported to an XML file.
Figure 2 shows an example of how the annotation actions
are stored in the XML annotation export file.
Finally, and in order to increase the post-editing speed and
prior to the first human pass, an automatic post-editing
pass is done through MADAMIRA (Pasha et al., 2014),
a tool that automatically corrects common spelling errors
using a prediction model based on the words in-context.
MADAMIRA uses a morphological analyzer to produce,
for each input word, a list of analyses specifying every
possible morphological interpretation of that word, cov-
ering all morphological features of the word. Most of
the errors automatically corrected are related to Ya/Alif-
Maqsura, Ha/Ta-Marbuta and Hamzated Alif forms, which
are common spelling errors in Arabic.6

6. Evaluation
6.1. Inter-Annotator Agreement
We use Word error Rate (WER) as a proxy of the Inter an-
notator agreement. If the WER of two different annotations
of the same sentences is low, we assume there is a high
agreement between them. To evaluate the MT post-editing
quality, we measure the inter-annotator agreement (IAA)
on randomly selected files to ensure that the annotators are
consistently following the annotation guidelines. A high
annotation agreement is a good indicator of the data quality.

6For more information on Arabic orthography and other issues
of Arabic NLP, see (Habash, 2010).
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Figure 1: The MT Post-Editing annotation interface. Edited words are highlighted in blue. Inserted words are highlighted
in purple.

Figure 2: Extract of output file showing the correction action history.
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Original It’s been five years since pro-democracy protests started.
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Table 3: Example of machine translation unnatural but acceptable style shown in the words in bold. No correction is needed
in this case.

Raw vs Gold IAARound1 IAARound2

QALB L1 Corpus 24.45 3.80 N/A
QALB L2 Corpus 37.64 14.67 3.35
QALB MT Corpus 31.75 16.87 4.92

Table 4: Comparison between the MT corpus and the L1 and L2 corpus with the percentage of changes from the RAW
output against the gold output and the inter-annotator agreement (IAA) on all ’words’ in terms of average WER (Punctuation
is ignored). Round1 is basic IAA comparing two annotations starting from raw output text. Round2 starts with the output
of Round1.

Original ‘Traditional museums are run by the old people.’
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Table 5: Example of multiple post-editing corrections of an MT sentence

The IAA is measured over all pairs of annotations to com-
pute the AWER (Average Word Error Rate). In this evalu-
ation, the WER measures the post-editing errors against all
words in the text, the lower the WER between two annota-
tions, the higher is their agreement (Snover et al., 2006).
The IAA results shown in Table 4 include the results ob-
tained in the current work as well as the results from the
previous work described in Zaghouani et al. (2014b) for
L1 corpus and in Zaghouani et al. (2015) for L2 corpus.
We included the results from previous work to be able to
compare IAA scores across the different genres.
The IAA results for the MT corpus are computed over 20
files (2,980 words) post-edited by at least three different
annotators for the MT corpus and over 200 files (10,288
words) for the L1 corpus and finally 20 files (3,188 words)
for the L2 corpus.
Table 4 shows the number of changes done over the whole
corpus measured in WER between the raw text and the
edited text. We observe that on average 31.75% of text was
changed for the MT corpus. Secondly, we present the IAA

numbers in terms of AWER in two evaluation rounds. In
the first IAA round, the post-edited text is compared to a
post-edited text made by a second pool of three annotators.
The IAA of 16.87 obtained for the round 1 could be ex-
plained by the relatively high level of changes in the text
and also by the difficult nature of the MT post-editing task
in general. In order to measure the fluency agreement of
the post-edited text, we performed a second round of IAA
in which the output text of the first round was provided to
second pool of three annotators in order to measure their
agreement on the correction done during the first round of
annotation in term of IAA. The low average WER of 4.92
obtained show a high agreement with the post-editing done
in the first round between three annotators. The results ob-
tained with the MT are comparable to those obtained with
the L2 corpus, this can be explained by the difficult nature
of both corpora and the multiple acceptable corrections for
both.
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Figure 3: Sample text in original English version.

Figure 4: Machine translated version of the sample text.

6.2. Error Analysis
There will be always cases of MT post-editing disagree-
ment, as there is often many ways to correct a given trans-
lation. With our guidelines, we try our best to reduce the

inconsistency in the annotation. In Table 2, we show an
example of disagreement among the annotators including a
case of two acceptable corrections. For instance, Annotator
C added the unnecessary word AÒ

	
J�
K. bynmA ‘while’ which
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Figure 5: Post-Edited version of the sample text.

was not present in the original sentence or the MT out-
put, moreover, she kept the word ÐñJ


	
K @PñJ
Ë @ AlywrAnywm

‘Uranium’ wrongly present in the MT output. On the
other hand, the annotator A produced the perfect transla-
tion while the annotator B produced an acceptable one.

7. Conclusions
We have presented in detail the methodology used to create
a 100K-word English to Arabic MT manually post-edited
corpus, including the development of the guidelines as well
as the annotation procedure and the quality control proce-
dure using frequent inter-annotator measures. The created
guidelines will be made publicly available and we look
forward to distribute the post-edited corpus in a planned
shared task on automatic error correction and getting feed-
back from the community on its usefulness as it was in the
previous shared tasks we organized for the L1 and L2 cor-
pus (Mohit et al., 2014; Rozovskaya et al., 2015).
We believe that this corpus will be valuable to advance re-
search efforts in the machine translation area since manu-
ally annotated data is often needed by the MT community.
We believe that our methodology for guideline develop-
ment and annotation consistency checking can be applied
in other projects and other languages as well. In the future,
we plan to increase the size of the corpus and also to add
other corpus domains.

Acknowledgements
We would like to thank the anonymous reviewers for their
valuable comments and suggestions. We also thank all

our dedicated annotators: Noor Alzeer, Hoda Fathy, Hoda
Ibrahim, Anissa Jrad and Jihene Wafi. This publication
was made possible by grants NPRP-4-1058-1-168 from
the Qatar National Research Fund (a member of the Qatar
Foundation). The statements made herein are solely the re-
sponsibility of the authors.

8. References
Avramidis, E., Burchardt, A., Hunsicker, S., Popovic,

M., Tscherwinka, C., Torres, D. V., and Uszkoreit,
H. (2014). The taraxu corpus of human-annotated ma-
chine translations. In Proceedings of the Ninth Interna-
tional Conference on Language Resources and Evalu-
ation (LREC 2014), pages 2679–2682. European Lan-
guage Resources Association (ELRA), 5.

Bouamor, H., Alshikhabobakr, H., Mohit, B., and Oflazer,
K. (2014). A human judgement corpus and a metric
for arabic MT evaluation. In Proceedings of the 2014
Conference on Empirical Methods in Natural Language
Processing, EMNLP 2014, October 25-29, 2014, Doha,
Qatar, A meeting of SIGDAT, a Special Interest Group of
the ACL, pages 207–213.

El Kholy, A. and Habash, N. (2012). Orthographic and
morphological processing for english–arabic statistical
machine translation. Machine Translation, 26(1-2):25–
45.

Elming, J. (2006). Transformation-based corrections of
rule-based mt. In Proceedings of the EAMT 11th Annual
Conference.

1875



Fishel, M., Bojar, O., and Popovic, M. (2012). Terra: a
collection of translation error-annotated corpora. In Pro-
ceedings of the 8th International Conference on Lan-
guage Resources and Evaluation. International Confer-
ence on Language Resources and Evaluation (LREC-
12), 8th, May 23-25, Istanbul, Turkey. European Lan-
guage Resources Association (ELRA), 5.

Habash, N., Soudi, A., and Buckwalter, T. (2007). On Ara-
bic Transliteration. In A. van den Bosch et al., editors,
Arabic Computational Morphology: Knowledge-based
and Empirical Methods. Springer.

Habash, N. (2010). Introduction to Arabic Natural Lan-
guage Processing. Morgan & Claypool Publishers.

Mohit, B., Rozovskaya, A., Habash, N., Zaghouani, W.,
and Obeid, O. (2014). The first qalb shared task on
automatic text correction for arabic. In Proceedings of
the EMNLP Workshop on Arabic Natural Language Pro-
cessing, page 39.

Obeid, O., Zaghouani, W., Mohit, B., Habash, N., Oflazer,
K., and Tomeh, N. (2013). A Web-based Annotation
Framework For Large-Scale Text Correction. In The
Companion Volume of the Proceedings of IJCNLP 2013:
System Demonstrations, Nagoya, Japan, October.

Pasha, A., Al-Badrashiny, M., Kholy, A. E., Eskander, R.,
Diab, M., Habash, N., Pooleery, M., Rambow, O., and
Roth, R. (2014). MADAMIRA: A Fast, Comprehensive
Tool for Morphological Analysis and Disambiguation of
Arabic. In Proceedings of the 9th International Confer-
ence on Language Resources and Evaluation, Reykjavik,
Iceland.

Popescu-belis, A., King, M., and Benantar, H. (2002). To-
wards a corpus of corrected human translations.

Rozovskaya, A., Bouamor, H., Habash, N., Zaghouani,
W., Obeid, O., and Mohit, B. (2015). The second qalb
shared task on automatic text correction for arabic. In
Proceedings of the ACL-IJCNLP Workshop on Arabic
Natural Language Processing, page 26.

Simard, M., Goutte, C., and Isabelle, P. (2007). Statis-
tical phrase-based post-editing. In Proceedings of the
North American Association for Computational Linguis-
tics: Human Language Technologies Conference.

Snover, M., Dorr, B., Schwartz, R., Micciulla, L., and
Makhoul, J. (2006). A study of translation edit rate with
targeted human annotation. In Proceedings of AMTA,
pages 223–231.

Wisniewski, G., Kubler, N., and Yvon, F. (2014). A corpus
of machine translation errors extracted from translation
students exercises. In International Conference on Lan-
guage Resources and Evaluation (LREC 2014), page 4
pages, Reykjavik, Iceland, may. European Language Re-
sources Association (ELRA).

Zaghouani, W., Habash, N., and Mohit, B. (2014a). The
qatar arabic language bank guidelines. Technical Re-
port CMU-CS-QTR-124, School of Computer Science,
Carnegie Mellon University, Pittsburgh, PA, September.

Zaghouani, W., Mohit, B., Habash, N., Obeid, O., Tomeh,
N., Rozovskaya, A., Farra, N., Alkuhlani, S., and
Oflazer, K. (2014b). Large scale arabic error annotation:
Guidelines and framework. In International Conference

on Language Resources and Evaluation (LREC 2014).
Zaghouani, W., Habash, N., Bouamor, H., Rozovskaya, A.,

Mohit, B., Heider, A., and Oflazer, K. (2015). Cor-
rection annotation for non-native arabic texts: Guide-
lines and corpus. In Proceedings of the Association for
Computational Linguistics Fourth Linguistic Annotation
Workshop, pages 129–139.

1876


