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Abstract
There is a rich flora of word space models that have proven their efficiency in many different applications including information retrieval
(Dumais et al., 1988), word sense disambiguation (Schütze, 1993), various semantic knowledge tests (Lund et al., 1995; Karlgren
and Sahlgren, 2001), and text categorization (Sahlgren and Karlgren, 2005). Based on the assumption that each model captures some
aspects of word meanings and provides its own empirical evidence, we present in this paper a systematic exploration of the principal
corpus-based word space models for bilingual terminology extraction from comparable corpora. We find that, once we have identified
the best procedures, a very simple combination approach leads to significant improvements compared to individual models.
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1. Introduction

The distributional hypothesis which states that words with
similar meanings tend to occur in similar contexts (Harris,
1954), has been extended to the bilingual scenario (Fung,
1998; Rapp, 1999). Hence, using comparable corpora,
a translation of a source word can be found by identify-
ing a target word with the most similar context. A pop-
ular method often used as a baseline is the Standard Ap-
proach (Fung, 1998). It consists of using the bag-of-words
paradigm to represent words of source and target language
by their context vector. After word contexts have been
weighted using an association measure (the point-wise mu-
tual information (Fano, 1961), the log-likelihood (Dunning,
1993), the discounted odds-ratio (Laroche and Langlais,
2010)), the similarity between a source word’s context vec-
tor and all the context vectors in the target language is
computed using a similarity measure (cosine (Salton and
Lesk, 1968), Jaccard (Grefenstette, 1994)...). Finally, the
translation candidates are ranked according to their sim-
ilarity score. Many variants of the Standard Approach
have been proposed. They can differ in context represen-
tation (window-based, syntactic-based) (Gamallo, 2008),
corpus characteristics (small, large, general or domain spe-
cific...)(Chiao and Zweigenbaum, 2002; Déjean and Éric
Gaussier, 2002; Morin et al., 2007), type of words to
translate (single word terms (SWTs) or multi-word terms
(MWTs))(Rapp, 1999; Daille and Morin, 2005), words
frequency (less frequent, rare...)(Pekar et al., 2006), etc.
There exist other approaches for bilingual lexicon extrac-
tion. Déjean et al. (2002) introduce the extended approach
to avoid the insufficient coverage of the bilingual dictionary
required for the translation of source context vectors. A
variation of the latter method based on centroid is proposed
by (Daille and Morin, 2005). Haghighi et al. (2008) em-
ploy dimension reduction using canonical component anal-
ysis (CCA).
The majority of the proposed approaches rely on context
similarity. The starting point of context characterization is
word co-occurrence statistics. It can provide a natural ba-

sis for semantic representation. Corpus-based word space
models allow to go from distributional statistics to a geo-
metric representation that induce the semantic representa-
tion of words from their patterns of co-occurrence in text.
While literature suggest numerous techniques that could be
used for that purpose, it is not obvious which is the best and
furthermore in bilingual configuration where few studies
have been proposed so far (Gaussier et al., 2004; Haghighi
et al., 2008). The Standard Approach can be seen as a raw
word-space model where each word defines a new dimen-
sion. This latter suffers from data sparseness where a tiny
amount of words in language are distributionally promis-
cuous, and the vast majority only occur in a very limited
set of contexts. In order to counter problems with very
high dimensionality and data sparseness, different unsu-
pervised and popular models can be applied, such as La-
tent Semantic Analysis (LSA), Principal Component anal-
ysis (PCA), Independent component Analysis (ICA) and
Canonical Correlation Analysis (CCA), etc.

In this paper, we propose to extend the work of (Gaussier et
al., 2004) in which they compared different projection tech-
niques such as LSA, PLSA, and CCA, etc. Our first contri-
bution is to investigate other techniques such as PCA and
ICA in addition to LSA1 on three specialized comparable
corpora. Our second contribution is to propose a stream-
lined approach that can be seen as a combination system of
multiple word space models based on empirical evidence.
We show that our approach leads to significant improve-
ments compared to individual models.

The remainder of this paper is organized as follows. Sec-
tion 2. presents our approach. Section 3. describes the dif-
ferent linguistic resources used in our experiments. Sec-
tion 4. evaluates the contribution of all the approaches on
the quality of bilingual terminology extraction through dif-
ferent experiments. Section 5. presents our conclusions.

1CCA was assessed but the results were disappointing
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2. Method
Starting from the intuition that each word space model
(WSM) provides its own empirical evidence, we aim at
taking advantage of each technique to yield better perfor-
mance. Our method is first to build each word space model
separately, then project words in each model and finally ap-
ply a simple combination technique based on scores and
ranks as it is naturally used in information retrieval to re-
rank translation candidates. In order to build a discrim-
inant subspace we use mathematical transforms such as
LSA (Deerwester et al., 1990), PCA and ICA (Jutten and
Hérault, 1991; Comon, 1994; Hyvarinen et al., 2001). The
main interest of using mathematical transforms is that their
properties ensure a better data representation. For each
method we use the same matrix representation. Data is
represented as an n × (m + r) matrix in which the rows
correspond to translation pairs, and the columns to source
and target vocabularies. The most frequent m+ r words of
the source and target language that appear in the bilingual
dictionary are retained for constructing the matrix x. Each
column of x represents a context vector of a word i with
i ∈ m + r. For a given element xcr of the matrix x, xcr

denotes the association measure of the r:th analyzed word
with the c:th context word.

3. Experimental Setup
3.1. Corpus Data
The experiments have been carried out on three English-
French comparable corpora. A specialized corpus of 1 mil-
lion words from the medical domain within the sub-domain
of ’breast cancer’2, a specialized corpus from the domain
of ’wind-energy’ of 600,000 words and a specialized cor-
pus from the domain of geology within the sub-domain of
Volcanoes of 800,000 words. The three bilingual corpora
have been normalized through the following linguistic pre-
processing steps: tokenization, part-of-speech tagging, and
lemmatization. We also used the French-English bilingual
dictionary ELRA-M0033 of about 200,000 entries3.

3.2. Reference Lists
The terminology reference list required to evaluate the
performance of the alignment programs is often com-
posed of 100 single-word terms (SWTs) (180 SWTs in
(Déjean and Éric Gaussier, 2002), 95 SWTs in (Chiao and
Zweigenbaum, 2002), and 100 SWTs in (Daille and Morin,
2005)). To build our reference lists, we selected only the
French/English pair of SWTs which occur more than five
times in each part of the comparable corpus. As a result of
filtering, 321 French/English SWTs were extracted (from
the UMLS4 meta-thesaurus.) for the breast cancer corpus,
150 pairs for the wind-energy corpus and 158 for the vol-
cano corpus.

3.3. Evaluation Measure
Three major parameters need to be set, namely the as-
sociation measure, the similarity measure and the size of

2www.elsevier.com
3ELRA dictionary has been done by Sciper in the Tech-

nolangue/Euradic project
4http://www.nlm.nih.gov/research/umls

the window used to build the context vectors (Laroche
and Langlais, 2010). As association measure we use the
point-wise mutual information (PMI) (Fano, 1961), the log-
likelihood measure (LL) (Dunning, 1993), the discounted
odds-ratio (ODDS) (Laroche and Langlais, 2010) and the
raw co-occurrence value (OCC). As a similarity measure,
we use weighted Jaccard index (Grefenstette, 1994) for the
standard approach and the normalized Euclidean distance
(Korenius et al., 2006) for LSA, PCA and ICA. We also
chose a 7-window size. Other combinations of parame-
ters were assessed but the previous parameters turned out
to give the best performance.

3.4. Baseline
The baseline in our experiments is the standard approach
(Fung, 1998) often used for comparison (Pekar et al., 2006;
Gamallo, 2008; Prochasson and Morin, 2009), etc.

4. Experiments and Results
We note that ’Top k’ means that the correct translation is
present in the k first candidates of the list returned by a
given method. We use also the mean average precision
MAP (Manning and Schuze, 2008).

4.1. Word Space Models Comparison
We carry out a comparison between the standard approach
(SA), LSA, PCA and ICA according to the main association
measures (OCC, PMI, ODDS and LL).
Table 1 shows that the results differ according to each as-
sociation measure and word space model. For the co-
occurrence association measure (OCC) for instance, the
most appropriate WSM is ICA for the three comparable
corpora while the results are more variable for the PMI
where all the WSM’s obtain in general the same results.
For the ODDS measure, SA and LSA obtain the best re-
sults with a slight advantage of SA using the breast cancer
corpus and a slight advantage of LSA on the volcano cor-
pus. Results on the wind energy corpus are quite similar
for both SA and LSA. Finally, the SA method shows the
best results using the LL measure. We can note that the
best MAP is obtained using OCC-ICA for the wind energy
corpus with a score of 27.1% and a score of 27.9% and
46.8% respectively for the breast cancer and the volcano
corpus using SA. In summary, according to Table 1 the best
configurations are OCC-ICA, PMI-PCA, ODDS-LSA and
LL-SA.

4.2. Word Space Models Combination
In this experiment we compare different combinations of
WSM’s according to their best individual performance. We
use a weighted arithmetic score combination for LSA, PCA
or ICA as they are based on the same similarity measure
(Normalized Euclidean distance) and a weighted arithmetic
ranks combination while using SA in the combination pro-
cess (SA is based on Jaccard similarity). Here also different
combination measures were assessed but the chosen ones
give the best results.
Figure 1 shows the results of word space models combina-
tions and each model taken separately using the best asso-
ciation measure. We notice that SA performs better than
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SA LSA PCA ICA

OCC 16.9 14.4 06.7 20.2

B
re

as
t

PMI 22.6 21.1 18.5 21.1
ODDS 24.8 22.6 18.1 19.2
LL 27.9 10.0 09.7 14.8

OCC 18.5 18.3 09.8 27.1

W
in

dPMI 15.6 12.6 17.6 13.8
ODDS 20.2 21.3 17.5 16.4
LL 24.2 11.1 12.8 14.1

OCC 30.1 26.0 16.6 37.5

Vo
lc

an
o

PMI 21.7 20.5 24.6 26.8
ODDS 30.3 33.9 24.2 26.6
LL 46.8 18.2 19.4 34.4

Table 1: Mean average precision (MAP) of word space
models using different association measures.

the three other models for the breast cancer corpus. We can
also notice that LSA+ICA model outperforms SA. The best
performance is obtained with the SA+ICA model closely
followed by the SA+PCA model. For the wind energy cor-
pus, SA and ICA obtain comparative results with a global
advantage for ICA. Unlike the results of the breast can-
cer corpus, the best model is LSA+PCA+ICA. We notice
that the scores of the SA+ICA model are close to those of
LSA+PCA+ICA model. Finally, for the volcano corpus we
notice that SA+ICA and LSA+ICA outperform SA signifi-
cantly after the top 25.

5. Discussion and Conclusion
In this paper we have proposed the idea of combining dif-
ferent word space models to improve bilingual terminology
extraction from comparable corpora. We notice that ap-
propriate models combination leads to significant improve-
ments as shown in the experiments. In theory, unsuper-
vised word space models constitute an appropriate frame-
work for data representation. However, in a practical case
these models rely greatly on the initial data from which
they build the new sub-space. Moreover, in a bilingual sce-
nario there is an additional noise introduced by the transla-
tion phase. This can explain the results variability in some
cases. For WSMs, the number of dimensions needs to be
set. This parameter depends on data and can affect the per-
formance. Nevertheless, we notice in our experiments that a
number of 300 dimensions fixed empirically was an appro-
priate choice for the three corpora. For each WSM we need
to select variables and samples from the corpus. In our case,
variables are the words of the target language that appear in
the bilingual dictionary and the samples are all the words
of the target language. Variables allow a mapping between
the source and the target language. The main question not
solved in this study is: how to choose the appropriate vari-
ables and samples? Not all the words are of the same influ-
ence on a WSM as we notice in our experiments, so further
investigation is certainly needed in this direction. Finally,
our findings lend support for the hypothesis that combining
multiple WSMs is an appropriate way to improve signif-
icantly bilingual terminology extraction from comparable
corpora.
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(a) Breast cancer corpus
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(b) Wind energy corpus
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Figure 1: Comparison of different word space models com-
binations (the improvements indicate a significance at the
0.05 level using Student’s t-test)
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