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Abstract
In this Paper we present a corpus named SXUCorpus which contains read and spontaneous speech of the Upper Saxon German
dialect. The data has been collected from eight archives of local television stations located in the Free State of Saxony. The recordings
include broadcasted topics of news, economy, weather, sport, and documentation from the years 1992 to 1996 and have been manually
transcribed and labeled. In the paper, we report the methodology of collecting and processing analog audiovisual material, constructing
the corpus and describe the properties of the data. In its current version, the corpus is available to the scientific community and is
designed for automatic speech recognition (ASR) evaluation with a development set and a test set. We performed ASR experiments with
the open-source framework sphinx-4 including a configuration for Standard German on the dataset. Additionally, we show the influence
of acoustic model and language model adaptation by the utilization of the development set.
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1. Introduction

The collection of regional speech patterns and its prepara-
tion is the basis for many fields in linguistic research as
well as the development and evaluation of speech technol-
ogy applications. The dialect Upper Saxon is attributed to
the East Central German dialect groups. It is mainly spoken
in the Free State of Saxony and adjacent areas as the east-
ern part of Thuringia and the south-eastern Saxony-Anhalt.
Upper Saxon has major phonological, morphological and
lexical deviations from Standard German and other regi-
olects (Weise and others, 2013). Furthermore, there are re-
gional variants within Saxony (Schaufuß, 2015) which arise
particularly in spontaneous speech.
Some recordings of the dialect are already available by
different German speech corpora. For instance, the cor-
pus RVG 1 (Burger and Schiel, 1998) includes recordings
from all over Germany. It contains read and spontaneous
speech that were orthographically and phonetically tran-
scribed. The corpus of FOLK (Schmidt, 2014) contains
over 100 hours of different verbal interaction types from
different regions including Upper Saxon. In other works,
Upper Saxon speech has been collected in connection with
specific research activities, such as the intonation of a di-
alect (Kügler, 2003), or standard-dialect variation (Schau-
fuß, 2015).
The project “Pilotprojekt zur Digitalisierung der Senderar-
chive sächsischer Lokalfernsehsender” in cooperation with
the SLM (Sächsische Landesanstalt für privaten Rundfunk
und neue Medien) tries to support local television stations
by developing solutions for archiving analog audiovisual
material from the early nineties. In this context, we built a
comprehensive workflow including the digitization and an-
notation in order to provide a holistic approach. As part
of the workflow, the automatic speech recognition (ASR)
allows the retrieval of spoken language. However, the chal-
lenge is to recognize dialect speech.
In this Paper we present the first version of the SXUCorpus

which includes read and spontaneous speech of the Upper
Saxon German dialect. The main goal of this work is to
encourage scientists in the field of speech technologies to
handle the diversity of spoken languages. For instance, the
corpus can be utilized in combination with other datasets in
order to perform dialect detection or classification. More-
over, the investigation of the impact on ASR systems could
be helpful for optimization problems. Therefore, our aim
was to construct a corpus which has the following charac-
teristics:

• Pure Upper Saxon dialect speech of semi-professional
TV presenters and interview partners

• Regional variation of the recordings in Saxony

• Read and spontaneous speech

• Diversity of topics including news, economy, weather,
sport, and documentation

• Availability to the scientific community as ASR eval-
uation data including a development set and a test set

This Paper is organized as follows: In the next section we
present the sources and describe the data of our constructed
corpus. In Section 3 we introduce the first ASR evalua-
tion of the corpus including the experimental setup and the
results as a baseline. Finally, we conclude this paper in
Section 4 and give some future directions.

2. Corpus
2.1. Collecting the Data
In cooperation with the SLM we collected 289 videotapes
from the archives of local television stations situated in the
Free State of Saxony. These tapes comprise the analog for-
mats SVHS and Betacam SP with a duration of up to 240
minutes. The content includes broadcasted topics of news,
economy, weather, sport, and documentation from the years
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Television station
# sentences

# tokens # minutesread spontaneous
eff3 229 106 6,045 45
Nordsachsen TV 401 49 7,577 55
Lokalstudio Bischofswerda 81 65 2,077 15
VRF 103 108 4,514 31
Laubuscher Heimatkanal 0 223 4,571 33
Elsterwerda TV 0 99 2,359 18
MEF 479 744 25,817 199
Sachsen Fernsehen 353 437 17,008 104
Total 1,646 1,831 69,968 500

Table 1: Amount of data collected from different television stations in Saxony
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Figure 1: Regions of local television stations in the Free
State of Saxony. The corresponding cities are assigned
in brackets: 1 – VRF (Plauen); 2 – Sachsen Fernsehen
(Chemnitz); 3 – MEF (Marienberg); 4 – eff3 (Freiberg);
5 – Lokalstudio Bischofswerda (Bischofswerda); 6 – El-
sterwerda TV (Hoyerswerda); 7 – Laubuscher Heimatkanal
(Höhenbocka); 8 – Nordsachsen TV (Eilenburg).

1992 to 1996. The speakers are mostly semi-professional
TV presenters and interview partners. The local television
stations and the corresponding cities of Saxony are illus-
trated in Figure 1. The stations are widely scattered all over
Saxony which enables us to derive benefit from a high va-
riety of the Upper Saxon speech. A regional aggregation
would not reproduce the diversity of the dialect.

In order to manage the digitization of the analog formats we
developed a robot-system and a software framework called
Imtecs (Manthey et al., 2013). This framework provides a
collection of components to implement an automated ingest
workflow (as part of a holistic archive workflow) which in
addition enables the extraction of metadata of the technical
constraints for each ingested job. The resulting raw digital
audiovisual formats are then transcoded into WAV (mono,
16 kHz, 16 bit) to obtain an appropriate format for the an-
notation described in the next section.

2.2. Corpus Construction
The transcription of the acquired data was conducted by
four student assistants who are trained transcribers and fa-
miliar with the occurring dialect. We used the software
FOLKER (Schmidt and Schütte, 2010) for transcribing and
utilized the minimal variant of the GAT transcription con-
vention (Selting et al., 2009). The segmentation was per-
formed on sentence-level. Only segments were considered
that have a low background noise and include only speech
with the typical characteristics of the Upper Saxon dialect.
Standard German or other dialects respectively languages
were left out. In case of indecision of a transcriber we pre-
ferred to conduct a majority vote to fulfill our requirements
of the corpus.
Some words in the data yields dialect specific phenomena
concerning the utilization of an alternative pronunciation.
Consequently different official orthographic forms of a cer-
tain word were applied. For instance, the interjections “nu”,
“na”, and “nor” often appeared in spontaneous speech and
are instances of an affirmation such as “ja” in standard or-
thography respectively represent an agreement. Another of-
ten used Upper Saxon expression which serves as an exam-
ple is “bissel”. It means “a bit” in English and has the form
“bisschen” in Standard German.
As there is a huge amount of different speakers and the ap-
pearance of a single speaker is rather low we decided to
describe speakers by a label for gender (male and female)
and the type of speech (read and spontaneous) instead of
a unique speaker name or identifier. The labels and tran-
scriptions were double checked by another student assistant
guaranteeing a higher quality of the edited data.
Next, we parsed each XML based project file of FOLKER
in order to extract transcribed audio segments (WAV, mono,
16 kHz, 16 bit) from a long WAV file. Additionally we as-
signed the labels, the ID of television station and videotape,
and the number of the segment to the name of a segmented
audio file. In order to generate statistics of the transcripts
and to prepare the corpus concerning ASR we generated
a .transcription file where each line represents a sentence
with an assigned name of the corresponding audio segment
in brackets and a .fileid file which includes the references
to the audio segments.
The statistics of the constructed corpus are shown in Table
1. The corpus comprises in its first version approximately
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Dataset # sentences # tokens # minutes
read – development set 823 14,566 112
read – test set 823 14,310 112
spontaneous – development set 916 20,583 138
spontaneous – test set 915 20,516 138
both – development set 1,739 35,149 250
both – test set 1,738 34,826 250

Table 2: Amount of data prepared for ASR evaluation

Configuration
read spontaneous both

dev test dev test dev test
Standard 52.2 51.4 77.9 77.1 67.2 66.5
AM adaptation 13.9 30.2 34.5 56.1 32.5 46.2
LM adaptation 34.8 50.9 66.8 75.2 55.4 65.1
AM + LM adaptation 6.3 29.6 21.9 53.4 20.7 44.3

Table 3: Word error rates for read, spontaneous, and both types of speech using different ASR configurations on the
development set (dev) and the independent test set (test).

500 minutes and 69,968 transcribed tokens. At this stage,
the dataset is not suitable for the investigation of different
speech patterns (e.g., pronunciation variation) in the state
of Saxony itself, since the number of sentences is unbal-
anced concerning the individual regions. Nevertheless, the
total corpus has two things in common: the Upper Saxon
dialect and a comparatively good partitioning of read and
spontaneous speech. This version of the corpus is therefore
prioritized for the evaluation of ASR systems.
For this purpose, we prepared the corpus as follows (see
Table 2). We separated the dataset into a read and a spon-
taneous speech part. For each part we assigned the same
number of segments originated from a videotape to the test
set and to the development set. Thus, the regional distribu-
tion is balanced in the generated evaluation sets as well as
for the type of speech. Finally, we created a third evalua-
tion set without the consideration of read and spontaneous
speech by merging the two development sets and the two
test sets.

3. ASR Evaluation
3.1. Experimental Setup
The goal of this experiment is to verify the dataset by ASR
with a configuration for Standard German, but also to in-
vestigate the influence of the development set concerning
acoustic model (AM) and language model (LM) adaptation.
ASR was performed using the engine of the open-source
framework sphinx-4 (Walker et al., 2004). We utilized
the German open source corpus for distant speech recog-
nition (Radeck-Arneth et al., 2015) to train an AM.
It includes context-dependent triphone Hidden-Markov-
Models (HMM) with 2,000 senones and 32 Gaussians per
state. In order to construct a LM with a high variety
of topics we used approximately 15 million German sen-
tences of newspaper texts from the Leipziger Corpus Col-
lection (Richter et al., 2006). We trained a trigram LM with
Kneser-Ney smoothing by using the SRILM toolkit (Stol-
cke et al., 2011). The perplexity of the LM for our total

corpus is 588.1 and has an Out-of-Vocabulary (OOV) rate
of 0.9%. The pronunciation lexicon was automatically cre-
ated with the Balloon tool (Reichel, 2012) covering the vo-
cabulary of the acquired newspaper texts. Subsequently, we
corrected these canonical pronunciations manually in terms
of Standard German.
One approach to achieve a better ASR performance is AM
adaptation, e.g., (Wang et al., 2003). We applied maximum
a posteriori (MAP) adaptation by using the development set
of read, spontaneous, and both to update the parameters of
our acoustic model.
In order to consider the characteristics of the language es-
pecially in spontaneous speech we performed LM adapta-
tion as follows. We used the transcripts of the development
set of read, spontaneous, and both to train the correspond-
ing trigram LMs with Kneser-Ney smoothing. For each
resulting model we performed a linear interpolation with
the background model constructed with the newspaper texts
from the Leipziger Corpus Collection. For the adaptation,
equal interpolation weights were assigned.

3.2. Results
We report different word error rates (WER) obtained on the
development set and the independent test set with different
configurations of ASR in Table 3. As expected, there are
much more recognition errors in spontaneous (77.1%) than
in read speech (51.4%) with a difference of 25.7%. AM
adaptation using the development set of the corresponding
type of speech yields better results than the standard con-
figuration. In more detail, we achieved an improvement of
21.2% for read, 21.0% for spontaneous, and 20.3% for both
types of speech. With our background LM and the test set
we computed the perplexities 548.6 (read), 644.1 (sponta-
neous), and 602.8 (both). After LM adaptation, the per-
plexities could be decreased to 497.7 (read), 411.9 (sponta-
neous), and 443.3 (both). However, the WER results with
LM adaptation were just slightly better than using only the
background model. We obtained the best results on the
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test set by the combination of AM and LM adaptation with
29.6% (read), 53.4% (spontaneous), and 44.3% (both). One
can obtain a decrease in WER by more sophisticated mod-
els as well as a detailed investigation regarding pronuncia-
tion variation.

4. Conclusions and Future Work
We presented the SXUCorpus comprising read and sponta-
neous speech of the Upper Saxon German dialect. The data
has been collected from archives of local television stations
located in the Free State of Saxony. This paper reports the
methodology of collecting and processing the analog audio-
visual material, constructing the corpus and describes the
properties of the data. In its current version, the corpus is
available on request to the scientific community and is de-
signed for ASR evaluation including a development set and
a test set. We performed ASR experiments with a config-
uration for Standard German on the dataset. Additionally,
we showed the effect of acoustic model and language model
adaptation. We could decrease the word error rate, with a
difference of more than 20%, to 29.6% for read, 53.4% for
spontaneous, and 44.3% for both types of speech.
For the future we plan to set further projects in order to
verify and enhance our archiving solutions. In this connec-
tion, we want acquire more and more speech of the Upper
Saxon dialect. More speech data and more balancing data
enable the investigation of pronunciation variation as well
as different regional speech patterns.
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Kügler, F. (2003). Do we know the answer? variation
in yes-no-question intonation. Linguistics in Potsdam,
21:9–29.

Manthey, R., Herms, R., Ritter, M., Storz, M., and Eibl,
M. (2013). A support framework for automated video
and multimedia workflows for production and archive.
In Human Interface and the Management of Information.
Information and Interaction for Learning, Culture, Col-
laboration and Business, pages 336–341. Springer.

Radeck-Arneth, S., Milde, B., Lange, A., Gouvêa, E.,
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