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Abstract
In online computer-mediated communication, speakers were considered to have experienced difficulties in catching their partner’s emo-
tions and in conveying their own emotions. To explain why online emotional communication is so difficult and to investigate how this
problem should be solved, multimodal online emotional communication corpus was constructed by recording approximately 100 speak-
ers’ emotional expressions and reactions in a modality-controlled environment. Speakers communicated over the Internet using video
chat, voice chat or text chat; their face-to-face conversations were used for comparison purposes. The corpora incorporated emotional la-
bels by evaluating the speaker’s dynamic emotional states and the measurements of the speaker’s facial expression, vocal expression and
autonomic nervous system activity. For the initial study of this project, which used a large-scale emotional communication corpus, the
accuracy of online emotional understanding was assessed to demonstrate the emotional labels evaluated by the speakers and to summa-
rize the speaker’s answers on the questionnaire regarding the difference between an online chat and face-to-face conversations in which
they actually participated. The results revealed that speakers have difficulty communicating their emotions in online communication
environments, regardless of the type of communication modality and that inaccurate emotional understanding occurs more frequently in
online computer-mediated communication than in face-to-face communication.
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1. Introduction

Communication has shifted from face-to-face communica-
tion to online computer-mediated communication. Peo-
ple often send an e-mail to deliver and receive impor-
tant business information, exchange various messages per
day using a messenger service, talk over the (Internet)
phone, and conduct conferences with other people using
a video chat conferencing system, thus, rarely meeting to-
gether. This computer-mediated communication is reason-
able, convenient and indispensable for us, and there are
no problems in performing our daily tasks rationally. The
problem lies in the difficulty of communicating our emo-
tion. Compared to face-to-face communication, speakers
were considered to have experienced difficulties in catch-
ing their partner’s emotions and in conveying their own
emotions in an online computer-mediated communication
environment because of the limited communication modal-
ity. In face-to-face communication, our emotions can be
easily shared and communicated via non-verbal cues, i.e.,
facial expressions, vocal expressions, gestures, or other
various attributions of the speaker. On the contrary, on-
line computer-mediated communication restricts the use of
our communication modality, including non-verbal cues for
emotional communication. Therefore, conveying our emo-
tion in computer-mediated communication is a more effort-
ful task than in face-to-face communication.

Even in a face-to-face communication environment, speak-
ers did not understand their partner’s emotion well. Sev-
eral attempts were made to investigate how accurately the
listeners understood their partner’s emotion (Ickes et al.,
1990; Stinson and Ickes, 1992; Verhofstadt et al., 2008;
Zaki et al., 2008; Arimoto and Okanoya, 2015). Accord-

ing to Ickes et al. (1990), listeners understand speak-
ers’ complex emotion (written descriptions of how they
feel or think) with 21.7% accuracy (SD = 12.1) and un-
derstand speakers’ valence (positive, neutral and negative)
with 40.1% accuracy (SD = 17.1). The literature on the
studies of emotional understanding is briefly reviewed in
Decety and Ickes (2011).

There is contradicting evidence on computer-mediated
emotional communication. The most famous and intuitive
theory is the media richness theory, which argues that the
lack of communication channels results in misunderstand-
ings of the partner’s emotion, feelings or thoughts (Daft
and Lengel, 1986). Harada (1997) supported this theory
and reported that the three different communication de-
vices, i.e., video conference, telephone and text message
(e-mail and chat), changed the speaker’s subjective evalua-
tion on online communication using these devices. How-
ever, Dennis and Kinney (1998) concluded that the new
media (i.e. computer-mediated media in their paper) is rich
enough to enable users to successfully communicate for
these tasks. It was found that the speaker’s induced emotion
(not the acted one) can be sensed by the listener in text-
based communication (Hancock et al., 2008). In a meta-
analysis on the comparison of face-to-face and computer-
mediated communication, Derks et al. (2008) concluded
that emotion can be found as frequently in a computer-
mediated situation as in a face-to-face setting and that emo-
tion in a computer-mediated situation is more controllable
than in face-to-face situations. Moreover, some studies re-
ported that the interpersonal perceptions can be exagger-
ated in computer-mediated communication. The listener
more strongly inferred the partner’s feelings because of a
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limited number of cues in computer-mediated communica-
tion (Hancock and Dunham, 2001; Boucher et al., 2008).
In this project, to explain why online emotional commu-
nication is so difficult and to investigate how this prob-
lem should be solved, multimodal online emotional com-
munication corpus were constructed by recording approxi-
mately 100 speakers’ emotional expressions and reactions
in a modality-controlled environment. In this environment,
three types of online chat systems were adopted. Speak-
ers communicated over the Internet using video chat, voice
chat or text chat; their face-to-face communication was
used for comparison purposes. The corpora incorporated
emotional labels by evaluating the speaker’s dynamic emo-
tional states, measuring the speaker’s facial expression and
vocal expression, and measuring autonomic nervous sys-
tem activity (ANS) (i.e., electromyogram (EMG), electro-
cardiogram (ECG) and electrodermal activity (EDA)).
For the initial study of this project using a large-scale emo-
tional communication corpus, the accuracy of online emo-
tional understanding was assessed to demonstrate the emo-
tional labels evaluated by the speakers and to summarize
the speaker’s answers on the questionnaire regarding the
difference between the online chat and the face-to-face con-
versations in which they actually participated. This pa-
per reports the results on 1) whether speakers really expe-
rienced difficulty in exchanging their emotions accurately
with their partners while they were communicating over the
Internet and 2) whether the lack of communication modal-
ity actually caused the inaccurate emotional understanding.

2. Multimodal Online Emotional
Communication Corpus

2.1. Participants
One hundred speakers participated in 7-minute dyadic di-
alogs with a friend of the same sex. Although fifty pairs
talked with each other for the recording, ten pairs were ex-
cluded for subsequent analyses because of recording prob-
lems. The remaining eighty speakers had a mean age of
21.2 years (SD = 2.03). Forty-six of the speakers were
female, and the remaining thirty-four were male.
The closeness between interlocutors varied based on pairs.
Many of them were friends who belonged to the same club
or were the closest classmate at university. The relationship
of a few pairs were senior–junior who belonged to the same
club at university or were friends from childhood.

2.2. Task
Each pair performed one task in two different environ-
ments. One of the environments was a face-to-face com-
munication environment, and the other was an online com-
munication environment using video chat (VD), voice chat
(VC), or text chat (TX) (Fig. 1). The numbers of speakers
were 30, 24 and 26 for VD, VC, and TX, respectively. The
online chat services adopted for our recording were either
Microsoft Skype or Google Hangout. The speakers were
allowed to use emoticons (the icons express emotion) pro-
vided by the chat services. They had time to practice using
those chat services before recording.
As a task for the recording, they were instructed to dis-
cuss a topic about which they had opposing opinions. The

Online communication environments (N=80)
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Figure 1:Recording environments.

topics were chosen by the experimenter with respect to the
speaker’s answers regarding what they thought about thirty-
four social issues and topics. The top five topics used for
the recording were as follows:

• Children should grow up receiving compliments with-
out scolding. (18)

• Costs of dating should be equally split. (16)
• Educational background is important for success in so-

ciety. (16)
• It is rude not to care about your grooming and appear-

ance. (12)
• Social Networking Services (SNS) promote youth bul-

lying and crime. (12)

The numbers in parentheses are the times used for the
recording.

2.3. Recording and Measurements
The speakers’ behaviors (speech and facial expressions)
were recorded as a measure of their external reactions dur-
ing the dialogs. Simultaneously, physiological reactions
were recorded using electromyogram (EMG), electrocar-
diogram (ECG) and electrodermal activity (EDA) as mea-
sures of the speakers’ internal reactions. Each speaker in
the pair sat in a soundproofed room separated from the
other person by soundproofed glass. They faced their part-
ners through the glass in the face-to-face session, and they
talked with each other using microphones and headphones.
In the chat session, they talked over the Internet using a
notebook computer. Their speech was recorded as separate
channels of an audio stream, with a sample rate of 48 kHz
and 16-bit precision. To record each speaker’s behavior,
a CCD camera and a built-in camera acquired images of
the speaker. Both cameras were focused on the speaker’s
face. In the VD and TX session, the chat window oper-
ated by the speaker was captured using QuickTime 7 Pro.
Each speaker’s behavior was recorded at 30 frames per sec-
ond in images of640 × 480 resolution. For synchronous
audio and visual recording, the Potato system (Library Co.
Ltd., Tokyo, Japan) was used. EMG (the left corrugator
supercilii and the zygomaticus major muscle region), ECG
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and EDA were recorded at a sampling rate of 1 kHz using
a Biopac MP150 system (Biopac Systems, CA, USA). To
ensure synchronous recording, the Biopac MP150 system
began to record signals after it received a sync signal sent
by the Potato at the time of the first camera shutter activity.

2.4. Questionnaire on Online Communication
After the recording, each speaker filled out a questionnaire
about his or her communication by comparing the online
session and the face-to-face session. To assess our belief
that emotional communication over the Internet is consid-
ered to be more difficult than in a face-to-face environment,
the forced-choice questions to choose either one of envi-
ronments (face-to-face or online) were prepared. They an-
swered the following three questions:
Question1(Q1): Which is easier for delivering your mes-
sage?Question2(Q2): Which is better for understanding
your partner’s emotions?Question3(Q3):Which is easier
for conveying your emotions to your partner?
These forced-choice questions compare three key aspects:
Q1 compares the ease of delivering the message, Q2 com-
pares emotional understanding, and Q3 compares the ease
of conveying emotional information with a partner.

2.5. Emotional Labeling
Speakers also performed subjective evaluations for dy-
namic emotional state annotation using GTrace (Cowie et
al., 2012). Speakers dynamically rated (1) their own inter-
nal emotional state and (2) their partner’s emotional state
during the recorded audio-visual video sequences of the 7-
minute dialogs. Speakers were instructed to evaluate (1)
how they experienced their own emotions while they were
talking and (2) how they experienced their partner’s emo-
tion while they were talking. The target emotional states
were pleasantness (pleasant–unpleasant), arousal (aroused–
sleepy) and dominance (dominant–submissive). Pleasant-
ness, arousal and dominance are the three dimensions of the
psychological emotional theory of Mehrabian (1980). The
mean evaluated values of each emotional state were calcu-
lated in 10-second intervals as a measure of the dynamic
emotional states of the speakers.

3. Analysis
3.1. Questionnaire
To compare the message and emotional exchange between
face-to-face and online communication based on the speak-
ers’ opinions, a binomial test was conducted with the speak-
ers’ answers to the questionnaire (null hypothesis:p =
0.5) regarding the communication environment (Chat or
FaceToFace). To compare the answers between each face-
to-face communication and online communication (VD,
VC, or TX), binomial tests were also conducted with the
answers grouped into each chat type (VD, VC, or TX).

3.2. Emotional Labeling
To measure emotional understanding using the evaluation
of the emotional state, each pair’s correlation coefficients
between the listener’s evaluation of the speaker’s emotion
and the speaker’s self-evaluation of his or her emotion were

calculated. The first and last 30-second emotional label-
ing periods in each dialog were removed from the data for
this correlation coefficient calculation. The correlation co-
efficients indicate the accuracy of the listener’s emotional
understanding of the speaker. A positive correlation im-
plies that the listener accurately understood the speaker’s
emotions throughout the dialog. In contrast, a negative cor-
relation implies that the listener understood the speaker’s
emotions to be the opposite of what they actually were. No
correlation implies that the listener did not understand the
speaker’s emotion at all. Then, a2 × 3 analysis of vari-
ance (ANOVA) was performed on the factors of commu-
nication environment (Chat or FaceToFace) and chat type
(VD, VD or TX) for each emotional dimension. Specif-
ically, multiple comparison tests were performed with the
Tukey-Kramer method to investigate interactions across the
factors.

4. Results
4.1. Questionnaire
The binomial test revealed no significant difference be-
tween the communication environment (Chat vs FaceTo-
Face) in the answers for Q1 (the left panel in Fig. 2).
The tests also revealed no significant difference between
FaceToFace and either VD or VC for the answers to Q1 (the
two middle panels in Fig. 2). However, the binomial test re-
vealed a marginally significant difference between FaceTo-
Face and TX for the answers to Q1 (p < 0.08, the right
panel in Fig. 2). The binomial test revealed a significant
difference between Chat and FaceToFace in the answers for
Q2 and Q3 (p < 0.001). Moreover, the test revealed a sig-
nificant difference between FaceToFace and each chat type
(VD, VC or TX, p < 0.05) for Q2 and Q3.

4.2. Emotional Labeling
Figure 4, 5, and 6 shows the results of the ANOVA and
multiple comparison tests for each emotional dimension.
The ANOVA for the arousal evaluation (Fig. 5) revealed a
significant interaction between the communication environ-
ment and chat type (F (2, 77) = 3.817, p < 0.05). Multiple
comparison tests revealed a significant difference between
VC and TX (p < 0.05, including chat environment evalu-
ation only) and a marginally significant difference between
TX and FaceToFace (p < 0.07).
The ANOVA test for the dominance evaluation (Fig. 6) re-
vealed a significant main effect on the communication en-
vironment (F (1, 77) = 5.550, p < 0.05) and a marginally
significant main effect on chat type (F (2, 77) = 2.526, p <
0.09). Multiple comparison test revealed a significant dif-
ference between VC and TX (p < 0.05, including both the
chat and face-to-face environment evaluation) among the
three levels of chat type. There was no significant interac-
tion across the factors.
The ANOVA test for pleasantness evaluation (Fig. 4) did
not reveal any significant differences between the factors.

5. Discussion
According to the result of the binomial test on the answers
for Q1 (the left panel in Fig. 2), there was no significant dif-
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Figure 2:The results of binomial tests (Chat vs FaceToFace) on the answer for Question 1.(†p < 0.08, ∗∗∗p < 0.001)
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Figure 3: The results of binomial tests (Chat vs FaceToFace) on the answer for Questions 2 and 3.(∗p < 0.05, ∗∗∗p <
0.001)

ference between the number of speakers who selected face-
to-face communication and the number of speakers who se-
lected online communication. This implies that they did not
experience difficulty in delivering their message in either
method of communication. However, when the binomial
test was performed using the data grouped by chat type, the
test revealed a marginally significant difference between
TX and FaceToFace (p < 0.08, the right panel in Fig. 2). In
contrast, there was no difference between FaceToFace and
either VD or VC (the two middle panels in Fig. 2). This
suggests that the speakers experienced difficulty in deliver-
ing their messages in a text chat situation, where the com-
munication modality was restricted only to text informa-
tion; the speakers did not, however, experience any diffi-
culty in the video chat or voice chat situations, where the
communication modalities were less restricted than in the
text chat situation. According to the results of the bino-
mial tests on the answers for Q2 and Q3, the test revealed
a significant difference between Chat and FaceToFace for
both questions (p < 0.001, the left two panels in Fig. 3).
The test between FaceToFace and each chat type (VD, VC
or TX) also revealed a significant difference between these
factors (p < 0.05, the right six panels in Fig. 3). These

results suggest that the speakers experienced difficulty in
conveying their own emotions to their partners and in un-
derstanding their partners’ emotions in online communica-
tion situations, regardless of chat type.

The ANOVA results regarding the correlation coefficients
between the listener’s evaluation and the speaker’s self-
evaluation upon arousal (Fig. 5) revealed a significant inter-
action between chat type and the communication environ-
ment (F (2, 77) = 3.817, p < 0.05). The Tukey-Kramer
test revealed a significant difference between VC and TX
and a marginally significant difference between TX and
FaceToFace. These results suggest that it was difficult to
understand the partner’s arousal using text chat, where the
communication modality was restricted to only the text in-
formation. The ANOVA results regarding dominance label-
ing (Fig. 6) revealed a significant main effect of the commu-
nication environment (F (1, 77) = 5.550, p < 0.05) and a
marginally significant main effect of chat type (F (2, 77) =
2.526, p < 0.07). These results suggest that dominance
understanding is more difficult in an online situation than
in face-to-face situations, regardless of the type of chat.
The ANOVA results on pleasantness labeling (Fig. 4) did
not reveal any differences. Therefore, pleasantness under-
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Figure 4:The result of the ANOVA and multiple comparison tests for pleasantness evaluation.
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Figure 5:The result of the ANOVA and multiple comparison tests for arousal evaluation(†p < 0.1,∗ p < 0.05).
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Figure 6:The result of the ANOVA and multiple comparison tests for dominance evaluation(∗p < 0.05).

standing in the online situation is equivalent to face-to-face
communication.

The media richness theory is partially supported by our
results. According to the results of the analysis of the
questionnaire (Q2 and Q3), the speakers felt difficulties
in communicating their emotions in the modality-regulated
chat environments (text chat and voice chat). Moreover,
the analysis of arousal and dominant labeling revealed the
worst emotional understanding is in the most modality-
restricted environment (text chat).

However, two contradicting results were also obtained.
First, the analysis of Q2 and Q3 also revealed that the
speakers felt difficulty in communicating their emotions in
the video chat environment, where the cues used for the
communication were almost equivalent to the face-to-face
environment. This result is inconsistent with the media
richness theory. The only difference between the video
chat environment and the face-to-face environment is the
physical presence of the partner. According to Derks et al.
(2008), the physical co-presence enables us to make bod-
ily contact (touching or hitting), and those were important

for emotional expression. The lack of physical co-presence
leads to less emotional expression of bodily contact in the
video chat environment. Therefore, the video chat environ-
ment obtained less emotional understanding than the face-
to-face environment. Second, the analysis of pleasantness
labeling revealed that the emotional understanding in any
online situation is equivalent to that in face-to-face com-
munication. This result is also inconsistent with the media
richness theory. One explanation for this discrepancy is that
interpersonal perceptions can be exaggerated in computer-
mediated communication because of the limited number of
cues in computer-mediated communication (Hancock and
Dunham, 2001; Boucher et al., 2008). Only pleasant-
ness of the partner may be more strongly inferred by the
speaker because of the limited number of cues in computer-
mediated communication. Another explanation for this re-
sult is the use of the alternative cues, i.e., clearly writing
emotional words or phrases or the use of emoticons, to ex-
press pleasantness in computer-mediated communication.
The effect of those words and emoticons were reported by
some researchers (Walther and D’Addario, 2001; Ganster

2166



et al., 2012). This result indicates that, pleasantness is eas-
ier to express with those alternative cues than other emo-
tions in computer-mediated communication. Therefore, it
was easy for the speaker to understand the partner’s emo-
tion. For example, in the text chat environment the speaker
can more clearly express his or her pleasantness than in
the face-to-face environment by writing feelings with emo-
tional words (e.g., “happy”, “hate”, or “like”) and with the
emoticons provided by the chat service. Those emotional
words and emoticons can be helpful for the speaker’s under-
standing of the partner’s pleasantness. On the other hand,
arousal and dominance were considered to be difficult to
express with words and emoticons. Therefore, it was not
understandable for the speakers.

6. Conclusion
The present study, using large-scale emotional communica-
tion corpus, aimed to investigate 1) whether speakers really
experienced difficulty in exchanging their emotions accu-
rately with their partners while they were communicating
over the Internet and 2) whether the lack of communica-
tion modality actually caused the inaccuracy of emotional
understanding. The results revealed that speakers have dif-
ficulty communicating their emotions in online communi-
cation environments, regardless of the type of communica-
tion modality, and that inaccurate emotional understanding
more frequently occurs in online computer-mediated com-
munication than in face-to-face communication.
For future research with this corpus, it will be demon-
strated how the speaker’s behavior and physiological reac-
tions contribute to emotional understanding.
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