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Abstract

High accuracy for automated translation and information retrieval calls for linguistic annotations at various language levels. The plethora
of informal internet content sparked the demand for porting state-of-art natural language processing (NLP) applications to new social
media as well as diverse language adaptation. Effort launched by the BOLT (Broad Operational Language Translation) program at
DARPA (Defense Advanced Research Projects Agency) successfully addressed the internet information with enhanced NLP systems.
BOLT aims for automated translation and linguistic analysis for informal genres of text and speech in online and in-person
communication. As a part of this program, the Linguistic Data Consortium (LDC) developed valuable linguistic resources in support of
the training and evaluation of such new technologies. This paper focuses on methodologies, infrastructure, and procedure for developing
linguistic annotation at various language levels, including Treebank (TB), word alignment (WA), PropBank (PB), and co-reference
(CoRef). Inspired by the OntoNotes approach with adaptations to the tasks to reflect the goals and scope of the BOLT project, this effort
has introduced more annotation types of informal and free-style genres in English, Chinese and Egyptian Arabic. The corpus produced
is by far the largest multi-lingual, multi-level and multi-genre annotation corpus of informal text and speech.
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1. Introduction
Annotated corpora constitute a crucial resource for
developing NLP systems and facilitating linguistic analysis
of languages. With the rapid growth of the internet, NLP
technologies are challenged with an avalanche of
unstructured user-generated data. Off-the-shelf tools,
trained on venerable formal data, perform worse when
applied to new social media data. Various research and
development efforts have been invested in this new domain
-- massive informal and unstructured data. In this line, Ryan
Cotterell and Chris Callison-Burch (2014) created a multi-
dialect and multi-genre corpus of informal text via
Amazon’s Mechanical Turk services. With a
crowdsourcing approach, Jha et al. (2010) built a
prepositional phrase attachment corpus of informal and
noisy blog text. Owoputi et al. (2013) created part-of-
speech tagged data for informal and online conversational
Twitter text. The OntoNotes corpus (Weischedel et al. 2013)
is a collaborative effort between BBN Technologies,
Brandeis University, the University of Colorado, the
University of Pennsylvania, and the University of Southern
California's Information Sciences. The OntoNotes corpus
comprises integrated annotation of multiple levels in
various genres and in three languages (English, Chinese,
and MSA Arabic), providing structural information (syntax
and predicate argument structure) and shallow semantics
(word sense and coreference).

Table 1: BOLT Annotation Data

To leverage overall NLP technologies to a new horizon,
DARPA initiated the BOLT program, encouraging
development and adaptation of systems for automated
translation and analysis for informal genres of text and
speech in online and in-person communication. As a part of

ANNOTATION DATA VOLUME (Words)
DF WA TB PB CoRef

Chinese 481,024 421,121 419,623 421,121
Egyptian 400,448 400,448 400,448 400,448
English 881,472 268,907 268,907 268,907

EngTrans 147,433 147,433 147,433 147,433
SMS/Chat WA TB PB CoRef

Chinese 388,027 303,640 303,640 149,246
Egyptian 349,414 349,414 198,007 102,864
English 737,441 117,054 117,054 117,054

EngTrans 212,620 212,620 159,860 n/a
CTS WA TB PB CoRef

Chinese 160,153 160,153 120,897 120,897
Egyptian 153,171 153,171 99,201 99,201
English 313,324 n/a n/a n/a

EngTrans 170,526 175,133 109,816 109,816
Total WA TB PB CoRef

Chinese 1,029,204 884,914 844,160 691,264
Egyptian 903,033 903,033 697,656 602,513
English 1,932,237 385,961 385,961 385,961

EngTrans 530,579 535,186 417,109 257,249
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the BOLT program, LDC developed large volume fine-
grained annotation resources comprised of four types of
annotation in three languages and in three informal genres,
as indicated in Table 1 (DF stands for discussion forum,
SMS/chat for text message and chat, CTS for
conversational telephone speech, and EngTrans for English
Translation). Both “EngTrans for WA” (indicating parallel-
aligned Treebank annotation) and “English for WA” are
based on the source word count. Up to date, this is the
largest annotation corpus of informal text and speech.

This paper presents the process for creating the corpus,
highlighting approaches and challenges with informal data
in different languages. Section 1 is the introduction. Section
2 delineates the annotation pipeline. Section 3 focuses on
methodologies for each type of annotation and data
structure. Section 4 describes data consistency and integrity
across different types of annotation. Section 5 concludes
the paper.

2. Annotation Pipeline

2.1 Source Data for Treebank Annotation
Annotation starts with the Treebank, which is performed on
three types of source data (DF, SMS/chat and CTS) in three
languages (Egyptian Arabic, Chinese and English).

DF source data is manually harvested online by native
speakers for each language using a list of topics related to
current events and other dynamic events. Collected threads
are subsequently triaged down to a selected portion and
sentence-segmented for downstream translation and
annotation.

SMS and chat source data are collected via live collection
platforms and donations. Live-collected messages on free
topics are further manually reviewed to exclude any non-
target language content, and sensitive or personal
information. Chat donations from various sources are
screened to discard duplications and split into separate
conversations based on a 24 hour-gap. Auto-generated non-
text content, such as pictures and emoticons, is removed to
facilitate downstream annotation. Resulting data along with
metadata including speaker ID, message/conversation ID,
date-time are streamlined into LDC's database.

CTS source data was originally collected for the Arabic and
Chinese CallHome and CallFriend program. The data went
through Quick Rich Transcript (QRTR) process to produce
quick (near-)verbatim, time-aligned transcripts with
minimal markup, plus speakerID and SU (sentence-unit)
annotations. Collected audio source files are first
transcribed by professional transcription agencies, and then
go through two passes of quality-control review by LDC
junior and senior annotators to assure annotation integrity
and freedom from sensitive and personal info.

2.2 Annotation Data
Annotations are performed manually or semi-automatically,

providing morphological, syntactic, alignment, and
semantic information. Starting with Treebank annotation of
source data, other types of annotation are built sequentially
from lower-to upper-level layers of linguistic description as
shown in Figure 1. The bottom-level Treebank is topped
with PropBank and co-reference and then parallel-aligned
at the word level. The Treebank and co-reference
annotations are performed on Treebank data. Word
alignment is built on Treebanks of source and translation
data. Source data are only used as input data by Treebank.
Tokens extracted from Treebank are fed into propBank,
WA, and co-reference annotation pipelines as input data.

Figure 1: Annotation Pipeline

3. Annotation Methodologies

3.1 Treebank
Treebank annotation provides information on word-level
tokenization, part-of-speech, and syntactic structures,
resulting in a bank of trees representing naturally-occurring
linguistic structures. LDC developed a Treebank tool to
support morphological and syntactic annotation (Figure 2).

Treebank annotation pipelines include several broad stages:
1. Tokenization of source data, with manual correction
2. Automatic POS tagger or morphological analyzer, with
manual correction or selection for consistency with current
part-of-speech/morphological annotation guidelines
3. Automatic parser, with manual correction for
consistency with Treebank syntactic annotation guidelines
4. Quality control annotation to identify and correct errors

The first stage is the tokenization of source data. For
English, the tokenizer hard-codes the handling of
abbreviations, numbers, hyphenated words, punctuation,
etc. Chinese tokenization is realized through the word
segmentation process. Arabic source goes through the
SAMA Morphological Analyzer for MSA tokens, and the
CALIMA Morphological Analyzer for Egyptian tokens. In
the second annotation stage, the tokenized data then goes
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Figure 2: Treebank Annotation Tool

through an automatic POS tagger. The tagger output is then
manually corrected to be consistent with the current part-
of-speech annotation guidelines and Treebank guidelines.
POS tagging divides the text into lexical tokens and
includes morphological and morpho-syntactic information.
The corrected POS annotated data runs through an
automatic parser in the third annotation stage. The parser
output is also manually corrected to be consistent with the
Treebank syntactic annotation guidelines. Syntactic
analysis characterizes the constituent structures of word
sequences, providing functional categories for each non-
terminal node, and identifies null elements, co-reference,
traces, etc.

3.1.1 English Treebank
English POS and Treebank annotation essentially follows
the guidelines of Penn Treebank II style, with changes
incorporated for the GALE (Global Autonomous Language
Exploitation) project and for the BOLT project to account
for specific features related to new genres of DF, SMS/Chat
and CTS.

English Treebank annotation is performed on two types of
source data: English source and English translation data.
English source data are directly generated by English user
input. English translation data are either translated from the
Chinese source or Egyptian Arabic source. Such translation
Treebank data is a valuable and important component in
constructing parallel aligned Treebank data. English
Treebank within BOLT improved annotation quality by

adding several rounds of Quality Control (QC) to the
annotation process. The first QC process consists of a series
of specific searches for approximately 200 types of
potential inconsistencies and parser or annotation errors.
Any errors found in these searches were hand corrected. An
additional QC process then identifies repeated text and
structures, and flags non-matching annotations. Identified
annotation errors are also manually corrected. A special
effort for English translation Treebank is the annotation of
alternative translations (Bies et al. 2014). Both literal and
fluent translation alternates are annotated for word-level
tokenization and part-of-speech, whereas only the fluent
translation alternates are annotated as part of the syntactic
structure of the tree.

3.1.2 Arabic Treebank
Arabic Treebank started with Penn Arabic Treebank
guidelines, enhanced first with the GALE (Global
Autonomous Language Exploitation) project and now with
the BOLT project (Maamouri et al. 2011). The two efforts
of Arabic Treebank within the GALE project are
enhancement of Penn style Treebank annotation
(Maamouri & Bies, 2010) and the creation of CATiB
(Columbia Arabic Tree Bank). With the language type
shifting to Egyptian Arabic (Maamouri et al. 2014),
additional effort is needed for Egyptian Treebank. First,
source Egyptian tokens were automatically converted from
Arabizi (or Romanized/Latin characters) script to Arabic
script (Bies et al. 2014). The automated results were
manually corrected before Treebanking. Second, for POS
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annotation, a new “wildcard” feature was introduced to
handle tokens with solutions in neither SAMA nor
CALIMA to allow annotators to supply annotation for a
stem that is not in either analyzer. Third, to enhance
syntactic annotation quality, annotators went through a
stage of annotation with the help of diagnostic QC searches
to catch potential patterns of annotation errors.

3.1.3 Chinese Treebank (CTB)
Treebanking approaches for Chinese source originated with
Penn Chinese Treebank project (Xue et al. 2005) and
OntoNotes (Weischedel et al. 2013). With BOLT Chinese
Treebank, a new annotation workflow was implemented for
an annotation efficiency increase of 30%. The previous two
distinctive annotation stages (POS tagging and
Treebanking) were decomposed into five self-contained
steps: sentence boundary detection, word
segmentation/POS tagging, constituent grouping,
functional category and empty category annotation, and
post-processing and validation. This new workflow helps
to classify annotators, reduce cognitive load of annotators,
and enlarge qualified annotator pool for quick annotation.
This new workflow also allows cross-checking between
different layers of annotation, thus enhancing annotation
quality. Chinese Treebank introduced new tags for
handling challenging informal genre features, such as
typographical errors, non-speech elements, incomplete
utterances, fillers, embedded utterances, etc.

3.1.4 Treebank Data Structure
Treebank annotation results are stored in .tree files in the
basic bracketed format of a pair of unlabeled parentheses,
with one segmented sentence per line, as shown in the
following sample output. For sentence segments containing
more than one sentence, the pair of unlabeled parentheses
will contain all necessary top level sentences. It is possible
for one line in .tree files to include more than one tree.

( (S (NP-SBJ (PRP I)) (VP (MD 'll) (VP (VB post) (NP (NP
(NNS highlights)) (PP (IN from) (NP (DT the) (NN opinion)
(CC and) (NNS dissents)))) (SBAR-TMP (WHADVP-9
(WRB when)) (S (NP-SBJ (PRP I)) (VP (VBP 'm) (ADJP-
PRD (JJ finished)) (ADVP-TMP-9 (-NONE- *T*)))))))
(. .)) )

POS annotation is stored in .pos files, where POS tags are
attached to tokenized/segmented word units, each sentence
per line, as shown in the following example.

好_VA 的_SP 呗_SP ，_PU 来_VV 的话_SP 打_VV 我
_PN电话_NN就_AD可以_VV，_PU或者_CC报_VV
我_PN名字_NN，_PU我_PN定_VV了_AS包厢_NN

3.2 Word Alignment

3.2.1 Alignment Approach
Word alignment guidelines are developed based on
guidelines for the Blinker and ARCADE projects, enriched
during GALE by adding tagging guidelines (Li et al. 2010),
and further enhanced to tackle new genres and language

features for the BOLT project (Li et al. 2012). The
alignment annotation involves a process of 2-pass
annotation plus one round of cross-file checking. The initial
alignment by junior annotators goes through quality control
by senior annotators, and is then followed by a cross-file
check by lead annotators for consistency. The word
alignment tool is developed by LDC (Figure 3), allowing
annotators to align source and translation words as well as
to label both alignment links and individual words.

Alignment is performed on two pairs of languages:
Chinese-English and Egyptian-English. Chinese alignment
is performed at two levels: character-level and CTB-token
level. Whitespace is inserted as the character delimiter for
character-level alignment. Character-level alignment is
manually performed. CTB-token alignments are
automatically generated from character-level alignments.
The Chinese word alignment focuses on aligning and
tagging 8 different types of links, 14 types of unmatched
words, and all instances of Chinese的 (DE) when it is used
as a function word. The Chinese tagging task is designed to
capture both functional and syntactic information of the
unaligned words and aligned links, such as “has completed”
is aligned to “完成了”, where the alignment link is tagged
as grammatically-inferred link as this alignment has
function words "has" and "了", and these two function
words are further tagged as "tense marker". Egyptian
Arabic word alignment has fewer link types and word tags.
Four types of links are designed for alignment, and only
one tag is used for tagging unaligned function words which
are attached to content words.

3.2.2 Alignment Data Structure
The alignment annotation is stored in .wa file. The format
of the alignment file is similar to the GIZA++ word
alignment format, but with some enhancements. Each line
contains a list of space delimited alignments for the
corresponding sentence. The alignments appear in no
particular order. Each alignment is in the format of s-
t(linktype), where s and t are a list of comma delimited
source and translation token IDs respectively. S or t can be
empty indicating an unaligned token. Additionally, each
token number may be optionally followed by a tag in square
brackets. Chinese/Egyptian token numbers always appear
before the hyphen and English tokens always after no
matter which language is the source or translation. In the
following alignment example, source token 22 is linked to
translation tokens 25, 26, 27, and 28. Translation tokens 25
and 28 are tagged as OMN and POS respectively. The link
type is GIS.

22-25[OMN],26,27,28[POS](GIS)

3.2.3 Alignment Data Use
One peculiar feature about WA data structure is that users
can flexibly tailor data for different MT models. Some MT
models prefer heavy linguistic rules while others prefer less
linguistic input. For instance, if a MT model prefers less
vocabulary size and would want to have all the unmatched
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Figure 3: Word Alignment Tool

lexical units to be left unaligned, the data can be
automatically pre-processed to detach all tagged unaligned
words by making use of word tags. This is possible because
all unaligned words in annotation data are tagged. It’s also
possible for users to manipulate word tags differently for
producing different annotation for their model. WA tagging
and alignment data structure provide users with more
affordable alternative research approaches because a quick
and automatic pre-processing of data is far less expensive
than re-annotating data with a different annotation scheme.

3.3 PropBank

3.3.1 PropBank Approach
PropBank provides a layer of semantic annotation on top of
the phrase structure of Treebank. PropBank annotation is
supported with the Jubilee interface implemented by the
University of Colorado (Figure 4), where any node in the
tree can be selected and assigned tags.

Each predicate verb in a tree is annotated with a sense id
and the semantic role labels for its arguments. This
annotation aims to provide consistent semantic role labels
across different syntactic realizations of the same verb, to
assign functional tags to all non-core arguments of the verb,
such as manner, location, and temporal, and to find
antecedents for ‘empty’ arguments of the predicates, such
as [*] in the sentence, “I made a decision [*] to leave”,
creating co-reference chains for empty categories, relative
clauses, and reduced relatives.

Predicate argument structure annotation is carried out in
two phases. In the first phase, a frame file for a predicate is
created by examining all instances of the predicate in the
Treebank data and distinguishing two or more senses,

which are called Framesets or Rolesets. In the second phase,
the predicate argument structure of all instances of the
predicate are annotated, using the Frame File as a reference.
The arguments of each predicate receive an argument label
in the form of ArgN, where N is an integer between 0 and
6. These numbered arguments represent core arguments
that are defined in relation to the predicate. Each core
argument plays a unique role with regard to the predicate.

Core arguments are as consistent as possible with respect
to thematic roles. Arg0 is used for the most agentive role a
given predicate can take. Arg1 is used for the proto-patient,
or most patient-like argument. Arg2 is most often used to
mark a beneficiary, Arg3 is most often used to show a start
point, and Arg4 is most often used for the end point. Args2-
4 are less consistent, as not all verbs with more than 2 core
roles require a start/end point role or a beneficiary, so these
are used in other ways as dictated by a given predicate.

Due to differing grammatical structures, each language
faces the challenge of defining predication. Verbs alone are
not sufficient to project sentimental semantics in all
environments. In Chinese, English, and Arabic, specific
constructions involving nouns and adjectives can project
semantics, overriding the verb. In other instances, an
eventive noun and a light verb work can together to form a
light verb construction to convey meaning.

Chinese PropBank focuses on annotating the predicate-
argument structure of all verbs and their nominalizations,
using the guidelines and frame files developed for the
Chinese Propbank (CPB) (Xue and Palmer 2009). Chinese
PropBank tackles some special grammatical constructions
where arguments of certain verbs are systematically
dislocated from their canonical positions, such as BA(把)-
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Figure 4: PropBank Annotation Tool

construction, BEI(被)-construction, and You(由)-
construction. The challenge of annotating nominalized
predicates is that certain nouns in Chinese are not true
nominalizations even though they have a verbal counterpart
that shares the same morphological form. In addition, not
all modifiers of a nominalized predicate can be considered
as its arguments or adjuncts. Some modifiers only occur
with the nominal form of a predicate but never with its
corresponding verb form. In this case they are not
considered to be arguments of the predicate

Arabic PropBank does not to distinguish between nouns
and adjectives, since both are predicative. Arabic PropBank
annotates adjectives, nouns, and light verb constructions. A
major challenge for Arabic was with special features of the
Egyptian dialect. It was sometimes very difficult to decide
if an MSA word form in the dialect had an equivalent
meaning or a slightly different meaning. Additionally, as a
pro-drop language, Arabic poses special issues for co-
reference. Co-reference chains creation problems were
initially solved by manual annotation but are now able to
be created during post-processing.

The English PropBank has focused on expanding predicate
annotation beyond the verb and is now annotating verbs,
eventive nouns, adjectives, and light verb constructions
(Bonial et al. 2014). In English, light verbs are semantically
bleached verbs. The argument structure for light verb and
non-light verb instances are different. In light verb
constructions, the real predicate is generally the
nominalized predicate that the light verb supports. A major
focus for English PropBank has been to unify FrameFiles
across these different parts of speech. This means that the
frame used for 'bathe' is always identical to that used for
'bath'. The goal of this expansion is to provide event
semantic representations for the entire sentence,
specifically pieces most often missed when looking solely

at verbs, consistent with AMRs (Banarescu et al 2013)

3.3.2 PropBank Data Structure
PropBank annotation results are stored in two types of files:
Frame Files (.xml) and PropBank files (.prop). The frame
file is in XML format. At the top level, each verb frame file
is associated with a set of “framesets”. A frameset contains
a set of roles and a set of frames. Each frameset has an
identifier, and associates the verb with a verbclass. A frame
consists of a set of tuples of mapping and example elements.
A mapping is an ordered list of mapitems, with a verb
included. The English frame file in XML format includes
content of the unification of noun, adjective and verb
predicates.

The .prop file contains PropBank instances (one instance
per line). Each line represents the argument structure of one
predicate instance and consists of space-separated columns,
as shown in the following sample output:

bolt6/SMS_CMN_20130706.0001.su.fid 15 22 gold 定-v
定.01 ----- 21:1-ARG0 22:0-rel 24:1-ARG1

3.4 Co-reference

3.4.1 Co-reference Approach
The purpose of the co-reference annotation task is to fill in
all of the connections between specific mentions in the text
that refer to the same entities and events in the discourse
context. Co-reference here is limited to noun phrases
(including proper nouns, nominals, pronouns. and null
arguments), possessives, proper noun pre-modifiers, and
verbs.

The annotation distinguishes between two types of co-
reference: Identity (IDENT) and Appositive (APPOS).
IDENT chains are used to mark cases of anaphoric co-
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reference. An anaphoric co-reference refers to links which
are not directly signalled in the syntax between pronominal,
nominal and named mentions of specific referents. In order
to mark IDENT co-reference, there must be a specific
mention, usually pronominal, named, or definite nominal.
It does not include entities that are only mentioned as
generic, underspecified or abstract. Pre-modifiers that are
proper nouns are eligible for co-reference.

Appositives are signalled in the syntax by an appositive
construction, which contains a noun phrase that is modified
by one or more immediately-adjacent noun phrase(s),
separated by only a comma, colon, or parenthesis. The two
parts of an appositive, the head (noun phrase that points to
an object or concept in the world) and one or more
attributes of that referent, are both annotated. The single
span containing the entire appositive construction can also
in turn be linked as part of an IDENT chain.

Co-reference annotation is performed with the Callisto tool
developed by MITRE (Figure 5), where verbs, pronouns
and proper pre-modifiers are added when they are co-
referent with an NP, and they are labelled with entity
mentions types.

Figure 5: Co-reference Annotation Tool

3.4.2 Co-reference Data Structure
Co-reference annotation output data is stored in XML
format.  Each line of the xml file lists the tokens from one
sentence in the underlying Treebank release, and XML
<COREF> brackets are wrapped around each mention of a
coreferent entity. In the following examples, the ID
attribute number tells which entity this mention belongs to.
"IDENT"-type tags are used for normal linguistic co-
reference.  "APPOS" tags are used to mark the elements in
an appositive construction.

And <COREF ID="1" TYPE="IDENT">Iran</COREF>
will never dare *PRO* nuke <COREF ID="16"

TYPE="IDENT">US</COREF>, not even *PRO* using
terrorists.

4. Data Consistency and Integrity
To assure annotation consistency, various quality control
strategies (see Section 3) are in place for boosting annotator
training and annotation quality. With annotator training, for
instance, new Treebankers are trained on documents
already annotated in the CTB until their agreement with
existing annotation reaches 90% or above before they start
productive annotation. Word alignment annotators go
through guidelines training, demo-annotation training, and
accuracy testing before production. PropBank and co-
reference use annotators with experience from previous
annotation projects, particularly the GALE OntoNotes
project, and any new annotators have been trained on a set
of trial data until they reach an adequate level of
consistency before they start production-level annotation.
To assure annotation quality through the entire production
process, annotators frequently meet to discuss questions
and pop-up issues encountered during annotation. These
meetings also serve as trainings for new annotators and as
a refresher course for seasoned annotators.

In addition to rigorous training process, annotation quality
is reinforced by multiple rounds of annotation. All types of
annotation undergo the first pass of annotation by junior
annotators, followed by the second pass annotation by
senior annotators and the final quality-control pass by lead
annotators. Automatic and semi-automatic checks are
introduced to facilitate annotators in identifying and fixing
annotation errors within and across annotation files.
Annotation consistency rate varies in terms of different
types of annotation and different languages/dialects. For
instance, propBank annotation is particularly challenging
for Egyptian Arabic (82% inter-annotator rate) due to its
dialect features, while the Chinese propBank IAA is
relatively higher (91.2%).

To assure data consistency across annotation types,
annotation data is designed to be structured and stored
using identical tokens, identical sentences and files, and
identical filenames for all types of annotation data.
Validations and sanity checks are performed to ensure this
data identicalness and integrity at each annotation level and
across annotation datasets. Cross-corpus data consistency
and integrity allow users to conveniently plug in any layer
or all layers of annotation for linguistic analysis and system
training.

5. Conclusion
Unstructured and informal internet data result in language
irregularities and ambiguities, making it difficult for
traditional systems to process and digest. Non-standard
lexical items and syntactic patterns lead to unintentional
errors, dialectal variation, conversational ellipsis, topic
diversity, and creative use of language and orthography.
Annotations produced at various language levels in various
genres can help to explain this widespread variation.
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Tagging unstructured information at various linguistic
levels eliminate ambiguities for enhancing translation
automation and information retrieval. The large multi-layer,
multi-lingual, and multi-genre corpus produced at LDC
bridged the gap between unstructured and structured data,
uncovering hidden linguistic insights and providing a rich
resource for training and evaluating NLP systems.
Previously distributed to BOLT performers, the annotation
data is now being prepared for broader distribution to LDC
members and non-member licensees via publication in the
LDC catalogue.
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