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Preface to the VisLR Workshop Proceedings 
 

The VisLR workshop aims at bringing together people from visual analytics and computational 
linguistics to discuss the potentials and the challenges related to visualizing language data and in 
particular language resources. Linguistics has a long tradition of visually representing language 
patterns, from tree representations in syntax to spectograms in phonetics. However, the large 
amounts and ever-increasing complexity of today's resources call for new ways of visually encoding 
a multitude of abstract information on language in order to assure and enhance the quality and 
usability of these language resources. 
 
We invited submissions on research demonstrating the development, use and evaluation of 
visualization techniques for language resources. This includes work applying existing visualization 
techniques to language resources as well as research on new visualization techniques that are 
specifically targeted to the needs of language resources.  
 
The workshop contributions comprise visualization approaches for lexicographic data, text 
resources as well as speech data. Mayer et al. and Theron & Wandl-Vogt present two visualizations 
for facilitating the interactive exploration of lexicographic data. Bruneau et al. show how to make 
use of visual tools for analyzing high-dimensional models for speech synthesis adaptation. The 
visualizations for text and corpus data propose visual approaches that can be applied to support 
enhanced news-reading (Stoffel et al.), distant reading (John et al.) and the study of language 
change (Butt et al.) as well as the comparison of different editions of a text (Jänicke et al.). 
 

 v 



An Interactive Visualization of Crosslinguistic Colexification Patterns

Thomas Mayer1, Johann-Mattis List1, Anselm Terhalle2, Matthias Urban3
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Abstract
In this paper, we present an interactive web-based visualization for the CLICS database, an online resource for synchronic lexical
associations (colexification patterns) in over 200 language varieties. The associations cover 1,288 concepts and represent the tendency
for concepts to be expressed by the same words in the same languages and language varieties of the world. The complexity of the
network structure in the CLICS database calls for a visualization component that makes it easier for researchers to explore the patterns
of crosslinguistic colexifications. The network is represented as a force-directed graph and features a number of interactive components
that allow the user to get an overview of the overall structure while at the same time providing an opportunity to look into the data in
more detail. An integral part of the visualization is an interactive listing of all languages that contribute to the strength of a given pattern
of colexification. Each language in the list is thereby attributed a different color depending on its genealogical or areal affiliation. In this
way, given associations can be inspected for genealogical or areal bias.

Keywords: interactive visualization, colexification, crosslinguistic database

1. Introduction
What does ‘good’ have to do with ‘beautiful’? Logically,
not everything that is good is beautiful, and not everything
that is beautiful is good. However, people seem to associate
these concepts quite strongly, as linguistic data suggest:
‘good’ and ‘beautiful’ are expressed as identical words in
at least 27 languages from 8 different language families. To
assess the cognitive, linguistic, and cultural implications of
this fact correctly, additional information would be useful:
Where are these languages located on the globe? How are
they distributed among the 8 families? Which other con-
cepts are verbalized by the same form as ‘good’ and ‘beau-
tiful’?
Synchronic lexical association or colexification, i.e., the
verbalization of two or more concepts by means of the same
form in a given language, for instance, the words expressing
both the notions ‘good’ and ‘beautiful’ mentioned above,
is an important source of information for investigations in
cognitive linguistics, linguistic typology, and historical se-
mantics. In this paper, we present an interactive web-based
visualization for CLICS, an online database that contains a
large crosslinguistic data set on colexifications worldwide.
We provide a brief outline of CLICS, describe the function-
alities of the visualization, and show that the visualization is
an indispensable tool that provides researchers an overview
of the data and allows them to concisely plan further quan-
titative analyses according to their needs.

2. CLICS
CLICS (Crosslinguistic Colexifications, http:
//clics.lingpy.org) is an online database of
synchronic lexico-semantic associations in 221 languages
and language varieties of the world. CLICS exploits
already existing large online lexical databases, but has the
advantage that it makes visible the relationships between
meanings and forms in the object languages, something

Concept IDS key Families Languages
money 11.43 15 33
coin 11.44 9 13
iron 9.67 3 3
gold 9.64 2 2
tin, tinplate 9.69 2 2
white 15.64 2 2
blunt, dull 15.79 1 1
bright 15.57 1 1
chest 4.40 1 1
clock, timepiece 14.53 1 1
copper, bronze 9.66 1 1
earring 6.77 1 1
hammer 9.49 1 1
helmet 20.33 1 1
jewel 6.72 1 1
lead (noun) 9.68 1 1
price 11.87 1 1
razor 6.93 1 1
saw 9.48 1 1

Table 1: Common colexifications involving the con-
cept ‘silver’ in CLICS. Concepts which are expressed by
the same word form in more than one language fam-
ily are shaded gray. In order to browse the table on
the CLICS website, use the following URL: http://
clics.lingpy.org/all.php?gloss=silver.

which is not easily possible using the interfaces of its
sources themselves. Table 1 gives an example of the basic
structure of the data in CLICS.

2.1. Homonymy, polysemy, and colexification
A well-known concept from lexical semantic analysis is
that of polysemy. It refers to the situation in which a lex-
ical item possesses more than one identifiable sense be-
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tween which there is a conceptual relation. A number of
tests are available to distinguish polysemy from semantic
vagueness, in which a division into distinct senses is not
warranted. From an analytical perspective, polysemy has
to be further distinguished from homonymy and contextual
variation. Homonymy refers to the “accidental” verbaliza-
tion of at least two meanings by the same sound chain,
without any conceptual relation that is more than coinci-
dental. Contextual variation designates the adaption of a
lexicalized meaning to contextual factors in an utterance.
Although historical and synchronic criteria have been pro-
posed to distinguish polysemy from homonymy, and con-
textual variation can be tested by resorting to categorization
(Blank, 1997), the differentiation depends on the individual
analysis of every single word and is not entirely objective.
Hence, it is difficult for quantitative investigations to pro-
vide this differentiation in advance. Here, we use the term
colexification (originally from François, 2008) to refer to
the situation in which two or more of the meanings in our
sources correspond to the same lexical item in one of the
languages. For instance, we would say that in Wayuu (an
Arawak language of Venezuela), anas1 colexifies ‘good’
and ‘beautiful.’1 Colexification is thus a deliberately am-
biguous label that allows us to avoid making a commitment
in each case as to the adequate lexical semantic analysis.
Roughly speaking, colexification can correspond either to
polysemy or contextual variation in lexical semantic analy-
ses. Since CLICS is not based on such analyses that would
allow us to further discriminate between the two, we chose
colexification as a label that deliberately does not make a
commitment with regard to this distinction. However, as
we will show below, quantitative approaches are available
to rule out effects of accidental homonymy.

2.2. CLICS’ data and sources
CLICS (Version 1.0) offers information on colexification
in 221 different language varieties covering 64 different
language families.2 All language varieties in our sample
comprise a total of 301,498 words covering 1,280 differ-
ent concepts.3 Using a strictly automatic procedure, we
identified 45,667 cases of colexification that correspond to
16,239 different links between the 1,280 concepts covered
by our data.
At present, four sources feed into CLICS: (1) The Intercon-
tinental Dictionary Series (IDS, Key and Comrie, 2007),
offering lexical data for 233 languages and language va-
rieties. Ideally, datasets for each language contain 1,310
entries, though coverage differs in completeness for in-
dividual languages. Of all 233 languages in IDS, 178
were automatically cleaned and included in CLICS. (2) The
World Loanword Database (WOLD, Haspelmath and Tad-

1See also the example of ‘money’ and ‘silver’ in the case study
in Section 3.5. below.

2This count includes 12 language isolates, and 3 unclassified
languages, according to the classification schema of Ethnologue
(Lewis and Fennig, 2013).

3Since some concepts are expressed by more than one word in
the respective languages, the number of words is higher than the
expected one (282,880) if multiple synonyms per concept were
not allowed.

mor, 2009), the main goal of which has to do with identi-
fying lexical borrowings, but which nevertheless also pro-
vides general lexical data for 41 languages. The vocabu-
laries for the individual languages differ somewhat in their
size, ranging somewhere between 1,000 and 2,000 items.
33 of the 41 vocabularies are included in CLICS. (3) Data
for four languages represented neither in IDS nor WOLD
were added from the LOGOS dictionary (http://www.
logosdictionary.org), a multilingual online dictio-
nary. (4) Additional data for six Himalayan languages was
taken from the Språkbanken project (University of Gothen-
burg, http://spraakbanken.gu.se).4

2.3. Network modeling of CLICS
As mentioned above, there is no guarantee that lexical asso-
ciations within CLICS reflect conceptual associations. For
example, there are three attested links between the concepts
‘arm’ and ‘poor’ in the current version of CLICS, which are
due to homonymy in some Germanic languages (German,
Dutch, and Yiddish).
In order to distinguish strong association tendencies from
spuriously occurring associations and to rule out cases of
accidental homonymy, List et al. (2013) model cross-
linguistic colexification data as a weighted network in
which nodes represent concepts and weighted edges be-
tween the nodes represent the number of attested colexi-
fications in the data. With the help of community detection
analyses, strongly interconnected regions in the colexifica-
tion network can be identified. Communities are groups of
nodes in a network ‘within which the connections are dense
but between which they are sparser’ (Newman, 2004). List
et al. (2013) apply a weighted version of the community de-
tection algorithm by Girvan and Newman (2002) to a cross-
linguistic colexification network consisting of 1,252 con-
cepts translated into 195 languages covering 44 language
families. Their analysis yielded a total of 337 communities,
with 104 communities consisting of 5 and more nodes and
covering 68% of all concepts. A qualitative survey of the
largest communities showed that most of them constitute
meaningful units and accidental homologies were success-
fully excluded.

2.4. Limitations and caveats
The data structure in CLICS directly mirrors the data struc-
ture of the sources we used. We did not manipulate or rean-
alyze the data in any way, to the effect that the reliability of
CLICS is greatly dependent on the reliability of its sources.
Additionally, it should be pointed out that we also cannot
rule out the possibility of artifacts arising from automatic
data cleaning in cases where textual coding of the data was
inconsistent. As for its actual application, it also must be
borne in mind that CLICS reflects a certain bias regarding
the geographical locations of the languages included in its
sources: IDS features many languages from South America
and the Caucasus, while WOLD includes a disproportion-
ate percentage of European languages. Hence, the sheer
frequency of instances of a particular colexification pattern

4In all cases, we ignored protolanguages and archaic languages
(like Latin and Ancient Greek), and those languages which did not
have enough coverage in terms of lexical items.
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in CLICS may be misleading insofar as a pattern may seem
very robust crosslinguistically, but actually is so only in cer-
tain regions of the world. We have not implemented any
computational method in CLICS to balance out the picture
a posteriori. Since we nevertheless want to present poten-
tial users of CLICS with the possibility to assess possible
areal patterns in the data, we include a powerful visualiza-
tion that enables them to detect areal imbalances in colexi-
fication patterns in individual cases themselves.

3. Visualization
The CLICS database is available online at http://
clics.lingpy.org and offers its users a search inter-
face to all concepts and crosslinguistic colexifications be-
tween concepts. The wealth of information in the database
and the various possibilities of exploring the colexifications
in the network call for an additional component that makes
potentially interesting observations more easily accessible
to the researcher. The idea was to equip the database with
a visualization component that provides various interactive
functionalities and enables users to navigate through the
networks of colexifications while at the same time provid-
ing more detailed information on the actual language data.

3.1. Web-based visualization
We opted for a web-based implementation of the CLICS
visualization in JavaScript using the D3 library (Bostock
et al., 2011). The main benefits of a web-based visualiza-
tion are its platform independence and the fact that users
can access it from any device with a browser supporting
JavaScript. There is no need for the installation of addi-
tional software or for maintenance of the system on the part
of the user (Murray, 2010). In addition, links to the de-
scriptions of the external resources can easily be included
to allow users to explore the CLICS data in more detail on
demand.

3.2. Data preparation
In its current form, the data in CLICS yields a small world
network in which all nodes are densely connected. Brows-
ing such a dense network is very confusing and provides
few insights for the user (see Figure 1). In order to break
down the complexity inherent in CLICS, we employed two
different strategies to present the data from two different
perspectives. According to our first strategy, we decided to
split the data into communities first. Starting from 1,280
concepts in CLICS which were connected to at least one
other concept, we applied the Infomap algorithm by Ros-
vall and Bergstrom (2008) to cluster all concepts into com-
munities. The Infomap algorithm requires that weights are
defined for the edges of the network. Here we used the
number of attested language families per colexification as
edge weights. Following a suggestion by Dellert (2014) we
further normalized the number of attested language families
with the help of Formula 1:

W =
C2

OA +OB − C
, (1)

where C is the number of attested language families for
the colexification of concept A and concept B, OA is the

number of language families in which concept A occurs,
and OB is the number of language families in which con-
cept B occurs. The Infomap algorithm was chosen because
of its remarkable performance on the community detection
task, both in terms of computation time and quality of re-
sults (Lancichinetti and Fortunato, 2009). With the help
of this analysis, it was possible to subdivide the 1,280 con-
cepts into 271 communities. Of these communities, 118 are
large, containing more than five nodes. The large commu-
nities cover 65% (828) of all nodes in the original network
(1,280). In order to enable the user to quickly identify com-
munities of specific interest, we labeled all communities by
taking the concept with the highest degree as representative.
The communities do not differ much in size, ranging from
2 (‘men’s house’) to 16 concepts (‘fur’) with an average of
4.72 concepts per community.
The advantage of the community perspective on CLICS is
that it provides an independent automatic clustering of the
data. The disadvantage is that this preselection deprives
the user of finding alternative, possibly interesting connec-
tions between the concepts. Community detection meth-
ods are not error-proof, and their performance varies de-
pending on the algorithms being used and the data being
analyzed. Even more importantly, most community detec-
tion methods are based on restricted decisions when clus-
tering the nodes of a given network into groups. Every
node is assigned to one community only. No transitions
between communities are possible. In order to offer a less
biased perspective on the network, we decided to extract
subgraphs for each concept in the data showing its strongest
connections up to a certain depth of resolution. The individ-
ual subgraphs were constructed as follows: starting from a
given concept, we first searched for all of its direct neigh-
bors with which it shared at least 5 colexifications in five
different language families. The same procedure was ap-
plied to all neighbors which were added to the subgraph
in the first run and repeated two times. If the resulting
graph for a given concept was too small, a relaxed thresh-
old of 4 colexifications in four different language families
was used. In the resulting subgraphs, the longest possible
path length between the selected concept and all other con-
cepts is 3. Having excluded 280 subgraphs in which no
stronger links between the selected concept and any other
concept could be found, this procedure left us with 1,000
individual subgraphs of individual size and structure, rang-
ing from 56 nodes (selected concept ‘take’) to 2 (selected
concept ‘north’). When browsing the network representa-
tion of the data, the user can select between both perspec-
tives on the data in CLICS, the community perspective, and
the perspective of the strongest connections.

3.3. Interactive functionalities
The visualization features various interactive functionali-
ties that are designed to enhance the exploration of the
CLICS data at the level of communities or strongest con-
nections. The main component is a flexible force-directed
graph layout that displays the concepts as nodes and the
crosslinguistic colexifications as edges (see Figure 2). The
strength of the force in the edges of the graph is dependent
on the number of language families that can be attested to
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having lexical associations for the respective concepts that
are linked through the edge. As mentioned in the previ-
ous section, we decided to provide two different views on
the network, one for separate communities obtained from
the Infomap analysis (Rosvall and Bergstrom, 2008), and
one in which the subgraph containing the strongest links for
each concept is displayed. With the help of the web inter-
face for network browsing (http://clics.lingpy.
org/browse.php) the user can look up the respective
subgraphs by selecting the concept of interest and specify-
ing the desired ‘view.’
The force-directed graph layout ensures that all concepts
are neatly arranged according to their similarity as defined
by the number of crosslinguistic colexifications. As a re-
sult, concepts that are highly connected are located close to
each other. To make it easier for users to explore the net-
work that is depicted in the graph, concepts can be dragged
to different positions where there is less overlap. The drag-
ging behavior of a concept is activated when mousing over
the respective node in the graph (when the cursor symbol
turns into a cross hair).
As mentioned above, the edges of the graph represent the
number of cases of crosslinguistic colexifications for the
linked concepts. For a more detailed view on which lan-
guages contribute to the strength of the connections, the
user can mouse over the links in the graph to see the forms
in the individual languages responsible for the associative
link (Figure 3). The list includes additional information on
the languages such as their ISO 639-3 language code and
family. Furthermore, each entry in the list provides a hy-
perlink to the original source from where the information is
taken.
Each language in the list is attributed a different back-
ground color depending on its language family or location

Figure 1: Full network of all 1,288 concepts in CLICS
(outer circle) together with their connections. The strength
of the connections is marked in different colors, with very
strong links represented in red

Figure 2: Force-directed graph with mouse-over function-
alities highlighting all connected concepts. In order to
browse the graph on the CLICS website, use the following
URL: http://clics.lingpy.org/browse.php?
gloss=earth,%20land.

in order to allow for an at-a-glance overview of all lan-
guages in the list. The user can choose from a drop-down
menu whether to include the genealogical or areal informa-
tion as the background color. For the genealogical infor-
mation, all language families are attributed a different color
value. Languages belonging to the same language families
are therefore given the same background color. Moreover,
the list is sorted according to language families. In this
way, the user can immediately see how many languages of
a given family contribute to the overall strength for the con-
nection at hand.
As to the areal information, the world map is provided with
a color gradient as shown in Figure 4. To this end, each po-
sition in the world map is attributed a color value using the
L*a*b* color space. The color hue thereby indicates the
position on the map in terms of the longitude (specifying
the east-west position) whereas the lightness of the color
represents the position in terms of the latitude information
(specifying the north-south position).5 The mapping from
geolocation to color values allows for an easier evaluation
of areal patterns in the selected connection. In this regard,
users can directly detect whether a certain pattern of colex-
ification is restricted to a certain region of the world or con-
stitutes a more widespread colexification pattern (see the
case study in Section 3.5. below). In addition, all languages
in the list are displayed with their geographical location on
a world map (see Figure 3). Hence, areal patterns can be di-
rectly compared to the genealogical information in the list
(if the first option is chosen).
In addition to the interactive functionalities described
above, the visualization also features a variety of further
components that allow for an easier exploration of the
database. The graph layout is equipped with panning and
zooming functionality that enables the user to navigate
through the network graph. Panning is enabled when the

5See Mayer et al. (2014) for a different approach of a linguis-
tically informed color gradient of the world map.
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49 links for "silver" and "money":
Language Family Form

1. Ignaciano Arawakan ne
2. Aymara, Central Aymaran ḳulʸḳi
3. Tsafiki Barbacoan kaˈla
4. Seselwa Creole French Creole larzan
5. Miao, White Hmong-Mien nyiaj
6. Breton Indo-European arhant
7. French Indo-European argent
8. Gaelic, Irish Indo-European airgead
9. Welsh Indo-European arian
10. Cofán Isolate koriΦĩʔdi

Figure 3: Force-directed graph with mouse-over functionalities showing the strongest links of the concept ‘money.’ The
entries have different background colors depending on their location in the world map (cf. Figure 4). In order to browse
the graph on the CLICS website, use the following URL: http://clics.lingpy.org/browse.php?gloss=
money&view=part.

Figure 4: World map with color gradient. The color repre-
sents the location where a language is spoken (see Figure
3 where the background color identifies the location of the
language)

cursor changes into a hand symbol when mousing over a
link of the graph. The whole graph can then be dragged
to a new position. The zooming behavior is activated with
the scroll wheel. When mousing over a concept (node) in
the graph all connected links and concepts are highlighted
in order to provide a better overview of the connectivity of
certain concepts (see Figure 2). The control panel of the
visualization also includes a slider button that allows the
user to show only those edges in the graph with a minimum
number of crosslinguistic colexifications.

3.4. Implementation
The visualization is implemented in JavaScript using the
D3 library (Bostock et al., 2011).6 The force-directed
graph is generated with the force() function from the
d3.layout module. The layout implementation uses
position Verlet integration for simple constraints (Dwyer,
2009).7 In order to ensure that the concept labels are lo-
cated close to the concept nodes, a second force layout
(with a static weight of 1) is set up for each concept link
to the node.
The color values for the world map gradient scale are com-
puted from the two-dimensional geographical coordinates
that are given as an input. The latitude [-90;90] and lon-
gitude [-180;180] values are thereby normalized between
[0;1] and serve as the input for the function cl2pix.8

function cl2pix(c,l){
var TAU = 6.2831853
var L = l*0.61 + 0.09;
var angle = TAU/6.0 - c*TAU;
var r = l*0.311 + 0.125
var a = Math.sin(angle)*r;
var b = Math.cos(angle)*r;
return [L,a,b];

};

6http://d3js.org
7See https://github.com/mbostock/d3/wiki/

Force-Layout for a description of the implementation.
8The code was adapted from the GNU C code by David Dal-

rymple (http://davidad.net/colorviz/, accessed on
January 25, 2014) and translated into JavaScript.
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The actual HTML color code is generated with the function
d3.lab from the D3 library, which takes the three values
for [L,a,b] as input. The main reason for choosing the
L*a*b* color space is a smoother transition between dif-
ferent color hues without any visible boundaries. As can
be seen in Figure 5, the color gradient in the L*a*b* color
space exhibits a much smoother perceptual transition be-
tween the color hues on the y-axis. For the coloring of
the language families, the background colors are gener-
ated with the categorical scale functions of the d3.scale
module.

Figure 5: Comparison between two-dimensional color gra-
dients in the L*a*b* (right) and HSV (left) color space.

The dragging and panning functionalities of the graph
are implemented with the drag() function from the
d3.behavior module and the SVG transform and
translate attributes. The interactive world map is gen-
erated with the topojson package and makes use of the
d3.geo projection module.

3.5. Case studies
In order to illustrate the usefulness of the visualization for
the purposes of exploring the database, consider the graph
in Figure 3. Among other things, it contains the connec-
tion between the concepts ‘money’ and ‘silver.’ A subset of
the languages and words contributing to this connection are
shown on the left where the background color represents
the location of the languages. For instance, French con-
tributes to the crosslinguistic colexification because both
concepts are realized by the same word (viz. argent) in
that language. When looking at the areal distribution of the
languages, a clear pattern emerges at a glance (see Figure
6 for the full list of languages showing this colexification
pattern). Most of the languages contributing to the colexi-
fication are from two major regions: Caucasus (marked in
blue) and South America (marked in green). However, as
mentioned in Section 2.4., this distribution might be an ar-
tifact of the general bias for languages of the Caucasus and
South America in the underlying databases. In any case,
the visualization directly points the attention to this pattern.
As the aim of the visualization component is not to replace
linguistic research but to guide it, such patterns have to be
looked at in more detail by checking the actual data.
Another example deals with the colexification of the con-
cepts ‘wheel’ and ‘foot.’ In contrast to the case of ‘money’
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Choose community:  Line opacity:  
Line weights:  Coloring: Family

money

coin

silver

49 links for "money" and "silver".
Language Family Form

1. Ignaciano Arawakan ne
2. Aymara, Central Aymaran ḳulʸḳi
3. Tsafiki Barbacoan kaˈla
4. Seselwa Creole
French

Creole larzan

5. Miao, White Hmong-Mien nyiaj
6. Breton Indo-

European
arhant

7. French Indo-
European

argent

8. Gaelic, Irish Indo-
European

airgead

9. Welsh Indo-
European

arian

10. Cofán Isolate koriΦĩʔdi
11. Aguaruna Jivaroan kuˈičik
12. Swahili Niger-Congo fedha
13. Akhvakh
(Northern)

North
Caucasian

ачи

14. Akhvakh
(Southern)

North
Caucasian

арчи

15. Andi North
Caucasian

орси

16. Andi (Muni) North
Caucasian

орси

17. Archi North
Caucasian

arsi

18. Archi (Var1) North
Caucasian

арси

19. Archi (Var2) North
Caucasian

арси

20. Avar (Andalal) North
Caucasian

гІарац

21. Avar (Antsukh) North
Caucasian

гІарас

22. Avar (Batlukh) North
Caucasian

гІарач

23. Avar (Hid) North
Caucasian

гІарас

24. Avar (Karakh) North
Caucasian

гІарац

25. Avar (Kusur) North
Caucasian

гІарац

26. Avar (Standard) North
Caucasian

гІарац

27. Bagvalal North
Caucasian

ас

28. Bezhta North
Caucasian

окко
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29. Botlikh North
Caucasian

арси

30. Chamalal North
Caucasian

ас

31. Dargwa (Itsari) North
Caucasian

арц

32. Dargwa (Kajtak) North
Caucasian

арц

33. Dargwa (Kubachi) North
Caucasian

ас

34. Dargwa (Muiri) North
Caucasian

арц

35. Dido (Mokok) North
Caucasian

мицхир

36. Dido (Sagadin) North
Caucasian

мицхир

37. Ghodoberi North
Caucasian

арси

38. Hunzib North
Caucasian

окро

39. Karata North
Caucasian

гІарсе

40. Karata (Tokitin) North
Caucasian

гІарци

41. Khvarshi
(Inxokvari)

North
Caucasian

ос

42. Khvarshi
(Khvarshi)

North
Caucasian

ос

43. Lak North
Caucasian

арцу

44. Tindi North
Caucasian

аси

45. Shipibo-Conibo Panoan koriki
46. Tacana Tacanan čipilo
47. Thai Tai-Kadai ŋ7n
48. Siona Tucanoan kutˀi
49. Pumé Unclassified čɛrɛ

Figure 6: Languages and words contributing to the connec-
tions of lexical associations for the concepts ‘money’ and
‘silver’

and ‘silver’ above, these concepts at first glance may not
immediately suggest a close association. Yet such cases
do exist as the link in Figure 7 reveals. The connection
links two bigger communities of nodes, including spheri-
cal objects on the one hand and parts of the lower body on
the other. The list of languages for the connection ‘wheel’
and ‘foot’ in Figure 7 clearly shows that the association is
restricted to languages of South America. This geographi-
cal restriction may reflect semantic borrowing among South
American languages, but since the distribution within South
America is rather erratic, independent innovation is also a
possibility. At any rate, the color coding in the visualization
immediately draws the researcher’s attention to the poten-
tially interesting geographical patterning.

4. Conclusions and future work
The size and complexity of today’s language resources call
for a data preparation pipeline that enables researchers to
find meaningful patterns among the multitude of different
factors that can be taken into consideration. In our view,
such a data preparation pipeline necessarily consists of two
major parts, both of which are illustrated in the present pa-
per. On the one hand, methods and techniques from data
mining or computational linguistics help to detect basic
trends or groups of similar objects in the search space. On
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Line opacity: Line weights: Coloring: Geolocation

sphere, ball

round

footprint

foot

calf of leg

circle

thigh

wheel
leg

hip

buttocks6 links for "foot" and "wheel":
Language Family Form

1. Cofán Isolate cɨ̷ʔtʰe
2. Puinave Isolate sim
3. Yaminahua Panoan taɨ
4. Wayampi Tupi pɨ
5. Pumé Unclassified taɔ
6. Ninam Yanomam mãhuk

Figure 7: Force-directed graph with areal distribution for the concepts ‘wheel’ and ‘foot.’ In order to browse the graph on the
CLICS website, enter the following URL: http://clics.lingpy.org/browse.php?gloss=wheel&view=
part.

the other hand, the resulting groups or trends are mapped to
visual variables in order to make interesting observations
readily accessible to human perception.
The CLICS database contains a wealth of information about
colexification patterns in the languages of the world. Man-
ually inspecting the large amount of connections in the
database, however, is a laborious and time-consuming task
that allows for a detailed exploration of individual links
but does not capture overall trends in the data. This paper
presents an attempt to combine the advantages of human
inspection with the strength of a computational approach
(Keim et al., 2008).
The CLICS visualization features an automatic preprocess-
ing of the colexification links into so-called communities
on the graph, groups of highly connected nodes that re-
veal a meaningful overall trend in the worldwide patterns
of lexical associations. The communities are then graph-
ically represented in a force-directed graph that shows all
connections within the various concepts that are included.
Interactive components in the visualization allow for a more
detailed view of associations at the level of the languages
that contribute to the colexification. Mapping the genealog-
ical and areal information on individual languages to colors
enables an at-a-glance evaluation of potentially interesting
trends in individual colexifications (see the case studies in
Section 3.5.). In this way, users can get an overview of the
general trends in the data and at the same time have the
opportunity to directly inspect the lexical associations.
In future work, we plan to enhance the visualization tool
with further interactive components that allow for a better

overview of the complete network of colexifications (shown
in Figure 1) and facilitate the detection of genealogical or
areal trends in the database. The idea is to integrate a
sunburst visualization (Stasko and Zhang, 2000) of the ge-
nealogical information in order to enable a better overview
of the language families that are involved in a given colexi-
fication pattern.9 In addition, we intend to equip the user in-
terface with further interactive components that allow users
to explore the database from different perspectives (e.g.,
compare individual languages in terms of shared lexical as-
sociations). All components will be made publicly avail-
able online for the (linguistic) research community.
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Tübingen.

9See Mayer et al. (2014) for an example of using sunburst dis-
plays to represent the hierarchical structure of language families.

7

http://clics.lingpy.org/browse.php?gloss=wheel&view=part
http://clics.lingpy.org/browse.php?gloss=wheel&view=part
http://clics.lingpy.org/browse.php?gloss=wheel&view=part


Bostock, M., Ogievetsky, V., and Heer, J. (2011).
D3: Data-driven documents. IEEE Transactions on
Visualization & Computer Graphics (Proc. InfoVis),
17(12):2301–2309.

Dellert, J. (2014). Lifting a large multilingual dictionary to
the level of concepts. Talk held at the “Workshop on his-
torical and empirical evolutionary Linguistics” (February
15–16, 2014, Eberhard-Karls-Universität Tübingen).
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Abstract
Historical dictionaries and non-standard language corpora can greatly benefit from a visual access in order to grasp the inherent tangled
and complex nature of the knowledge encapsulated in them. Although visual analytics has been used to tackle a number of language
and document related problems, most dictionaries are still reproducing the book metaphor in which Web pages substitute the paper
and the user experience is only enhanced by means of hyperlinks. Although fields such as dialectology and dialectal lexicography
have incorporated Geographic Information Systems and advanced computational linguistics features, spatio-temporal dynamics can
be discovered or understood if appropriate visual analytics techniques are used to surpass the idea of these linguistic resources as
alphabetically ordered lists. In this paper we present the work carried out in this direction for the Dictionary of Bavarian Dialects in
Austria. By means of multiple-linked views an access that fosters the exploratory analysis of the data is enabled.

Keywords: visual navigation, variational linguistics, historical corpora

1. Introduction

Variation in language use is one of the main concerns in
linguistics and its study has been greatly benefited by the
use of computers. The early adoption of electronic corpora
have paved the way to deeper understanding of the vari-
ations that can be found among speakers, associated with
age, gender, geography, etc. Thus, electronic corpora have
enabled approaching the life cycle of linguistic variability
in order to shed light on the dynamics of a given language
across time and space.
By combining the strengths of machine and human data
processing, visual analytics science has established itself
as a very successful approach to a great variety of prob-
lems across domains, in which the complex nature of the
data and its volume have proven to be too great a chal-
lenge for previous efforts. The visual analytics community
has emphasized the fact that spatio-temporal analysis is not
exclusively needed and done by highly qualified special-
ists (Andrienko et al., 2010); on the contrary, any person
concerned about the development of their communities, re-
gions or countries would want to take advantage of the data
being collected. This is the case for any language for which
vast amounts of information have been recorded and made
available through dictionaries and corpora.
Although different methodologies and techniques have
been developed from corpus and computational linguistics,
and in some cases those advances have been coupled with
different forms of visual interactive aids (Lee and Kret-
zschmar, 1993; Masron et al., 2005), the majority of elec-
tronic dictionaries are still regarded as flat lists of entries.
This paper presents our preliminary results in an effort
aimed at providing a different access to historical dictio-
naries and corpora by means of visual analytics techniques,
in which the exploratory analysis is fostered so the idea of
a flat dictionary is surpassed.
In the past, there have been several visualization efforts
mainly aimed at escaping the idea of dictionaries as flat

lists of entries. During the past decade the navigation of
the web of words by means of hyperlinks was enabled and
these word relationships are often visualised using differ-
ent types of graph drawing techniques (Visual Thesaurus1).
While this is an advantage for dictionary users, there are
still several aspects that can dramatically change the users’
experience: an enhanced access to the wealth of sources
related to dictionaries tailored to the particular needs and
tasks of such users can indeed surpass this very notion of a
flat dictionary.

The previous statement is especially relevant when non-
standard data are considered. Space and time become the
steering wheel of any inquiry. In this regard, there are few
works that take full advantage of visual interactive access to
non-standard dictionaries. In (Theron et al., 2011; Theron
and Fontanillo, 2013) one of the first efforts in this direction
can be found. Furthermore, in (de Vriend et al., 2011) it is
suggested that a working environment offering full support
for using visualization as a research tool could take dialect
geography into the era of eScience.

The rest of the paper is organised as follows: in the next
section, we briefly explain the case of the Dictionary of
Bavarian Dialects in Austria (Wörterbuch der bairischen
Mundarten in Österreich [WBÖ], from its origin to its
present form. In the third section we discuss how the WBÖ
data sources have been enhanced thanks to GIS technol-
ogy. The fourth section is devoted to show how the same
data can be exploited from a visual analytics approach, pro-
viding a more comprehensive user experience. Finally, we
expose the main conclusions and future works that we en-
vision.

1Visual Thesaurus [www.visualthesaurus.com/ ] [accessed:
15.1.2014]
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2. 100 Years of Variational Linguistics in a
Nutshell

Dealing with non-standard language corpora concerning
time (historical language) and space (variants, regional lan-
guage, dialects) is a challenge, especially when focusing
usability, navigation and access. To exemplify the chal-
lenges and suggested solutions, we picked the example of
the Dictionary of Bavarian Dialects in Austria.
The main reasons for doing so are obviously: the dictionary
and its material are digitally available, yet the project stands
for the type of a traditional, sophisticated, so called territo-
rial dictionary. The materials in the dictionary and those
ones used for the dictionary are highly heterogeneous. The
dictionary and its corpus offers historic (8th century -) as
well as recent materials (- 1998). Furthermore, the corpus
offers materials from written sources as well as from ques-
tionnaires of spoken language. Professionals and layper-
sons collected the data in a period for about 100 years in
written and digital format.
The project started in 1911 to introduce novel standards in
lexicography and give a complete and detailed overview of
the Bavarian dialectal variants in the Austrian-Hungarian
Monarchy and the Kingdom of Bavaria, by presenting the
complete lexicons of these areas with detailed definitions
and contextualized examples, by recording the authentic
pronunciation, by defining the grammatical coding for each
word entry, by tracing the etymology of each lexical item
and by registering expert knowledge in the fields of rural
techniques, traditional folk medicine and customs. From
1913-1932 109 questionnaires and 9 auxiliary question-
naires with approx. 24,000 detailed questions were sent to
selected municipalities. In 1961 the Austrian and Bavarian
Academy decided to publish two separate parts of the lexi-
con: Part I dealing with Austria (with the exception of the
province of Vorarlberg) and the (former) German-speaking
parts across the current borders of Italy, Slovenia, Slovakia,
Hungary and the Czech Republic, and part II dealing with
the Bavarian dialects in Germany. Part I, the WBÖ, has
been published since 1963 (4 volumes, 8 parts: A-E).
In 1993 the project Datenbank der bairischen Mundarten in
Österreich (DBÖ) / Database of Bavarian dialects in Aus-
tria was initiated aiming at the digitalisation of the material
for the dictionary and of source material (e.g. paper slips,
cited texts) as well as background information (e.g. cv of
collectors and co-workers).
In 1998 a rationalisation concept was issued targeting the
dictionary as a (virtual) unit consisting of the printed dic-
tionary and the complementary database. In 2008 the
first step in the development of the system Datenbank der
bairischen Mundarten in Österreich / Database of Bavar-
ian dialects in Austria electronically mapped (dbo@ema)
was taken. Since 2010 (Wandl-Vogt, 2010), some thou-
sand example entries are digitally available; furthermore,
background data and registers are online and interactively
accessible.
In 2013, first steps towards a machine-readable dictio-
nary and connection with Linked (Open) Data were taken
(Wandl-Vogt and Declerck, 2013).

3. Access to the dbo@ema
In its current form, dbo@ema can be explored in a tradi-
tional way: the user can access the data according to differ-
ent categories (lemma, bibliography, person, location). For
each of these categories, the user would need to access the
desired information following a list of pages ordered alpha-
betically.

Figure 1: Access to the dbo@ema by means of alphabetical
lists.

Figure 1 shows a screenshot of dbo@ema in which a list
of lemmas is used to provide direct access to the desired
lemma. Once the user has selected a particular item of in-
formation, a page containing relevant information is shown,
e.g., type of lemma, multimedia sources, etc. (see Figure
2).

Figure 2: Details of the lemma ‘Kufe’ including multime-
dia sources.

The same procedure can be followed when searching for
persons, regions, etc. In these cases, since most of the in-
formation is georeferenced, an interactive map is included,
so the user can grasp the spatial influence of the searched
item.
Figure 3 shows the details page for Werner Bauer, including
personal information and a list of sources related to this
author.
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Figure 3: Details related to author Werner Bauer.

Accordingly, Figure 4 shows an interactive map of the spa-
tial distribution of data related to the same author.

Figure 4: Spatial distribution of data related to the author
Werner Bauer..

Finally, the user can go inspecting the details of each spatial
point in the map, available by means of tooltips (Figure 5).

Although this provides a method of accessing the spatial
distribution of the data stored in the corpus, it is only useful
for directed searches, where the user actually knows what
she is looking for. Exploratory tasks are not supported,
since the context of information is lost once the user access
the information of a given lemma, person, location, etc.

Furthermore, although details can be navigated by means
of hyperlinks, maps are independent, so a click on a hyper-
link directs the users to a new Web page; also the interac-
tions in the map are limited to its current information and
the user cannot access further information from the tooltips.
Thus, we approached the same data sources from a differ-
ent/complementary perspective; we introduced some visual
analytics techniques in order to provide a more comprehen-
sive access to the corpus data.

Figure 5: The user may explore the spatial distribution of
the data and access individual information of a particular
point..

4. Visual Analysis in the dbo@ema
One of the first issues that we wanted to address was pro-
viding an overview of the spatial distribution of the data
that in turn could be further explored by means of user in-
teraction. We wanted also to maintain the access to all the
details originally available in the Web version.

Figure 6: Graduated point symbol maps and parallel coor-
dinates views that enable visual analysis in dbo@ema.

Figure 6 shows two views conveying quantitative informa-
tion related to regions (it can be done for communities and
localities similarly). For each region the number of subre-
gions, persons, lemmas and documents is computed. On
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top, a graduated point symbol (Flannery, 1971) or bubble
map is shown, in which the size opacity of each bubble. In
the case of figure 6, the bubble size depends on the number
of sub regions, while the opacity depends on the number of
documents related to that region. These visual encodings
can be used to convey results of dialectometry studies such
as maximum similarity indices.
At the bottom of figure 6, a parallel coordinates (Inselberg,
1985) plot (PCP) can be seen, which conveys the same in-
formation by means of polylines (each polyline is linked to
a bubble). This way the user can explore the whole dataset
and discover patterns related to distribution of sources, etc.
The PCP is interactive, so the user can filter data accord-
ing to different criteria (i.e., filter out the regions that have
less than 3 persons related to them and within a particular
geographic area (longitude and latitude values), and so on).
Finally, once a particular region is on focus, the detailed
information is shown, and further information can be re-
trieved (e.g., details of documents or persons) and shown
upon user’s request). Both views feature several ways of
interaction that enable a typical sense-making loop, go-
ing from the overview, filtering data, to details on-demand
(Keim et al., 2008).
Figure 7 shows an example in which the user has focused
the analysis on the central area of the map, using filters for
the latitude and longitude of the data points. The user is
inspecting the region Kärnten with a high (16) number of
related documents.

Figure 7: By means of interactions, the user can easily ex-
plore the spatial dynamics of dbo@ema.

5. Conclusion
The use of visual analytics can greatly enhance the experi-
ence of users, enabling exploratory analysis that contribute
to the discovery of spatio-temporal dynamics that would re-
main hidden with traditional flat access to dictionaries and
corpora. We have assessed the potential of exploration of
georeferenced data for regular dictionary visitors.
In this first version of our prototype we have used mainly
information available in the dbo@ema, but it has been de-

signed from a visual analytics approach, to facilitate the ad-
dition of dialectometry studies such as maximum similarity
indices.
However, the temporal dimension has not been fully ex-
ploited, and the visual analytics research has developed ef-
ficient techniques that can be integrated in our work.
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Abstract
Statistical speech synthesis (SSS) models typically lie in a very high-dimensional space. They can be used to allow speech synthesis
on digital devices, using only few sentences of input by the user. However, the adaptation algorithms of such weakly trained models
suffer from the high dimensionality of the feature space. Because creating new voices is easy with the SSS approach, thousands of
voices can be trained and a Nearest-Neighbor (NN) algorithm can be used to obtain better speaker similarity in those limited-data cases.
NN methods require good distance measures that correlate well with human perception. This paper investigates the problem of finding
good low-cost metrics, i.e. simple functions of feature values that map with objective signal quality metrics. We show this is a ill-posed
problem, and study its conversion to a tractable form. Tentative solutions are found using statistical analyzes. With a performance index
improved by 36% w.r.t. a naive solution, while using only 0.77% of the respective amount of features, our results are promising. Deeper
insights in our results are then unveiled using visual methods, namely high-dimensional data visualization and dimensionality reduction
techniques. Perspectives on new adaptation algorithms, and tighter integration of data mining and visualization principles are eventually
given.

Keywords: Speech Synthesis, Speaker Adaptation, Feature Selection, Visual Analytics

1. Introduction

Statistical speech synthesis (SSS) and unit selection based
synthesis are two leading technologies in the speech syn-
thesis field (Black et al., 2007). Despite its lower average
quality compared to the unit selection approach, SSS has
some advantages that make it attractive especially in con-
sumer electronics applications. An important advantage of
the SSS approach is the ability to adapt to a target speaker
with a couple of minutes of adaptation data (Yamagishi and
Kobayashi, 2007). In this approach, a speaker-independent
(SI) model is generated first and the speaker-adapted (SA)
voice model is found by statistically adapting the SI model
to the target speaker using speech data collected from the
target speaker. Thousands of voices have thus been gener-
ated with SSS using speech databases prepared for speaker-
independent recognition systems (Yamagishi et al., 2010).

Even though new voice models can be easily generated with
SSS, differences between those voices have only been in-
vestigated perceptually through listening tests and objec-
tively using the Root-Mean-Square-Error (RMSE) criterion
(Yamagishi et al., 2010). To date, mathematical and visual
analysis of the voices have been very limited because of the
huge dimensionality of the models. Moreover, consider-
ing the high number of model features w.r.t. the number of
speaker models at hand, it can be reasonably hypothesized
that the best adaptation paths lie on a lower dimensional
manifold. Hence, exploration of the models with visual-
ization and data mining can lead to a better understanding
of the adaptation algorithms and point to which features or
feature transformations are effective at identifying differ-
ences between speaker models after adaptation. Such in-

sight can also enable distance measures that correlate well
with the perception of speaker similarities in listening tests.
Novel distance measures through analysis of the speaker-
adapted voices can be helpful in developing adaptation al-
gorithms that work with very small amounts of adapta-
tion data. One way to achieve this is the use of Nearest-
Neighbor methods that require good distance measures be-
tween statistical voice models to work well. When such
distance measure is available, relying on nearest neigh-
bors may significantly reduce the amount of adaptation
data needed from the target speaker. Moreover, generating
target-specific SI models using the nearest neighbors can
also lead to more effective speaker adaptation (Ijima et al.,
2013).
After a short review of the SSS approach in Section 2., we
put a greater emphasis on the objective evaluation of the
SA model quality, and derive a robust performance index
in Section 3.. In the latter section, we show that the prob-
lem at hand is intractable, and thus reformulate it and pro-
pose a statistics-based heuristic for approximate solutions
in Section 4.. Insight is gained from the obtained results
using visual inspection tools and visual summary statistics,
as shown in Section 5.. Our findings are summarized in
Section 6., along with perspectives to this work.

2. Overview of the Statistical Speech
Synthesis Approach

SSS systems work in several steps. First, parameters that
represent short-time speech spectra are extracted. Distri-
bution of those parameters are then modeled using Hidden
Semi-Markov Models (Yamagishi and Kobayashi, 2007).
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Those models are used to regenerate parameters during syn-
thesis. Parameter extraction and modeling algorithms are
summarized below.

2.1. Parameter Extraction and Modeling
During the training phase, both spectral features (such as
Line Spectral Frequencies (LSFs) or Mel-Generalized Cep-
stral (MGC)) (Tokuda et al., 1994) and pitch (log funda-
mental frequency (LF0)) parameters are extracted. The
spectral and pitch features are fused together to create the
static feature vector which is then concatenated with delta
and delta-delta features.
Phonemes are modeled with N -state Hidden Semi-
Markov Models (HSMM) where the duration (d) of each
state i, Πi(d), is modeled by a Gaussian distribution,
N(µd,i,Σd,i). Spectral features are typically modeled with
a multivariate Gaussian distribution N(µc,i,Σc,i). Simi-
larly, pitch features are modeled with multivariate Gaussian
distribution N(µp,i,Σp,i) for voiced states. These acoustic
model parameters are trained with a maximum likelihood
method approach (Zen et al., 2007).

2.2. Decision Tree based State Clustering
Typically, there is not enough training data to train all states
observed in the database. This problem is circumvented
by clustering HMM states, and have the states in a given
cluster share the same training data (Shinoda and Watan-
abe, 1997). Top-down clustering with decision trees is then
generally used, with nodes splitting according to linguistic
questions. When it is not possible to split a node because
of an insufficient amount of data for the child nodes and/or
an insufficient reduction of the within-child entropy, node
splitting stops. The states clustered at the leaf nodes of the
tree are then tied together.
In text-to-speech systems, it is critical to take into ac-
count the context of phonemes to synthesize them as close
to natural as possible. In the SSS approach, phonemes
have labels that contain information about the phone-level,
syllable-level, word-level, phrase-level and utterance-level
context information in addition to syntactic features such
as part-of-speech tags and intonation tags (e.g. TOBI end-
tones for sentences). This contextual information is used
at the nodes of the decision tree to cluster phoneme states
that have different labels but are found to be acoustically
similar.

3. Objective Evaluation of Speaker
Similarity

3.1. Data Preprocessing
The experiments in this paper use the Wall Street Journal
speech database (Paul and Baker, 1992). Two hours of data
from four male speakers are used to train an average voice.
The average voice is adapted using the linear regression al-
gorithm in (Nakano et al., 2006) for 157 male speakers to
create the SA models. 150 utterances from each speaker are
used to create the voice models.
75-dimensional mean vectors (spectral energy + MGC fea-
tures) are used to represent the short-time speech spectrum
(Tokuda et al., 1994). Each voice model has 5 trees and

Figure 1: Interpretation of the RMSE matrix cells.

each tree contains 919, 922, 1378, 1313, and 960 states re-
spectively. This amounts to 5492 states in each model and
each state has a 75 dimension mean vector. By concatenat-
ing all mean vectors of all states from all trees, each speaker
is represented with a supervector that has a dimension of
411900 (75 × 5492).

3.2. RMSE Criterion
The RMSE criterion, commonly utilized in the SSS field
(Yamagishi et al., 2009), is used to evaluate the voice simi-
larity between a SA voice model and an actual speaker sig-
nal. Speech signal is first synthesized following the SA
model, and aligned to the actual signal, ensuring a mean-
ingful comparison between the two samples. The RMSE
between the L-dimensional aligned MGC features:

x(0), x(1), ..., x(L− 1) (1)

and:
y(0), y(1), ..., y(L− 1) (2)

is then computed as (Imai et al., 2009):√√√√L−1∑
m=0

(x(m)− y(m))2/L. (3)

3.3. Nearest-Neighbor Performance Index of SA
Models

As stated in the introduction, this work focuses on the study
of SA voice models, and specifically how their features may
correlate with the RMSE metric. The set of SA models
can be seen as the 157 × 411900 matrix M, with Mi. the
numeric vector defining the ith SA model.
A RMSE matrix R is generated from this set of models:
Rij is the RMSE between speech that has been generated
by Mi., and the actual speaker signal that was used to learn
Mj.. Let us note that this measure is dissymmetric: this
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Figure 2: Illustration of the NN Performance index computation. A specific example is highlighted in blue.

observation led us to define the divergence between mod-
els D(i||j) as the cost of coding model i by model j. As
illustrated in Figure 1, this divergence should be read in the
columns of the matrix R, because the coded model, i.e. the
actual signal, is mapped to the column indexes. We thus
define DR(i||j) = Rji.
Likewise, let us define dL1, dL2 and dcos respectively as the
L1, L2 and cosine distances (that are by extension valid di-
vergences, respectively DL1, DL2 and Dcos) between rows
in M. A NN search amounts to computing a ranking, ma-
terialized by a permutation p(D, i,M) of 1 . . . 157. Its ele-
ments {pj}j=1...157 get their value according to the follow-
ing constraint:

j < k ←→ D(i||j) < D(i||k) (4)

Using this formalism, we investigate to which extent DL1,
DL2 and Dcos are able to map DR. Additionally, we hy-
pothesize that distances computed on the sole static fea-
tures, without the energy feature (i.e. 24 features per state
vector instead of 75) could be sufficient to perform this
mapping. The exclusion of the energy feature arises from
the observation that the microphone volume is not much
likely to characterize the speaker.
Specifically, for every speaker, and for each divergence
function, we computed the permutations according to equa-
tion (4). The permutations parametrized by DR serve as a
gold standard, and we observe how the first 5 cells of other
permutations rank in them. Summing these relative ranks
then gives a robust index of the performance of a given
divergence in the NN task. This approach is summarized
by Figure 2, and is further coined as the NN performance
index. This index should be as low as possible. This sum is
bounded from below by 2355, that is 157 * sum(1:5)
in the case of identical permutations. Results for candidate
distance functions are reported in Table 1. In the remainder

dL1 dL2 dcos

all features 17856 18796 19974
selected features 14211 13595 18358

Table 1: NN Performance indexes for every possible set-
ting.

of this paper, performance indexes are implicitly computed
against DR.

We see that the best results are obtained with the L2 dis-
tance defined over the static subset of features. But, con-
sidering the margin between the lower bound and the best
result, a significant progression margin remains.
However, we have no clue on the optimality of the above-
mentioned static selection of features w.r.t. the performance
index. The obvious path is a brute-force algorithm, try-
ing all possible combinations of features, for all possible
metrics (and assuming some acceptable solution lies in the
set of such potential Minkowski and cosine distances) and
ranking them according to their NN performance index.
But the complexity of this approach is exponential in the
number of features, and is tractable up to about 20 features,
way below the dimensionality of the SA models. We thus
face a difficult optimization problem, for which a heuristic
has to be found.

4. Statistical Analysis for a Tractable
Heuristic

This section discusses how the problem can be reformu-
lated under a more tractable form, and describes a statistical
approach for tentative solutions.
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4.1. Distortion as an Objective Function
Distance-like (i.e. symmetric and 0 for self) metrics are
mandatory for many theoretical frameworks, but unfortu-
nately DR does not fulfill this requirement. The most
straightforward way to make it symmetric is to define
R+ = R + RT , and use dR+(., .), the dissimilarity in-
duced by R+. To enforce another property of distances, we
force the diagonal of R+ with 0. But prior to any analy-
sis, we have to evaluate how faithful to DR is a NN search
according to dR+ . The NN performance index (see Sec-
tion 3.3.) is 4440 in the latter case, which indicates a strong
similarity (albeit not perfect). We later on assume it is suf-
ficient for our purpose, and justifies the use of R+ when
symmetricity is required.
Having a reference pairwise symmetric dissimilarity matrix
(i.e. R+), and a candidate distance matrix D on the same
set of elements, it is tempting to state that the problems of
maximizing the NN performance index, and the proxim-
ity (or matching) of D to R+, are equivalent. Though not
trivial, the latter problem seems indeed much more afford-
able. Some rigorous approaches may be derived, for exam-
ple by adapting the metric learning and kernel alignment
literature (Xing et al., 2002; Cristianini et al., 2002; Song
et al., 2007; Cortes et al., 2010) to the non-standard re-
quirement of a ground truth similarity matrix (instead of an
attribute for classification or regression, classically), con-
strained by the selection of a minimal subset of features.
More heuristically, manifold computations and correlation
analyses could also be conducted.
Such approaches would optimize the degree of agreement
in two distance matrices. This can be measured by the dis-
tortion of a candidate with respect to the reference matrix.
In a nutshell, we compute a percentage that indicates, for
each pair of elements, to which extent its average distance
deviates from the reference. For further details, the reader
may consult (Aupetit, 2007).
The distortions specific to each SA model for dL2 are dis-
played in Figure 3. It shows models as points in a 2D
space, obtained from the 2 first components of the kernel
PCA projection that uses a Gaussian kernel function on dL2

(Schölkopf et al., 1998). In short, kernel PCA is a non-
linear projection method, in which components are the or-
thogonal axes that explain the most the pattern of L2 dis-
tances in M. The average distortion w.r.t. DR+ associated
to each model colors the Voronoi cell of the respective point
in Figure 3 using a heat color scale, mapping low values to
a light shade.
Two clear clusters noticeably stand out in Figure 3. This
observation was not raised prior to this study, and under-
standing how they arise might give a supplementary cue for
analysis. The view also highlights in which regions of the
model data space the distortion w.r.t. the ground truth met-
ric is the largest.
Unfortunately, there is no theoretical guarantee that opti-
mizing distortion patterns monotonically increases the NN
performance index. We illustrate this by noting that the me-
dian of the distortion values is 17.2% when using dL2 and
the full set of features, whereas it is 18.2% when using the
same distance function on the static subset of features. This
somehow contradicts the results reported in Table 1. Dis-

Figure 3: Kernel PCA projection the SA models using
DL2. Average distortions of DL2 with respect to DR+ are
mapped to a heat scale, and overlaid on the Voronoi cells of
the respective SA model glyphs.

tortion patterns can thus be occasionally employed, but care
must be taken for their interpretation.

4.2. Using LASSO and Ridge Regression
In this section, we propose to simplify the problem, by ap-
proximating it as a regression problem with an excessive
number of predictors. To this aim, with inspiration from the
end of Section 4.1., R+ is converted to a set of potential tar-
get variables by computing its kernel PCA projection with a
Gaussian kernel function, and retaining its components (i.e.
the two major of which are used as plotting coordinates in
Figure 3).
We thus came up with the following hypothesis: the rel-
evant features are those that are able to jointly predict
the value of a kernel PCA principal component. Regular-
ized regression models, such as LASSO or ridge regres-
sion (Tibshirani, 1996; Friedman et al., 2008),1 solve this
problem by finding the smallest subset of features able to
fit a target variable (i.e. a principal component).2 Joint re-
gression of several variables is theoretically possible, but
the size of the problem precludes it. Instead, we choose the
following approach:

• We perform the separate regressions of the 20 main
kernel PCA principal component of R+ (with ei-

1We used the Elastic regression method (Friedman et al., 2008)
parametrized close to, but not exactly equal to, pure ridge regres-
sion. The latter indeed uses L2 penalty, notably inefficient for
feature selection.

2Regression practitioners would object that our problem is
largely degenerate, i.e. the number of variables is so large that
despite a perfect fit, the empirical risk for previously unseen pre-
dictions is ridiculously large. But our objective here is not to en-
sure a good generalization, but find the most parsimonious fit.
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Figure 4: NN performance indexes of feature sets selected by a varying number of regression predictors. Empirical optima
are highlighted for each type of predictor.

Figure 5: Pixel-based view the SA models, with a filter showing the first 2500 features. Blocks of static features are
highlighted.

ther LASSO or ridge). The regression of the k-th
component selects a subset of the model features
(i.e. the regression model defines a subset of non-
zero coefficients according to an expression akin to
y =

∑411900
p=1 apxp). Let Sk be this set.

• For i ∈ 1 . . . 20, we form the sets ∪ik=1Sk, i.e. the
union of features selected by the regression of main
components up to rank i.

In Figure 4, we present the results of NN searches using
L2 distances defined on these union sets, for a varying i.
The optimal number of selected features and the associ-
ated number of regressors involved are indicated where rel-
evant. In this figure, references to a weighted L2 distance
are made. Formally it can be stated as:

L2weighted(x1,x2) =

√√√√ I∑
i=1

ai(x1i − x2i)2, with ai ≥ 0.

(5)
The classical L2 distance is the special case where all ai
equal 1. Alternatively, we define the weighted L2 distance
that uses the regression coefficients (after taking their abso-
lute value, and rescaling them in [0, 1]).
First we can see that all the approaches proposed in this sec-
tion largely outperform the naive solution. In particular, we
see that the LASSO sets are very parsimonious solutions,

with only 706 selected features, for a performance index of
9203. Ridge solutions lead to better performance indexes,
but need approximately 10 times more features (i.e. still
much less than the static features subset though). Weight-
ing the L2 distance according to Equation (5) with the re-
gression coefficients leads to better performance, but at the
expense of largest selected feature sets. Thus no solution
among these candidates is strictly better than the others, and
a trade-off has to be chosen.

5. Visual Inspection and Interpretation of
the Selected Feature Sets

For the sake of clarity, we focus on two feature sets pre-
sented previously:

• The one resulting from the LASSO analysis, using the
weighted L2 distance (1056 features)

• The one resulting from the ridge analysis, also using
the weighted L2 distance (11299 features)3

Further insight could be gained by visualizing these selec-
tions in the context of the full feature set. Most classical
data visualizations, such as scatter-plots or parallel coordi-
nates, cannot handle more than a dozen of dimensions, and
are clearly not adapted to the SA models. Some techniques,

3The LASSO sets are imbricated, so the chosen set includes
the solution obtained when using the classical L2 distance. Same
observations hold for ridge solutions respectively.
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Figure 6: Highlight of the features selected by the LASSO (a)) and ridge (b)) methods, in the context of the full feature set.

Figure 7: Left: distribution of selected features across the trees. Frequencies are normalized according to the tree size.
Right: distribution of selected features according to the position in the 75-dimensional output state vector.

among which are pixel-based visualizations (Keim, 2000),
were derived specifically to scale up to some orders of mag-
nitude.
Pixel-based maps are graphical representations of data
where the individual values contained in a matrix are repre-
sented as colored rectangles. Specifically, following state-
of-the-art recommendations (Brewer, 1999), the numerical
values of each feature are mapped to a heat color scale (low
values map to light shades, respectively high values to dark
shades).
As the whole dataset can not be shown in one single view,
some techniques of Visual Analytics have to be applied in
order to allow an efficient visual exploration of data (Keim
et al., 2008). For instance, several classical functionalities
have been added into this component, i.e. zooming, filter-
ing, sorting rows according to a feature, sorting features
according to the L2 distance with a reference picked by the
user (Shneiderman, 1996).
This view has been used on a normalized version of the
dataset (to obtain values between 0 and 1); then, filtering
capabilities have been progressively applied to visualize
parts of the dataset (Figure 5).
Some tendencies stand out when we look at the visualiza-
tion. First of all, the leading 25 feature blocks in each

75-dimensional state vector are strikingly similar across
states. They show a highly bi-modal pattern, very likely
to be linked to the two clear clusters already seen in Fig-
ure 3. As the remaining features (i.e. delta and delta-delta)
look much more evenly and independently distributed, the
view suggests to focus the investigation about these clus-
ters on the static features. Further inspection is possible by
highlighting the features selected by the LASSO and ridge
methods in the full feature set, such as shown in Figure 6.

As a complement, in Table 2 we show to which extent pairs
of these subsets overlap, The static subset (i.e. the output
state static features) serves as a reference. Only the lower
triangle of the matrix is filled, as we are mostly interested
in the proportion of the smallest set that lies in the largest
(i.e. the reciprocal is not very insightful).

Interestingly, in Table 2, we see that LASSO features are
picked at 28% in the static subset close to its 33% nominal
proportion (i.e. the proportion of static features in the
complete set). Ridge leads to selecting significantly more
static features (44%): the amount of features taken in the
static subset thus decreases according to the parsimony of
the regression model. Also, LASSO and ridge are clearly
emerging from a similar design choice (68% of LASSO
features lie in the ridge selection).
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static ridge LASSO
static
ridge 44%
LASSO 28% 68%

Table 2: Overlap percentages among selected feature sets.
Should be read as: x% of the feature set row exists in the
feature set column.

Figure 7 shows complementary metrics on the distribution
of chosen features with respect to the SSS trees, and also
with respect to the feature position in the 75-dimensional
output state vector. We see that selected features are dis-
tributed almost evenly across the five trees, irrespectively
of the method. The second tree (respectively the fourth
tree) seems a little over-represented (respectively under-
represented) though.
The distributions in the 75-dimensional state vectors are
much more interesting. The following observations can be
drawn:

• The selection in the static part is very skewed, for both
methods: the first 15 features are frequently chosen
(with peaks on the second and third), while the 10 last
are almost never selected. This skewness is also some-
how observed for the delta and delta-delta parts, but to
a much lower extent.

• As already suggested in Table 2, both methods notice-
ably select delta and delta-delta features: this shows
that the naive assumption should be overcome.

6. Conclusion
In this paper, we investigated how SSS model features
could be correlated with the respective RMSE metric be-
tween models. We proposed a statistical formulation of the
problem, described a tentative algorithm, and used visual
tools for inspecting and interpreting the results. This is a
first step though, as further work is needed to use these find-
ings in the context of weak speaker adaptation where very
limited amount of adaptation data is available.
To our knowledge, not much work exists in visual feature
selection, especially for non-standard settings such as SA
models, with no well-defined target variable. Visual met-
ric learning approaches, such as Dis-function (Brown et
al., 2012), have recently been proposed, but as discussed
in Section 4.1., this is not the perspective needed in our
context.
In this work, several statistical and visual tools have been
used to understand the high-dimensional SA models, and
derive a principled approach for selecting features that cor-
relate with the RMSE-based performance index. However,
as clear in Section 5., these tools are currently loosely cou-
pled, and hardly qualify as a visual analytical method. Yet,
we believe that their integration is a promising direction
of research. For instance, semantic information about SSS
tree states, overlaid on the pixel-based view of the selected
features (see Section 5.) would help a posterior analysis,
e.g. identifying redundant selections. A feature selection

and evaluation tool could also report the NN performance
index of interactively selected feature sets, possibly sup-
ported by statistical tools such as regression analysis or
metric learning methods, or by re-ordering actions taken on
the pixel-based view. The metrics reported in Section 5.,
such as distributions within trees and state vectors, could
also be added as complementary views in this interactive
analytical tool.
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Abstract
Today, everyone has the possibility to acquire additional information sources as supplement to articles from newspapers or online
news. The limitations of classical newspaper articles and restrictions of additional materials on online newsportals often lead
to the situation where the reader demands additional news sources and more detailed information. When using the Internet,
exploiting new information sources is a trivial task. Besides professionally administered information sources, like for example
large newsportals such as cnn.com, there is a growing amount of user generated content available. Services like Twitter, Facebook
or Reddit allow free discussion of any subject, giving everyone the possibility to participate. In this paper, we demonstrate an
approach that combines professionally generated news content with user-generated data. This approach effectively enriches the
information landscape and broadens the context of a given subject. For the presented system, we focus on Reddit, one of the
biggest web portals for user-generated contents. Taking the general nature of user generated content into account, we exploit meta-
data and apply Natural Language Processing (NLP) methods to allow users to filter additional information, which is also supported visually.

Keywords: Challenges in visualizing language data, Visualizations for language resources, Visualization infrastructures / visu-
alization components

1. Introduction
Large parts of today’s information gathering processes imply
reading professionally written news articles. Depending on
the medium and the kind of publication, the articles need to
be limited in length and cannot naturally cover the whole
context of the article’s subject. Nevertheless, they often
carry enough information to make readers curious about
additional information; for example to be able to assess
the background or specific aspects of the subject. Today,
these additional information needs can easily be satisfied by
visiting different other newsportals or news aggregators like
Google News1 or The Huffington Post2.
Besides those additional information sources, there is an
increasing number of websites available, which allow users
to post comments on almost all subjects one can think of.
Popular examples are Twitter with more than 200 million
active users and over 400 million tweets per day (Wickre,
2013), or Facebook with 728 million daily users (Facebook,
2013). More like a general place for discussions and lesser
a social network, Reddit3 has more than 112 million regis-
tered users in January 2014 (Redddit, 2014). These huge
numbers of participants lead to large data sets, covering a
wide range of topics with different views and opinions. For
those data sources, in terms of context and broader informa-
tion for a specific subject, there is a high chance to find and
gather additional information, deviating opinions, and even
controversial discussions.
We propose to enrich professional news and articles with
contents from such proposed websites. Existing approaches

1http://news.google.com/
2http://huffingtonpost.com/
3http://www.reddit.com/

that establish a connection between those different content
types (Hu et al., 2012; Gamon et al., 2008; Park et al.,
2013; Meij et al., 2012), link news sites with blog posts,
tweets, Wikipedia articles, and vice versa. We think, that
Twitter is not fully suitable to provide context for given news,
mainly because of the short length of posts of maximal 140
characters. Also, the users are using special terms and words
to keep their posts short. Posts are in addition changing over
time. This adds more complexity to machine-based feature
extraction, and requires users, that are not familiar with this
type of language, to learn it in order to fully understand a
tweet.

To overcome named issues, we decide to use Reddit as one
source for social media data. Besides the language issues,
this choice also provides us a much richer data source in
terms of text length, metadata, and the discourse structure.
Apart from having a rating system for each user post, the dis-
courses are already sorted in different so called Subreddits.
Subreddits are usually dedicated to a specific topic, such as
U.S. news, world news, sports, television food or general
politics.

We present a user-driven method to retrieve broader context
of actual news items. To do so, users can select and combine
terms or phrases from news items to form the context of
interest. This terms are then used as non-restricted query to
retrieve matching Reddit posts whilst the user creates and
modifies the context. Our contributions are: (1): A web
based framework for linking user-generated social media
contents with news, (2): A real-time social media analysis
and visualization system, (3): The utilization of contents
from Reddit as social media data.
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2. Related Work
In the field of social media analysis already exists a huge
amount of related research. Because of the vast amount
and different types of data, the wide topic range, and a pos-
sibly large number of different users who generate data,
social media data analysis is also a field with many research
disciplines. It ranges from text analysis, development and
application of graph algorithms up to text or metadata based
visualization. Following, we focus on two fields, which are
the most relevant to us. Namely, the classification of social
media text, and the visualization of social media data. Be-
sides this social media data oriented literature, we introduce
relevant work in the field of linking different sources and
data types.
Classification of Social Media Contents. An early work
of Pang et al. (Pang et al., 2002) deals with the challenges
of analyzing online contents. The authors classify sentiment
for online contents using different machine learning tech-
niques. These techniques are evaluated against the simpler
method of topic-wise categorization. In (Kim and Hovy,
2004; Pak and Paroubek, 2010) the authors present tech-
niques to automatically create a sentiment classifier based
on human labeled test data and posts from the microblog
plattform Twitter. A different goal is pursued by Yang et
al. (Yang et al., 2007). In this approach, the authors per-
form emotion classification with the help of support vector
machines and conditional random fields on blog data. The
authors found out, that the last sentence describes a posts
emotion best.
All these techniques concentrate on the classification of doc-
uments from online or social media sites using state-of-the-
art machine learning techniques. A simpler approach is the
usage of affective word lists as presented by Nielsen (2011).
The author also elaborates on the differences between results
which use his word list and an elaborated machine learning
techniques from Thelwall et al. (2010). Surprisingly, the
word list performs almost on par with machine learning tech-
niques. An extensive report on state-of-the art technologies
can be found in (Pang and Lee, 2008).
Since we want to build an interactive system that incorpo-
rates the classification of social media data, we decided to
use the text classification presented by Nielsen (2011).
Visualization and Social Media Data. Hao et al. present
a combination of sentiment analysis and social media con-
tents in a streaming environment (Hao et al., 2011). The
authors apply topic-based sentiment analysis to streaming
data, which is used to generate two kinds of Twitter mi-
croblog visualization: a so called Sentiment Calendar and a
Sentiment Geo Map. These two visualizations display data
with temporal or geographical context.
A compact visualization of opinion analysis outcomes
of user-contributed text data is presented by Oelke et al.
(Oelke et al., 2009). To do so, the authors create a pipeline
to extract application specific features, which are visualized
compact to be able to provide reports out of the generated
data. The combination of different techniques for sentiment
analysis and the visualization of their outcome is the subject
of Gamon et al. (Gamon et al., 2005). Starting with an
application-dependent taxonomy, the authors describe
the combination of classification, clustering, and a Tree

Map visualization as part of an interactive system. Similar
analysis goals are pursued in (Abbasi and Chen, 2007),
where a system, capable of analysis of user-generated text
data from different online sources, is shown. Having defined
different features on three levels, namely style, topic and
sentiment, the visualization is generated on text level and
plotted into the document background.

Besides visualizing text features extracted from social
media data, it is also possible to create visualizations for
non-textual features. Smith et al. (Smith et al., 2009)
present a system which visualizes the user base of a social
media network with graph layouts and algorithms from
graph research.

In excerpt from relevant literature, it becomes clear,
that the actual visualization is application-dependent. If
the task is to provide detailed insights into extracted
features, a detailed visualization like the Ink Blots (Abbasi
and Chen, 2007) is appropiate. Since we are aiming at
overview or report style visualization, our approach is
more like the work presented by Oelke et al. (Oelke et
al., 2009). A high level overview of visual analysis of
social media data can be found in (Schreck and Keim, 2013).

Linking News and Social Media. An investigation
whether there exists a link between social media, in this
case Twitter, and real world news is presented by Hu et
al. (2012). The authors come to the conclusion that this
is the case, and there can be even different types of users
with respect to news spreading for the observed case. A tai-
lored technique for merging political news with blog posts
is proposed by Gamon et al. (2008). This technique can
be described as supervised, as some domain knowledge is
incorporated before linking takes place. Park et al. show
a case study for political elections, where a link between
real world news and Twitter messages is used in order to
explore social media data regarding elections (Park et al.,
2013). To link tweets and Wikipedia articles is the goal of
the work of Meij et al. (2012). The authors extract concepts
and different text and metadata features, and use a machine
learning approach to establish a link between those different
data sources. In (Tsagkias et al., 2011), the authors intro-
duce a methodology to link news contents with social media
contents in general, which also serves as the foundation for
our work.

3. System and Process Pipeline
Today’s news websites provide a huge amount of news arti-
cles and data, but they do not focus on the user’s information
needs. This can result in long lasting news browsing ses-
sions to get additional insights or new information in general,
which may also lead to sites outside the starting news source.
In contrast, we present a user-centered system providing a
link between social media data and a user-defined context
generated from news articles. In this chapter, we motivate
the approach and describe our process which is modeled
along a pipeline.
Data Science and Visualization have already been brought
to the web and are therefore widely spread. The creators

22



Visualization and text 
glyph for compact 

text display

Manual selection 
of information 
while reading

User 
Context

Query social 
media sources 

for context

Extract sentiment, 
opinions, … from 

query results

1

2

3 4 5

Figure 1: Five step pipeline. (1) The user reads different sets of news articles, possibly from different sources. To (2) create
a context, the user either uses the integrated search functionality or manually selects words or phrases with the mouse. (3)
Based on the selection, social media data providers are linked to right into the system. (4) Once these resources have been
queried, we apply text analysis to extract scores from the retrieved data. (5) The retrieved data is visualized with a compact
glyph, and some additional information is shown. After (5), the user can decide to go back to news reading, or to create links
to other social media data providers.

and innovators in that field enjoy great reputation for their
work, but today’s web-based data visualizations are either
static or contain interaction techniques that do not suit the
user-driven, visualization supported analysis which is called
Visual Analytics. This is a challenge for our framework,
both, for the visualization and the text processing side. The
web-, and as a consequence also the browser-based imple-
mentation of the framework has been chosen, because it
opens possibilities of portability and accessibility not pos-
sible with locally running, native programs. There is also
the advantage of being able to deploy the analysis infrastruc-
ture at a central location outside of the actual web interface,
which makes it easy to get the system running on a smart
phone or tablet device.

3.1. Process Pipeline

The framework follows the process pipeline shown in Fig-
ure 1, which defines the user interaction and the linking of
a user-generated context with social media data sources. In
the beginning, the user selects relevant news sources which
are merged and displayed together (1). In order to create
a context describing further information needs of the user,
parts of the displayed news can be selected with the mouse
(2). Besides that, a free text input is also available. In the
next part of the pipeline, the link between the user-generated
context and social media data providers is established (3).
To do so, a provider specific query is generated and exe-
cuted. After the query results have been retrieved, the data
is analyzed and different scores are computed for each of
the returned pieces of data (4). In order to provide a re-
sponsive interface, these analysis steps have to meet strict
processing time and resource requirements. The extracted
scores are visualized as glyph besides a compact display of
the retrieved data (5). At this stage of the pipeline, there
are two possibilities to continue. The first is to examine the

retrieved data, which refers back to (1). To enhance this
task, various filters, orderings and an adjustable scoring are
available. Another possibility is to introduce a link between
different social media data providers to broaden the retrieved
results. Currently, this possibility is part of our pipeline, but
not implemented in the framework.

3.2. Integration of Multiple Data Sources
There are two stages in the pipeline (Figure 1), which rely on
the combination of multiple data sources. The first one hap-
pens in (1), where the content of user-defined news sources
is merged in one display (Figure 2, (2)). The second part,
where multiple data sources are integrated, is indicated by
the feedback from (5) to (3), the shaded arrow in Figure 1.
This is, where the linking from one external data source, i.e.
not a news source, to another external social media source
should take place. The combination of data sources requires
the ability to extract and retrieve the same information and
metadata, like title, text, date, tags and more. This is one of
the biggest challenges, since those information extractors
are specific to the each of the data providers. Most of them
use similar techniques for retrieving the data (JSON-RPC,
SOAP, or REST), but the returned data format can differ
heavily.

3.3. User-Driven Knowledge Discovery
Users play a crucial role in all kinds of Visual Analytics
applications. Therefore, it is worth to explicitly mention the
steps of the pipeline in Figure 1 involving the user again.
The user has to define the news feeds which should be pre-
sented (1). Additionally, a context to use for linking social
media data sources has to be defined manually (2). The
visualization had to be interpreted (5), and there is the op-
tional filtering and ordering, which is completely user-driven
(5) → (1), (5) → (3). By involving the user at those cru-
cial steps of the pipeline, it is ensured that the results are

23



Figure 2: Our system consists of three main parts, placed next to each other from left to right. (1) System interactions: (1.1)
Search for relevant terms within all displayed news articles, (1.2) manage tags used to create the context the user is interested
in, and (1.3) allows further customization of the display in (3), for example the ordering or apply in-place filters. (2) The
news data is presented in descending order over time. It changes automatically when the news sources are changed by the
user. (3) Following the user’s context, data from social media providers are presented. These can also be sorted by the user
either (3.1) by time or (1.3) with the help of various ranking and filters.

tailored to the user’s interests, and not by parameters from
algorithms which are hard to understand.

3.4. System Design
Figure 2 gives an overview of the system implementing the
pipeline. It is built out of three main elements: a sidebar
offering various interaction and configuration possibilities
(1), the news article display (2), and the augmented social
media display (3). When the application is started, the
user can adjust the active sources in (1.3), which are then
merged in the combined news display (2). This list can be
browsed through and used to build the context by selecting
words or phrases with the mouse, which is displayed in (1.2).
Additionally, there is a full text search feature available,
which interactively filters the displayed news items (1.1).
Every time the context is changed, the link to the social
media data sources, currently only Reddit, is established and
the results are retrieved asynchronously and displayed in (3),
augmented with the glyph. The display can be adjusted by
the user in terms of the order, and some in place filtering
can be applied (1.3).

3.5. Text Analysis and Scores
To be able to judge whether a returned post is worth read-
ing or of general interest, a text analysis is performed. The
analysis has to meet strict resource and runtime limits. Other-
wise, the system would slow down the process of knowledge
discovery, which results in not fulfilling the intended task
or a displeasing slow down in the interaction. Currently,
these limits are met because the text analysis methods are
not implemented by using any resource or computation in-
tensive technologies. To compute text readability, the well
established and efficiently computable Flesch Reading Ease
measure is used (Kincaid et al., 1975). A measure for the

complexity of the used vocabulary is introduced, to take into
account not only the quantitative, but also the qualitative
aspect of the text To do so, the share of words not contained
in the 10,000 most frequently used English words, extracted
from the Project Gutenberg corpus4, is computed. To pro-
vide a sentiment score, the positive/negative wordlists from
Hu et al. are used (Hu and Liu, 2004). The sentiment score is
computed by subtracting the number of negative sentiment
words from the number of positive sentiment words. To
express the comprehensiveness of the discourse, which we
assume is positively correlated with the number of partici-
pants in the discussion, the average number of posts per user
is computed. Each of the described features is computed
on sentence (readability, sentiment) or post level (non-basic
vocabulary, number of posts per user) respectively. Those
features have been chosen, because they give an insight in
the quality of the text and discourse, which in our point of
view are relevant when users decide if a text is worth reading
or not.

3.6. Visualization of Analysis Results
The visualization for the text analysis output is shown in
Figure 3. Each text feature is represented in a separate sec-
tor, which are equally sized when they are at their maximal
extent. The feature value is double encoded in the size of
each segment and the color value. For each of the segments,
the feature value and color is modified separately to opti-
mize its display. For example, the sentiment is mapped to
colors ranging from red (negative) to white (neutral) to green
(positive). A segment displaying a neutral sentiment score
is covering roughly one fifth of the available, maximal seg-
ment area. If the score is negative or positive, the segment is

4http://www.gutenberg.org/
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Figure 3: The glyph used to display the text analysis results,
which are computed for each data item separately.

enlarged according to reach its maximal size when the text
is classified as maximal negative or positive. Since different
colors are assigned positive and negative sentiment, the ac-
tual sentiment is easy to determine. The readability score
is mapped to a color scale from white (easy to read), blue
(medium readability), black (hard to read). We chose non
signal colors to not induce any ranking like a text is really
hard to read, when the segment is colored red, since the
actual readability is subjective. For the level of used words
and the participation score, we use a color map ranging from
green to red, because in those cases we want to support the
user in his selection of text to read.

4. Application Example
This application example illustrates the process of broaden-
ing a given context and generating new possible exploration
directions of a given subject.
At first, the user begins to browse a news stream retrieved
from ESPN, a popular sports news site. In a news item,
the term Olympic sticks out and stirs up the user’s curiosity.
To add this term to the current user context, the term can
be selected with the mouse (Figure 4 (1)). Immediately
after changing the current user context, the social media
sources, in this case Reddit, is linked and posts regarding
the context; in our case, the term Olympic is retrieved. Since
only recent posts are of note, the time filter is applied to the
results by only selecting results that begin with the middle
of October 2013 (Figure 4 (4)). Right below, the generated
overview from the social media data, enriched with the
glyph, is presented. Additionally, the order of the displayed
social media data is adjusted by the user-defined scoring,
where the high user interaction is rated highest, followed
by the sentiment, readability and vocabulary score (Figure
4, (3)). In the first post, the name Sochi sticks out, which
attracts the users further interest.
To continue with the new context addition Sochi, the user
applies the integrated full text search, Figure 5 (1), to filter
the news items accordingly. Also, the term is added to the
user context, Figure 5 (2). This causes an immediate update
of the displayed social media posts, as presented in Figure 5
on the right hand side.

In the news, which are now filtered by the term Sochi, a
shift of providers can be seen. The news displayed in Figure
4, originated from ESPN, as the user has decided to read
sports news. In Figure 5, the displayed news item originate

from CNN only. As it can be seen on the example Figure 5
(3), there new perspectives arise from the new user context,
shifting from sports to politics.

5. Discussion
Currently, the system is designed to support one task: the
extension or generation of social media context given a set
of terms, manually selected by the user from news items.
Not taking the whole news item, but only a set of user se-
lected terms for context generation is the guarantee, that
the system only retrieves contents which the user is inter-
ested in. Having that terms and the link to a social media
data provider, one can think of additional tasks besides the
context extension.
A number of other tasks can be supported by the system
and the underlying technologies. When trying to describe
them, four categories have to be considered separately: At
first, users must be able to formulate the context they are
interested in. Currently, there is the possibility to select
terms that describe the context by clicking and dragging on
the news item text. To allow terms which are not contained
in the news item, but relevant for the context according to the
user, a manual term input is available. This works reasonably
well for describing the desired context with text, but for
other data sources that do not provide text data other input
methods must be available. The second category describes
the technology used for linking a social media data source,
since it must be possible to establish, query and retrieve the
data type provided by the source. In our case, we use the
search api from Reddit, which returns different types of data
for one query in the same JSON based data format. The third
category covers available interactions. It is obvious, that
for exploration tasks, the system should be able to establish
not only a link between user-defined context terms, but
also between different social media sources, as it has been
already formulated in the pipeline on Figure 1. This should
be covered by the available interaction techniques and also
the type of user interface. In the current state, we display the
results from the social media provider as a list with a glyph
describing each result visually. This list can not be used for
further exploration of the context, because it doesn’t allow
direct selection of terms from the results. For an exploration
task, this should be possible. The fourth category covers the
user interface. To stick with the exploration task example,
having the possibility of establish a link between different
social media data sources, it should be possible to use that
link in both directions, if a dead end of the exploration
has been reached. A simple solution for linking in both
directions is to extend the user interface by providing both
ends of the link. In the current system, this would mean that
two lists with postings are shown next to each other, and
both provide the same interaction techniques.

6. Conclusion and Future Work
In this paper, we present a framework to link news and
social media content. Our application example shows this
combination for newsfeeds from ESPN and CNN, combined
with the social media platform Reddit. We allow users to
define the context they want to explore by themselves, thus
not imposing any direction or things they are not interested
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Figure 4: First step in the process towards enhanced news reading. When starting to use our application, the user is presented
a temporal ordered news stream that consists of multiple news sources. ESPN sports-news-stream publishes articles about
the Olympic games that take place in 2014. The user is interested in additional information and therefore (1) manually
highlights the term Olympic within the article. The selected term is automatically transfered and added to the (2) list of
interesting tags. Meanwhile, social media content matching the given keyword is retrieved. To rank the social media results
according to the user’s preferences, the user changes the (3) scoring order and applies the (4) time filter. The top ranked
result reveals the (5) venue of the Olympics: Sochi.

in, but can be rated high when automatic methods decide
which content to link.
We chose Reddit, because it provides much richer content
than other social media data sources like Twitter. Also,
accessing data is not restricted in any ways, at is can be on
platforms like Facebook. It also has the advantage to be
actively moderated, so the resulting content should be free
of any off-topic contents, troll postings, or similar internet
phenomena.
Compared to existing work, we bring the concept of linking
news and social media directly to users. In our framework,
we apply it to news reading in form of providing a broader
context and information, which is usually not included in
articles from news sites. Especially, when the integration of
further data sources, different types and the linking among
them has been added, the additional information provided
by our framework must not only be presented as text, as it
is the case now. For example it is then possible to represent
additional context information as image tiles, which are
associated with the corresponding social media contents.
This would reduce the cognitive load required for users to
actually generate new knowledge about the subject they are
interested in.

6.1. Future Work
In the future, we want to expand the capabilities of the sys-
tem to generate a broader social media context. To do so,
there is the possibility of using the user-provided context
as seed for a classical query expansion. Sources like Word-
Net or DBPedia can be used to expand the context before
actual queries are created and sent to the social media data
providers.
We are also interested in the possibility to add other data

types than text. Currently, we have a compact, row like
representation of social media text data, which is displayed
with a title on the right, see Figure 2, 3.2. There are other
social media data sources available, like Flickr, Panoramio,
or Instagram, where annotated image data is available. Also,
with the images, one could think of a dashboard like repre-
sentation of the social media data, represented by associated
images. In terms of the actuality of the retrieved data, it
is without doubt that Twitter would also be an optional,
valuable addition to the data sources.
The basic text processing, which has been chosen because
of the desired real-time capabilities of the linking, could
be extended by introducing a two staged analysis model.
The first stage represents our current processing, capable of
computing results almost instantly after the data had been
retrieved. More elaborated methods, like the combination
of machine learning techniques for identifying positive and
negative arguments, or to analyze the type and structure
of the discourse, act as second stage. This additional in-
formation can be used as another dimension in the glyph
visualization, the data filtering capabilities, or to determine
the order of the retrieved data in a fine grained way which is
currently not possible.
It is also an open question, whether we can apply the same
measurements and methods to different social media data
sources. The first problem which can arise, is the type of
language and the length of posts given two sources like
Twitter and Reddit. An automatic evaluation of different
methods and their result should make it clear, whether we
need to employ different analysis techniques for different
data sources.
The glyph that represents the classification score of each
social media entry, helps users to rapidly identify valuable
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Figure 5: In the second step towards enhanced news reading, the user (1) searches the news for the keyword Sochi (determined
in Figure 4). In accordance with the query, the news stream is filtered and presents articles that contain given keyword only.
Additionally, the shortcut shift+return adds the keyword to (2) the list of interesting tags and refines all social media results.
The filtered news stream reveals an (3) interesting article published by CNN, named: Russia rises to the occasion? An article
about security threats, gay-rights, etc. which gives dissimilar impressions. That finding serves as entry point for further
enhanced exploration.

entries, but it lacks of overview. It is obviously hard to visu-
ally group entries, especially with more than four categories.
Hence, future work includes enhancements of the proposed
glyph.
A formal task definition, the required components, analysis
techniques and interaction possibilities can be a step towards
making our technique more applicable in general. Currently,
the supported task is to retrieve context information for a
given news item. But given the underlying technology, it is
worth exploring different possibilities when the link between
a news item and social media data providers has been estab-
lished. One possible task that builds on the current basis, is
the generalization of the system for a broader investigation
of a given subject. For this task, extensions of the supported
data sources and the interactions, for example to effectively
support browsing through retrieved data, need to be added.
Nat at last, we want to conduct a controlled user study to
see whether the tasks supported by our system are useful for
real users.
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Abstract
The concept of distant reading has become an important subject of digital humanities research. It describes a mode of textual work
in which scholars are aided by automatic text analysis and visualization to directly find and access information relevant to their
research questions in a large volume of text. While such techniques have proven to be effective in saving time and effort compared
to extracting the information by linearly reading through the text, they introduce a new abstract level of analysis that masks the
original source text. In this work, we present a flexible focus+context approach that facilitates scholarly textual work while at the
same time supports efficient distant reading techniques. Users have full access to digital text sources for the perusal of a single text
passage or the comparison of multiple ones. For each selected passage, an interactive visual summarization of its respective context
allows users to effortlessly switch back and forth from close to distant reading. We demonstrate the capabilities of our approach with a
usage scenario from the comparative study of poetics. The applicability and usefulness based on expert feedback is discussed afterwards.

Keywords: digital humanities, visual text analysis, text comparison, distant reading

1. Introduction

Over the last decade the digital humanities have emerged
as a thriving new interdisciplinary research area that in-
tegrates scientific research methodologies and techniques
with those from the humanities. Growing interest in this
field from researchers in the humanities as well as the sci-
ences has sparked the development of exciting new meth-
ods and concepts to facilitate humanistic research. One
concept that has attracted a lot of attention is distant read-
ing (Moretti, 2013), a mode of textual work that enables
scholars to discern, interpret, and discuss information from
texts without reading them. Distant reading techniques ex-
tract information from literary works using text process-
ing, and present a summarization typically in a visual rather
than a textual form.
We are working with a digitized collection of historic doc-
uments, containing 20 selected works from an overall col-
lection of about 1000 German poetics from the years 1770
to 1960. This comprehensive collection has been initially
explored and compiled by Richter (2010). Poetics are sec-
ondary sources that contain the results of scholarly inquiry
about literature and art and as such they discuss, interpret,
and classify authors and their works. One line of inquiry
based on this corpus is to gain insight into different views
and perceptions of scholars at different time periods. Work-
ing on such questions requires close scrutiny of text pas-
sages that discuss e.g. the use of a specific term by a poet,
and the comparison of passages about similar aspects of this
poets work from other sources.
The approach we present here was designed to offer assis-
tance for this particular way of comparative textual analysis
and provides many functionalities to expedite such work. It
supports close perusal of single digital text passages and

comparison of multiple ones from the same or from dif-
ferent sources through a visual interface. This interface
presents multiple texts side by side using a focus+context
technique that lets users select interesting parts of the texts
to compare them in detail, while still providing an overview
of the whole documents. To support users in comparing
documents, or finding suitable passages for comparison, we
offer a search function that highlights key terms and employ
a straightforward method to identify common text passages
across the documents. The respective passages are marked
in the focus area and in the context visualization.
In this paper, we describe our approach in detail and present
an initial implementation. Based on this implementation,
we provide further insights by discussing a usage scenario
that demonstrates the usefulness of our approach. More-
over, we report on an interview with an expert about the
approach and its implementation that will serve as a basis
for a discussion of its drawbacks and advantages.

2. Related Work
In recent years, visualization techniques were introduced
to support literary scholars and experts from other do-
mains, who are working with text material. A broad va-
riety of visual methods such as word clouds, topological
landscapes (Wise et al., 1995), pixel-based overview (Keim
and Oelke, 2007), or clustering and classification tech-
niques (Heimerl et al., 2012) were developed to support
text workers in exploring and analyzing text corpora on ab-
stract levels. Even if there is a recent trend in the digital hu-
manities to develop visual methods facilitating distant read-
ing (Moretti, 2005) by providing visual abstraction, it is ob-
vious that humanities scholars still need to work with text
resources directly. Many visual approaches address this
problem by offering different perspectives for overview and
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Figure 1: The image shows a screenshot of our implementation. Four selected text sources are displayed next to each other.
Three of them are focused on a text passage, the left one is in overview mode. Each of the sources has a scale indicating the
page number of the original documents to the left, a ribbon showing the position of the selected n-gram as green bars, and
a ribbon showing the position of the search results as orange bars. The documents with an open text passage are equipped
with a third ribbon indicating text density by color.

text details. Most often this is realized with a separate text
view or window that helps to inspect or verify a “distant”
finding in its source context, for example in (Don et al.,
2007). Our approach focuses on highlighting text passages
similar to Eick et al. (1992) that were identified in previous
steps through search or automatic extraction mechanisms.
At the same time, specific findings can be inspected in a
focus+context manner within a text perspective that is di-
rectly integrated into the overview perspective. The idea of
providing both, the distribution of findings and the possibil-
ity to inspect a specific text passage in detail has been pur-
sued in other works as well, e.g. by indicating an overview
of findings next to a text view’s scroll bar (Correll et al.,
2011). Additionally, focus+context interaction techniques
were developed in order to improve reading or browsing
text documents (Robertson and Mackinlay, 1993). The pre-
sented technique differs in that it shows the context of a
document as a ribbon under the focused section and by pre-
senting documents side by side to help users in comparing
the overview and the details.

3. Approach
Our approach is designed to support scholars with their tex-
tual work by offering methods to access and compare dig-
itized textual resources on different levels of abstraction.
Figure 1 depicts the main work space of our implementa-
tion into which we have loaded four example documents
from our poetics corpus. Additionally, a menu bar is avail-

able that provides a drop down list with all identified n-
grams, a search box to enter terms including a menu to se-
lect the search mode, and a menu to choose a distortion
mechanism for the focus+context visualization.
When the application is started, the text sources are fed into
the linguistic processing pipeline that applies a tokenizer
and a sentence splitter. We use the implementations of the
Apache OpenNLP library (Apache Foundation, 2014) for
this. After tokenization and sentence splitting, the pipeline
identifies all token n-grams up to a length of four tokens
that occur in more than one of the source texts. Sequences
that merely contain stopwords and punctuation marks and
no further useful information are filtered out, while the rest
is retained as candidates for closer inspection by the user.
We found n-gram identification to be a good starting point
to find interesting text passages to propose to users as a
starting point for closer analysis.
After this preprocessing, users can select one of the identi-
fied n-grams at any given time and explore its distribution
across the documents with an interactive visualization. Ad-
ditionally, each occurrence can be inspected in detail with
a focus+context method. As depicted in Figure 1, the work
space is organized into up to four columns, one for each of
the text resources. Initially, each text source is displayed
as a ribbon representing the entire document. Each occur-
rence of the selected n-gram is depicted as a green bar along
this ribbon (Figure 1a) creating a visual abstraction for dis-
tant reading. Users can select text passages for analysis by
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Figure 2: Passages from the three documents that contain “Goethe und Schiller”. The two documents on the right contain
additional references to the “Xenien” which is highlighted as a search result.

clicking on them, which opens up a text box for the doc-
ument at the corresponding position (Figure 1b). The se-
lected passages are placed next to each other for easy com-
parison. As depicted in Figure 1b, the text boxes are posi-
tioned on the ribbon which summarizes the context before
and after the selected passage. Users interact with it to in-
spect occurrences of the selected n-gram within the same
document. Once one or multiple passages of text have been
selected for closer analysis, users can read and compare the
text within the boxes. The n-gram occurrences are marked
in the text with a green background (Figure 1b). Users can
influence the presentation of context by switching between
a linear and a quadratic mapping. The latter emphasizes
context closer to the currently selected passage to give users
a higher resolution of detail around selected areas compared
to areas further away. To illustrate the distortion at each
position of the ribbons, we introduced the gradient ribbon
(Figure 1d) that maps text density to luminance. Thumb-
nails of the scans of the source documents are displayed
below each column, depicting the original page that con-
tains the current passage. Those can be enlarged in a sepa-
rate window for further analysis, giving users instant access
to all nontextual information within the source documents.

As depicted in Figure 1 the user can scroll through the text
document using the scrollbar besides the text box. This ap-
proach can be likened to moving an elastic text ribbon un-
der a lens. N-grams that are scrolled out of the text box
are displayed within the ribbon above or below the box, de-
pending on the scrolling direction. The ribbon will stretch
across all of the available vertical screen space on either
side of the text box when the volume of text on the respec-
tive side is 50% or more of the total volume of text in the
document. If more than 50% of the document accumulate
at one side of the text box, the length of the ribbon on this
side will remain constant, and its contents compressed ac-
cordingly. With less text, the respective side of the ribbon
will be reduced in length proportional to the amount of text
included. This helps to give users an impression of the rel-
ative position of the text box in the document.

For further analysis, users can execute searches for arbitrary
terms, and choose between a conjunctive and a disjunctive
search mode. The search engine identifies all sentences that
match the search within all of the loaded text sources. Their
position within the texts are depicted within the context vi-
sualization as bars in an additional ribbon (Figure 1e), al-
lowing users to assess the density of matching sentences
and their proximity to the selected n-gram across the texts.
In conjunctive mode, only sentences that contain all of the

terms are marked, while in disjunctive mode occurrences
of each single term are marked with a distinctive color. As
for n-grams, users can select search results to place the text
box at the respective position. To handle overlapping bars,
we use semi-transparency and alpha-blending to visually
encode dense areas with higher opacity (Figure 1e).

4. Expert Feedback
To gain first insights into the usefulness and applicability of
our approach, we asked a German literature PhD candidate
to conduct an analysis session with the system. We aimed
to get feedback about the advantages and drawbacks of the
approach and of specific quirks of the implementation.

4.1. Process and Scenario
The expert selected four texts that we initially loaded into
the system. We then explained its UI and asked the expert
to use the system for a comparative text analysis session.
During the session, we recorded notes of the expert’s freely
verbalized thoughts and comments including his analysis
steps and usage patterns of the system according to the
think-aloud methodology.
The expert starts the analysis session by skimming over
the proposed n-grams to find a combination of terms that
he thinks is interesting for further inquiry. The n-gram
“Goethe und Schiller”, the names of two major German
poets, is the first one to attract his attention. He selects
it to overview their occurrences in the four selected doc-
uments in a distant reading manner, and learns that it oc-
curs multiple times in three of them. The fourth document,
although published later, was written before Goethe and
Schiller’s time. The expert recalls that Goethe and Schiller
have jointly published a collections of poems called “Xe-
nien”, and hypothesizes that this collection is discussed in
conjunction with the occurrence of both poet’s names. To
test this hypothesis, he uses the search function to search
for “Xenien”, resulting in the display of the term’s occur-
rences in the respective ribbon. By exploring the occur-
rences, he finds that one of the documents distinguishes be-
tween “dramatic” and “epic poetry” and mentions Goethe
and Schiller’s essay on this distinction, but it does not men-
tion the “Xenien”. The second document doesn’t make this
distinction and only mentions the “Xenien” in conjunction
with Goethe and Schiller. The third one, however, does
make the distinction and mentions the “Xenien”, but not
Goethe and Schiller’s essay. Figure 2 depicts passages from
those three documents in the respective order from left to
right. The fact that the third one doesn’t mention the essay
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but only the “Xenien” arouses the expert’s interest, and he
states that this finding is a starting point for further inquiry.

4.2. Feedback and Discussion
The feedback of the expert was mainly positive. He found
the system easy to understand and intuitive to use. The
main benefit he saw was the visual presentation of the con-
text of the text passages, and the ease of navigation within
the different texts. Both features speed up comparative text
analysis tasks.
There were also shortcomings of the approach and the vi-
sual representations that the expert addressed in his feed-
back. His main point of criticism was that all documents
are mapped to the same length within the work space, al-
though their text lengths differ significantly. We visualize
the documents this way to use the available screen space ef-
ficiently and thus give as much detail as possible about the
occurrences of n-grams and search results. To alleviate this
problem, we added page marks to the document ribbons as
depicted in Figure 1. The expert additionally mentioned
that the presentation of the n-grams as an alphabetically
sorted list could be improved on. We agree that the present
version lacks an overview visualization of the comparison
candidates which are currently n-grams, but consider this
problem out of the scope of this work.
The expert noted that the automatic n-gram matching across
documents is helpful for identifying relations between doc-
uments with respect to the discussion of similar concepts.
Especially during exploratory analysis it brought up new
concepts mentioned in several sources that offered new
possibilities of relating the texts to each other. However,
he also stated the obvious drawbacks of this simple and
quite coarse method to identify potentially interesting text
passages. The search function was also mentioned, and
praised, as it allows a flexible overview of occurrences of
arbitrary terms in the documents. It can serve as a tool to
compare contextual patterns of n-grams across documents.
The mostly positive feedback indicates that our approach is
indeed effective and useful for comparative scholarly tex-
tual work. Additionally, the expert expressed his interest
in the approach, and mentioned that he would like to use
it to work on his research questions. This illustrates that
methods that integrate distant and close reading within one
interactive environment are useful for humanities research,
and that digital humanities researchers should refine and
advance such methods.

5. Conclusion and Future Work
In this work we presented a novel focus+context technique
for comparative textual work that supports seamless switch-
ing between distant and close reading of scholarly sources.
It provides access to digitized literary text sources by pro-
viding a view on the raw text that is embedded in an inter-
active visualization of its context within the text documents
it is part of. Our approach includes natural language pro-
cessing to identify potentially interesting text passages for
perusal and comparison, and a flexible search mechanism
offering powerful analytic capabilities. We presented an
implementation of the approach, and provided a usage sce-
nario and a discussion of the feedback of a literary analysis

expert on our implementation. From the expert feedback
we are able to discern that our approach is indeed effective
and useful for comparative literary analysis.
The implementation we presented is currently work in
progress, and we plan to develop it further, improve its us-
ability, and address implementation issues mentioned by
the expert. This includes a more sophisticated method to
find pairs of text snippets as comparison candidates. We
further aim to conduct a comprehensive analysis of our
approach and other text analysis approaches for scholarly
works to shed light on its advantages and drawbacks com-
pared to other systems.
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University of Konstanz
78457 Konstanz, Germany

firstname.lastname@uni-konstanz.de

Abstract
We present an innovative visualization technique for the analysis of historical data. We illustrate our method with respect to a diachronic
case study involving V1 word order in Icelandic. A number of interacting factors have been proposed by linguists as being determinative
of matrix declarative V1. The significance of these factors in contributing to declarative V1 can be explored interactively via our
multifactorial visualization within a given text, but also comparatively over time. We apply the visualization to a corpus study based on
the IcePaHC historical corpus of Icelandic and show that new results emerge very clearly out of the visualization component and that
the appearance of declarative V1 is not confined to the situations identified so far by linguists. We demonstrate that the multifactorial
visualization opens up new avenues for the exploration of alternative explanations. The visualization can be applied to any linguistic
problem studying an interaction between several factors across time.

Keywords: V1 declaratives, Icelandic, IcePaHC, language change, corpus, visualization

1. Introduction

We present an innovative method for the visualization of
multifactorial linguistic data over time. We present our vi-
sualization with respect to a concrete corpus study of V1
matrix declaratives found in the recently released annotated
Icelandic parsed historical corpus (IcePaHC) (Wallenberg
et al., 2011; Rögnvaldsson et al., 2012). The visualization
allows for an “at-a-glance” appraisal of the occurrence of
V1 declaratives and we are able to adduce evidence that
advances the existing linguistic understanding of V1 in Ice-
landic.

Each instance of a V1 declarative is coded as to what kind
of subject it occurs with and what kind of verbal element
is involved. We focus on these factors as they have been
proposed by previous literature as being determinants for
the occurrence of V1 in declaratives. Our multifactorial
visualization also shows whether the occurrence of a given
V1 with a certain type of subject and a certain type of verb
is higher or lower than expected.

The visualization brings out several unexpected results. For
one, contrary to what is suggested in the previous literature,
V1 is not overly associated with subject-less sentences, nor
does it occur primarily with certain kinds of lexical verbs.
Furthermore, although V1 is generally thought to be rela-
tively stable in the history of Icelandic, the visualization
shows a marked decrease as of 1900 and an intermediary dip
around 1550 CE. The latter can be attributed to genre, as V1
primarily occurs in narratives and the corpus around 1550
mainly comprises religious texts. The reasons for the former
effect (decrease of V1 from about 1900) remains subject for
further linguistic research.

In the discussion, we emphasize that the majority of our
results could not have been obtained via “standard” corpus
linguistic methods and that multifactorial visualizations such
as the one presented here are poised to play a key role in
furthering our understanding of diachronic data.

2. Theoretical Background
2.1. Word Order and Diachronic Change
Questions of word order change in languages have consti-
tuted a major point of inquiry within historical linguistics.
For example, like most Indo-European languages, the Ger-
manic languages are generally taken to have been SOV
languages in their earlier manisfestations (e.g., Eythórsson
(1995); Fleischer and Schallert (2011); Fischer et al. (2000)).
Today, English is an SVO language and German is what is
known as a V2 language. The SOV, SVO or V2 word order
generally refers to the word order in basic declarative matrix
clauses. As is also well known, word order can vary within
a language according to the type of clause expressed. For
example, imperatives in German and English are V1 (verb
initial), as are yes-no questions. However, German also
contains instances of V1 in matrix declaratives (Axel, 2009;
Hinterhölzl and Petrova, 2010). Some of the questions that
arise with respect to historical change and word order are: 1)
what determines changes in word order over time; 2) what
determines differences in word order at a synchronic level?
Many accounts to date invoke purely syntactic reasons for
word order. One major factor that has been implicated in
a change from SOV to SVO is the loss of case marking
(e.g., see Kiparsky (1997); Kiparsky (2001) for a theory of
diachronic change involving an interacting system of case,
agreement and word order), factors such as finiteness are
also known to play a role. More recently, a perspective
that focuses more on the role of pragmatics and information-
structure is being articulated in some detail (e.g., see Petrova
(2011); Hinterhölzl and Petrova (2010); Hinterhölzl and
Petrova (2011)).
In this paper, we look at data from Icelandic. Icelandic is
a Germanic language that is rich in case marking and is a
V2 language with fairly fixed word order. Moreover, V1
in matrix declaratives has existed throughout the recorded
history of Icelandic and continues to exist today. In this
paper, we examine data involving V1 matrix declaratives
with the aim of identifying factors that facilitate V1 word
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order.

2.2. V1 in Icelandic
Previous studies on V1 in Icelandic (e.g., Sigurksson (1990);
Franco (2008)) have argued that declarative V1 is mainly
confined to narrative inversion and is connected to the in-
troduction of known referents. These studies present a syn-
tactic account by which V1 in essence is actually a V2
(verb second) construction, just with a pro (empty) subject.
Sigurksson additionally presents a small corpus study com-
paring stages of Icelandic. He concludes that V1 is a fairly
stable phenomenon in Icelandic, with only two changes, one
being that Old Icelandic allowed for referential as well as
non-referential pro while Modern Icelandic only allows non-
referential pro. In addition, Modern Icelandic now allows
for an expletive in initial position, thus rendering some of
the old V1 structures effectively into V2 structures. He also
notes that V1 is found mostly in narrative texts, a finding
that is confirmed by our larger corpus study. However, we
find that V1 is not primarily confined to narrative inversion.
The purely syntactic account as promoted by Sigurksson
(1990) and Franco (2008) implies that only unaccusative
verbs (including passives, etc.) are possible in V1 declara-
tives. However, our findings show that V1 is not restricted
by lexical class. We also found only 448 instances of subject-
less V1 sentences as opposed to 4893 sentences with overt
subjects. This result casts serious doubt on the hypothesis
that V1 is actually underlyingly a V2 construction, just with
an empty subject.
Some typical examples of declarative matrix V1 as identified
by our corpus study are shown in (1)–(5).

(1) Vil
will

ég
I

heldur
rather

rita
write

þeim
the.DAT

hinum
those.DAT

fám
few.DAT

sinnum
times.DAT

er
REL

þarf
required

d
d

og
and

s
s

‘I shall rather write d and s on the few occasions
where it [z] is needed.’
(1150, First Grammatical Treatise)

(2) gengur
goes

sı́kan
then

á
to

brott.
away

‘Then (he) goes away.’
(1350, Finnboga saga ramma)

(3) Verkur
becomes

Ketill
Ketill.NOM

forvika
astonished

fyrir
for

atsókn
attack

þeirra
their

‘Ketill becomes surprised by their attack.’
(1650, Illuga saga Tagldarbana)

(4) Gnæfki
towered

gaflinn
gable.the.NOM

hátt
high

yfir
over

fjöruna. . .
beach.the.ACC

‘The gable towered hight over the beach. . . ’
(1907, Jón Trausti Leysing)

(5) Sýndi
showed

drottinn
Lord.NOM

mikla
great.ACC

miskunn
mercy.ACC

vin
friend.DAT

sı́num
his own.DAT

sankti
saint.DAT

Georgı́um. . .
George.DAT

‘The Lord showed his great mercy to his friend St.
George. . . ’
(1525, Georgı́us Saga)

(1) shows an example with a modal verb in V1 position
and a pronominal subject, (2) a V1 without an overt subject,
(3) illustrates a ‘become’ verb, (4) a V1 with a definite NP
subject. We could so far not identify any particular verb
classes that V1 is confined to. We did find V1 with the verb
types identified in previous literature, i.e., unaccusatives,
verbs of motion, verba dicendi, passives, presentationals,
existentials and inchoatives. Significantly, however, we also
found agentive transitives as in (5), which are not predicted
by the syntactic account.
A significant portion of the V1 structures involved modals
or the verbs ’do’, ’have’, ’be’ and ’become’. Previous analy-
ses (e.g., Franco (2008)) have suggested that modals are a
fringe phenomena with respect to V1. This could not be con-
firmed via our corpus study. Furthermore, all types of verbs,
auxiliaries and modals are used overwhelmingly with overt
subjects. These overt subjects could be definites, indefinites
or pronouns.
An alternative approach to V1 is the information struc-
tural view of declarative V1 put forward by Hinterhölzl
and Petrova (2010), Hinterhölzl and Petrova (2011) and
Petrova (2011) for German. Hinterhölzl & Petrova argue
that V2 in German is derivative of an original V1 structure
in Old High German. They develop a theory of information
structure by which V1 occurs in particular contexts. For one,
V1 is used systematically for presentational clauses and ex-
istential constructions. These clauses lack a topic-comment
structure and the entire clause is in the scope of the assertion
(focus). For another, V1 is used in declaratives with a range
of verbs that includes motion verbs, verbs of saying and
transformative/inchoative verbs. Hinterhölzl & Petrova ar-
gue that the basic function of V1 clauses is to introduce new
referents to the discourse and that the various types of V1
clauses can be subsumed under the characteristics of lacking
a topic-comment structure and the entire clause being in the
scope of assertion, i.e. the entire clause is in focus.
Our data indicate that an information structural approach to
V1 in Icelandic is more promising than a purely syntactic
one, though the precise factors identified by Hinterhölzl &
Petrova for German are not found in Icelandic. We con-
clude that more in-depth linguistic analysis is necessary
and present the possibilities offered by our multifactorial
visualization as a promising avenue for further research.

3. Initial Corpus Study
One of the properties of visual analytic techniques is the
ability to present large amounts of data compactly while at
the same time allowing for an interactive exploratory anal-
ysis of individual data items. The IcePaHC consists of 60
texts dating from the 12th to the 21st century. It comprises
about 1 million words. The texts come from different genres
and are not representative across the centuries. For exam-
ple, in some centuries texts from narrative Sagas are more
numerous than in others.
IcePaHC is annotated according to the syntactic annotation
scheme of the Penn Treebank (Marcus et al., 1993). The an-
notation scheme is also compatible with the Penn historical
corpora (Kroch and Taylor, 2000).
The corpus is in principle ideal for an investigation of V1
matrix declaratives as differences between matrix embedded

34



clauses are clearly coded, as are null and expletive vs. overt
subjects. Among overt subjects, one can further distinguish
between pronominal subjects vs. indefinite vs. definite NPs.
We conducted an initial query to the corpus via the Cor-
pusSearch tool.1 This search tool is specialized for dealing
with corpora in the Penn-Treebank format. The initial query
conducted with the CorpusSearch tool yielded roughly 4400
matrix V1 sentences with overt subjects (from a total of
73014 sentences) across nine centuries.
An advantage of the IcePaHC annotation is that yes-no ques-
tions and imperatives could be excluded automatically via
the initial query as these are annotated clearly. Questions and
imperatives can be distinguished readily from the matrix V1
declaratives that were the object of our study. However, an
examination of the results showed that the results obtained
by the CorpusSearch query were not entirely “clean”, but
contained some false hits of V1 questions and imperatives.
These false hits were identified and removed automatically
via a script, leaving 3964 matrix declarative V1 sentences.2

A further very valuable feature of IcePaHC is that verbs
are coded for verb types: BE ’be’, HV ’have’, DO ’do’,
RD ’become’, MD modals, VB main verbs. Since previous
literature had indicated that verb class played a role, we
included the type of the verb involved in V1 as one of the
factors to be investigated.
A disadvantage we discovered as part of launching the initial
query via CorpusSearch lies in the annotation of V1 declara-
tives that do not contain an overt subject (cf. (2)). IcePaHC
conveniently does provide an annotation for empty subjects
(NP-SBJ *pro*) so that one can easily identify subjectless
sentences.3 However, IcePaHC places these empty subjects
before the main verb, thus rendering surface V1 structures
as V2 structures in the annotated form. This design deci-
sion is consonant with the syntactic approach to V1 outlined
above (seeing V1 as being underlyingly V2, just without an
overt subject); however, it meant that subjectless V1 con-
structions are not recognized as such by a query targeting
V1 structures.
We thus launched a more sophisticated query and identified
a total of 5341 V1 declaratives out of an overall set of 73014
sentences. Table 1 shows the distribution of V1 according
to the type of verb involved. The division into time periods
has been done according to Haugen (1984).
The results of the corpus query show that declarative V1
occurs with all kinds of verbs and most frequently with
main verbs. Thus, rather than being a fringe phenomenon,
the occurrence with modals is a regular part of the language
(e.g., contra Franco (2008)).
Recall that referentiality of the subject and the presence
or absence of an overt subject have also been implicated
in the appearance of declarative V1 in previous literature.
It would therefore be instructive to know how each of the
verbal categories behave with respect to referentiality and

1http://corpussearch.sourceforge.net/CS.html
2The results also revealed some errors in the annotation in that

the corpus provides the infinitive (citation) form of verbs for each
finite verb encountered. However, some of these infinitive forms
were incorrect. We manually corrected these.

3In fact, it distinguishes between two different kinds of empty
subjects: expletives and pro-dropped subjects.

overt presence or absence of the subject NP. For each verb
type, we therefore calculated the number of times it occurs
with the following: a pronominal subject, a definite NP, an
indefinite NP, a pro-dropped (overtly absent) subject and a
null expletive subject.
We then checked whether the observed correlation between
each verb type and each subject type was statistically signifi-
cant via the χ2-test, which measures an observed distribution
against an expected distribution. The distribution of the five
subject types within each time period was taken as the ’ex-
pected’ factor, while the distribution for each possible verb
type in relation to the three subject constructions was taken
as the ’observed’ factor. That is, for each text, we calculated
the overall occurrence of type of subject with type of verb
and then checked whether the numbers found for just the V1
declaratives deviated from this expected pattern. We were
able to determine several highly significant correlations via
this test.
However, some of the highly significant results are based
on a very small data set. This is illustrated with respect
to the data for the time period from 1900 to the present,
shown in Table 2. Here, the patterns found with respect to
‘have’, ‘be’, ‘do’ and ‘become’ all come out as being highly
significant. However, a look at Table 1 shows that the data
being calculated with are very small: 10 instances for ‘have’,
2 for ‘do’, and 4 for ‘become’.
We did find interesting indications from the χ2-test for some
other correlations. However, the overall picture is not clear
and the χ2-test does not identify particular correlations be-
tween verb type and subject type — it only points to an
overall pattern that deviates from the overall pattern found
in the larger corpus. As a next step, we therefore turned to
the question of whether methods from visual analytics could
help with identifying determining factors for the appearance
of V1 throughout the history of Icelandic.

4. Visual Analytics
4.1. Motivation
Statistical analyses provide just a very rough picture of the
data and are suited to either confirm or reject previously ex-
pected or at least anticipated knowledge, i.e. they are limited
to the investigation of more or less evident hypotheses on
the data characteristics.
A visual analysis of a given data set on the other hand allows
one to push beyond what is possible with traditional corpus
analysis. Instead of merely (dis)confirming the expected, it
can lead to unexpected insights by granting an interactive
explorative access to the data. The structured statistical anal-
ysis process becomes open-ended, in that visualizations of
the data may enable researchers to spot unexpected patterns
or outliers that they had not been aware of before and that
might be of high relevance to them. In particular, visualiza-
tions may reveal feature patterns that disappear when using
conventional statistics, especially when the statistics require
parameters to be fixed, e.g., fixed time epochs that are the
basis for some calculations.
In order to support such a visual analytics process in a benefi-
cial manner, carefully designed visual mappings are required
(cf. Mayer et al. (2010), Rohrdantz et al. (2012)). Usu-
ally, the very first design idea will not be maintained, but
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Time have do be become main verb modal Total
upto 1350 67 23 336 50 1045 127 1648
upto 1550 47 10 185 42 944 81 1309
upto 1750 58 6 225 47 569 64 969
upto 1900 64 6 217 62 818 75 1242
upto present 10 2 23 4 121 13 173
Total 246 47 986 205 3497 360 5341

Table 1: Instances of V1 according to type of verbal element

Type of Subject in %
Time Verb Type Pronoun Indef. NP Def. NP pro expletive χ2

1900–present have 90 10 0 0 0 88.20***
1900–present be 43 22 9 9 17 61.65***
1900–present do 100 0 0 0 0 118.39***
1900–present modal 54 8 0 31 8 7.63
1900–present become 50 25 0 25 0 42.65***
1900–present main verb 41 6 5 44 4 4.52
expected all types 46 9 5 35 6

Table 2: Significant Correlations according to the χ2-test. Highly significant correlations are indicated with “***”.

it enables insights that feed back into the design process.
Our initial visualization showed each V1 sentence in the
data individually, but then we decided to aggregate the sen-
tence characteristics to the document level for visualization.
Similarly, further details were changed iteratively during
the design process. This included the integration of deriva-
tions of the original data: sometimes it is not the original
numbers contained in the data that provide the best insights,
but further calculations based on the initial raw numbers.
We rejected the idea of visually representing the absolute
number of appearances of certain phenomena in a text be-
cause the text lengths are quite heterogeneous and a proper
comparison would have been difficult. Instead, the visual
representation was designed to show whether such a number
of appearances was higher or lower than expected.

4.2. Design and Development Process
Even though the visualization does not depend on previous
assumptions, it requires some crucial initial design decisions
which subsequently frame the kinds of insights that will
be enabled. The challenge is to come up with solutions to
plot the concrete data for generic explorations of historical
data. Of course, the design can be improved iteratively, but
it is quite helpful to reason first about which parts of the
data might in principle be relevant and interesting to convey
visually. Visualization designers and subject matter experts
need to work tightly together and try to understand as much
about the background and perspective of their counterparts
as possible. In this project we pursued such a strategy. As a
result of this, we suggest a novel visualization in order to
provide both an overview on the described language corpus
as well as insights at different levels of detail.

From an information visualization perspective the data
consists of several texts, each of them including meta
data and a set of sentences. Additional meta data about

the texts, include, for example, genre, year and number
of sentences. For each individual sentence, linguistic
features can be derived as well. As a next step these
features can be mapped to so called visual variables. We
use a glyph for the visualization of a text within the
corpus. Glyph representations of documents are known
from the Information Retrieval field, e.g. the TileBars
technique, which provides a compact and informative iconic
representation of the documents’ contents with respect to
certain query terms (Hearst, 1995).

Our glyph contains several visual variables, namely
position, shape and color in order to encode sentence
features aggregated on the document level. Each glyph
holds some shapes that provide information about the
occurrence of (V1-)sentence features for the corresponding
text. We therefore transform all elements (texts/documents,
sentences and related features) into our internal data model
and offer aggregated features on different concept levels
(e.g., sentence features are aggregated to text features
based on the number of sentences). We chose the glyph
representation because the number of features/dimensions
are suitable for a glyph visualization and in addition we
are able to integrate shapes into those glyphs. That is
why we designed a novel glyph instead of using standard
histograms, line/bar/pie-charts or glyphs (e.g., star glyphs).
The glyphs are arranged in space for exploration. We
encode the text age and the genre to x- and y-position
as they are the most interesting variables. In general,
our intent is to use redundant encodings for relevant features.

Our visualization offers several interaction techniques in
order to drill down in to the data if desired. First, we added
zooming and panning interactions in order to navigate within
the visualization’s viewport. Our visualization also enables
analysts to get details on demand through tooltip operations.
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Our system is built using the Java Piccolo 2D4 framework
as it matches our requirements and has basic visualizations
(e.g., basic shapes) and interactions built in. Language pro-
cessing scripts that are the basis for feature extraction are
integrated into the visualization system.

4.3. Our Multifactorial Visualization
Figures 3 and 4 show the overall visualization we arrived
at. The texts contained in the IcePaHC are arranged from
oldest to newest with the oldest represented at the very top,
the newest at the very bottom. Each text is visualized as
one composed glyph. A horizontal line extends from the
middle of each glyph towards the right. This horizontal line
is bisected by a vertical line. The horizontal line indicates
the time span covered by the corpus. The vertical line shows
where in the time span the text represented by the glyph is
to be situated, see Figure 2 for an example.
Each glyph consists of three main parts. A horizontal bar
on the top represents the length of the text in comparison
to the longest text in the corpus. The bar of the longest text
covers the whole width of the glyph. At the positions of
the sentences containing V1, vertical light gray stripes are
drawn in this horizontal bar. The user can thus determine the
position of the V1 occurrence in the text and can determine
where in the narrative flow of the text the V1 declarative is
situated.
The main part of the glyph is a matrix containing colored
items. The matrix represents the interaction of verb types
with subject types. The columns encode verb types while the
rows encode the subject types. The different verb and subject
types can be identified by their position alone. However, for
better visibility, verb types have redundantly been encoded
by color and subject types have been encoded redundantly
by shape. If a certain matrix cell is empty, the corresponding
combination did not occur in the given text.

Figure 1: Different visual encodings depending on whether
an observed frequency was higher or lower than expected. If
the observed frequency is lower than expected, the outer part
is white and the inner part is dyed in the color of the verb.
If the observed frequency is higher than expected, the inner
part is light gray and the outer part is dyed in the color of the
verb. The ratio along one axis between both rectangle parts
corresponds to the ratio between the observed and expected
frequency.

The colored cell furthermore shows whether the combination
of subject and verb type depicted by the cell occurred more
or less frequently within the given text than expected. The
deviation from the expected value is quantified via the scale
shown in Figure 1.

4http://www.piccolo2d.org/

Figure 2: Glyph representation for a text consisting of three
main parts: (1) A horizontal bar representing the text length
and V1-occurrences, (2) A matrix containing colored shapes
that belong to the occurrence of a particular verb and (3) a
timeline on the right.

The visualization opens up new avenues of research for
linguists. For one, it allows for a single, comprehensive
view of the entire 60 texts of the corpus, as shown in Figures
3 and 4. Many details and possible influencing factors are
displayed. For another, the visualization is interactive. After
having identified potentially interesting patterns within the
overall picture, the user can zoom into particular glyphs
and examine the distribution of V1 declaratives within a
particular text. The horizontal bar shows how long a text is
and where in the text the particular V1 declarative is situated,
allowing for an immediate assessment of the significance of
the data. Furthermore, the visualization incorporates meta
data on genre type. These can be accessed via mouse-over
for each glyph. In Figures 3 and 4 all the Sagas have been
arranged to appear on the very left of the visualization. The
clump of texts in the middle (they appear around 1550) that
are further to the right represent mainly religious texts (in
the Figures, they appear at the bottom of Figure 3 and the
top of Figure 4).

5. Insights and Discussion
The visualization shown in Figures 3 and 4 represents a
powerful new tool for inquiries into diachronic change. Our
findings to date show that proposals put forward to explain
the occurrence of V1 declaratives in Icelandic so far do not
match up with the actual patterns observed via the IcePaHC
diachronic corpus, though we can confirm some of the find-
ings of the previous literature.
Recall that Sigurksson (1990) concluded that V1 is a rela-
tively stable phenomenon in Icelandic, with the caveat that
Modern Icelandic now allows for an expletive in initial posi-
tion, thus rendering some of the old V1 structures effectively
into V2 structures. Overall, this conclusion appears to be
valid, as is his note that V1 is found mostly in narrative texts.
As Figures 3 and 4 show, V1 is predominantly found in the
Sagas (entirely narrative in nature). Our data also show that
V1 shows a marked decrease as of 1900. This result is not
entirely in keeping with Sigurksson’s observation. The inno-
vation of an overt expletive by itself should not make such
a huge difference as expletives overall did not constitute a
large part of the V1 declarative occurrences (total of 239 of
5341 instances; 10 expletive V1 instances were found in the
modern Icelandic texts).
Overall we note that a syntactic account which seeks to
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understand declarative V1 primarily in terms of non-overt
subjects (i.e., as underlying V2s) is not supported by our
data. As shown in Figures 3 and 4, empty subjects (pro) and
non-overt expletives are not generally found more frequently
than expected. In absolute numbers, they make up a total of
448 of 5341 V1 declarative instances found in IcePaHC.
Figures 3 and 4 also show very clearly that all verb types
occurred with V1, especially modals and lexical (main)
verbs. V1 does not seem to have been restricted to only a
subclass of verbal types. In particular, our data show that
modals are not fringe phenomena with respect to V1, as
suggested by the existing literature, but constitute a central
part of the phenomenon.
Finally, the visualization of genre type in Figures 3 and 4
makes a set of data stand out. Although Icelandic is gener-
ally held to be stable with respect to V1 declaratives up until
modern times, the texts used to represent the Icelandic of
around 1550 show a comparative absence of V1. Since the
texts are all not Sagas, but tend to be drawn from religious lit-
erature, we suspect that IcePaHC is characterized by a genre
effect that was not originally intended by the developers of
IcePaHC. We would assume that the Icelandic of around
1550 as according to IcePaHC will exhibit differences to
the other parts of the corpus in other areas as well — this
is a factor that could seriously impede diachronic studies.
However, it is also a factor that is brought to the forefront
of one’s attention immediately by the visualization and can
thus be factored into any analysis that is developed.
An issue that we have not addressed is whether the Icelandic
data provide support for the alternative information struc-
tural approach to V1 articulated by Hinterhölzl & Petrova
(2010, 2011) and Petrova (2011) for German.
The characteristics of our data set match their results in that
the verb types involved in V1 are not confined to particu-
lar classes of verbs. However, V1 seems to appear with
discourse old referents (pronouns, definite NPs) to a large
degree, so if there is an information structural effect, it is
not immediately obvious that it is the same one that was
identified for German.

6. Conclusion
We present a powerful new visualization tool for the study of
diachronic change. We have developed this tool with respect
to a case study of V1 declaratives in Icelandic, however,
the tool should be applicable to any diachronic study that
seeks to understand a multifactorial interaction of the type
exemplified by Icelandic declarative V1.
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Figure 3: Top half of Visualization of V1 Occurrences in IcePaHC
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Figure 4: Bottom half of Visualization of V1 Occurrences in IcePaHC
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Abstract
Sentence Alignment Flows are visualizations for Text Variant Graphs that show the variations between different editions of texts.
Although the resultant graph layouts are a substantial improvement to standard tools that are used in the corresponding Digital
Humanities research field, the visualization is often cluttered due to large amounts of edge crossings and the occlusion of edges and
vertices. In this paper, we present methods for the layering of vertices, the bundling of edges and the removal of overlaps between edges
and vertices to reduce clutter, and therefore, to improve the readability for such graphs. Finally, we present the results of our survey with
participants from the humanities and computer science, who had the task to compare the readability of Sentence Alignment Flows to the
layouts generated by our improved method.

Keywords: Sentence Alignment Flows, Text Variant Graphs, Graph Layout, Directed Acyclic Graphs

1. Introduction
One of the substantial tasks in the field of textual criticism
is called collation, which is the cautious comparison of var-
ious editions of one and the same text. The traditional ap-
proach of a humanities scholar is to put the texts of sev-
eral editions next to each other and mark the differences
among the textual entities (e.g., sentences, sections, chap-
ters). Since this is an extremely laborious approach many
Digital Humanities projects investigate tools that support
the humanities scholars with computational methods.
To solve the collation task automatically, a great variety of
algorithms was developed that compute the alignment be-
tween different text editions. CollateX (Dekker and Mid-
dell, 2011) is a standard tool used in the Digital Human-
ities that implements such alignment algorithms as well
as provides a static visualization for Text Variant Graphs.
The interactive interface Stemmaweb (Andrews and Macé,
2013) extends the CollateX graph to allow for user-driven
annotation and modification of the graph structure. Both
tools only provide plain horizontal layouts for Text Vari-
ant Graphs without highlighting its essential features. This
makes it hard to visually follow subsequent tokens.
A recently published article proposes so called Sentence
Alignment Flows (Jänicke et al., 2014) as a visualization
solution for Text Variant Graphs. In the spirit of Watten-
berg’s Word Tree (Wattenberg and Viégas, 2008), it gen-
erates a proper overview that allows to follow how the
words of an individual text edition disseminate in the graph.
Therefore, it utilizes font size to highlight the number of oc-
currences of individual tokens and it uses horizontal links
and vertical aligned splines to connect subsequent tokens.
Figure 1 shows a Sentence Alignment Flow example. How-
ever, as discussed in Section 2.3. the layout algorithm is de-
signed the way that occlusions of distinct splines and over-
laps of splines and vertices often occur. Especially, when
working with text editions that comprise lots of variation,
these artifacts hamper the readability of the resultant Text
Variant Graph layouts.
The purpose of this paper is to improve the readability

for Text Variant Graphs based upon Sentence Alignment
Flows. In particular, we provide the following methods to
reduce visual clutter within the resultant graph layout:

• Vertex Layering by Edition: The goal is to place the
subpaths of the Text Variant Graph that are passed by
the same edition closely to each other to reduce the
overall height of vertical connections to be drawn.

• Improved Edge Routing: This method aims to sim-
plify the visual separation between different paths by
bundling links with the same source or destination and
removing occlusions of similarly routed links.

• Overlap Removal: In contrast to Sentence Alignment
Flows, we suggest removing all occlusions between
edges and vertices to avoid misinterpretations when
observing the graph.

To obtain an objective evaluation, we finally conducted a
survey with 53 participants. Their task was to compare the
readability of the graph layouts computed with the Sentence
Alignment Flow and our improved layout for Text Variant
Graphs.

2. Related Work
For the purpose of modelling the differences and similar-
ities between various editions of the same text, Schmidt
et. al (Schmidt and Colomb, 2009) proposed so called
Text Variant Graphs, which are directed acyclic graphs that
emphasize such overlapping textual structures. Lots of re-
search has been done in developing algorithms for directed

Figure 1: Sentence Alignment Flow for seven various En-
glish translations of the first Bible verse
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acyclic graphs. In this section, we want to discuss tradi-
tional methods of the Graph Drawing community and the
required steps in adopting some of the presented ideas for
Text Variant Graphs. Furthermore, we want to consider
methods developed for the dedicated research field in the
Digital Humanities. Finally, we discuss Sentence Align-
ment Flows: a recently published layout algorithm for Text
Variant Graphs.

2.1. Layout Algorithms for Directed Acyclic
Graphs

Layered graph drawing as introduced by Sugiyama is
the common drawing style used for directed acyclic
graphs (Sugiyama et al., 1981). Typically, the vertices are
placed on equally spaced horizontal (or vertical) layers and
the edges are routed downwards (or rightwards) between
the layers. Sugiyama’s approach as well as many of its vari-
ations (Gansner et al., 1993; Cole, 2001; Utech et al., 1998;
Eiglsperger et al., 2004) need to be adapted for the purpose
of visualizing Text Variant Graphs, because only single ver-
tices of one path are usually placed on one layer. This com-
plicates the required vertical alignment of synonyms con-
sistent of various amounts of tokens (e.g., “swarmed” and
“brought forth abundantly” in Genesis 1:21). Additionally,
the width of the vertices of a Text Variant Graph vary, so
that a placing on vertical layers of equal width would fur-
ther increase the distance between adjacent tokens.
To remove the occuring clutter for layered graph draw-
ings with lots of edges, some approaches bundle edges to
improve the readability of the resultant layouts (Eppstein
et al., 2007; Pupyrev et al., 2011). Sentence Alignment
Flows as well as its extension presented in this paper utilize
this idea to compute well readable layouts for Text Variant
Graphs.

2.2. Text Variant Graph Visualizations
The comparison of textual editions is a common task in tex-
tual criticism. Various research projects in the Digital Hu-
manities focus on providing digitized editions of text to the
collaborating humanities scholars.
Büchler proposed a horizontal alignment (Büchler et al.,
2010) for the visualization of a Text Variant Graph for two
similar text passages. One edition is used as a main branch
and the variations to the second edition are highlighted in
form of sub-branches in a certain color.
Several web-based tools were developed that also utilize the
Text Variant Graph model to support the work with multiple
digital text editions in the web browser (Dekker and Mid-
dell, 2011; Andrews and Macé, 2013). These tools compute
horizontally aligned directed acyclic graphs with a plain de-
sign. The vertices are labeled with equally sized text to-
kens, which makes it hard to visually compare the number
of occurrences of tokens. Directed edges labeled with the
corresponding edition identifiers connect subsequent ver-
tices. The layout often creates a very wide graph that con-
tains edges routed opposed to the reading direction. These
circumstances deteriorate the readability of the graph and
make it hard for the observer to follow the route of a cer-
tain edition.

2.3. Sentence Alignment Flows
Within a Digital Humanities project, Sentence Align-
ment Flows were developed for visualizing Text Variant
Graphs (Jänicke et al., 2014). In collaboration with human-
ities scholars experienced in the field of textual criticism,
design principles were elaborated to facilitate the readabil-
ity of the generated graphs, e.g., using vertex labels of dif-
ferent size to reflect the number of occurrences for a to-
ken, or horizontal layering of the vertices to improve the
coherance of individual editions in the layout and the ver-
tical alignment of synonyms. However, Sentence Align-
ment Flows produce well readable layouts for Text Variant
Graphs if the extent of variation between the texts is lim-
ited. For examples with more complex variation structures,
the resultant graph layouts are often cluttered due to the
following incidents that are not treated by the algorithm:

Edge splines crossing text vertices: If connections are
drawn between vertices of layers that are not adjacent to
each other, occlusions between splines and vertices of the
intermediate horizontal layers are possible (e.g. the edge
between “helper” and “as” crosses the vertex “helpmate”
in Figure 2). An improved vertex placement as described
in Section 3.1. reduces the amount and length of vertical
links, and therefore, the number of potential edge/vertex
overlaps. A further strategy (Section 3.3.) is attached to
remove occuring overlaps.

Figure 2: Edge/vertex overlaps in Genesis 2:18

Occlusion of similarly routed edges: An edge {t1, t2}
routed between text vertices of different layers consists of
a spline starting from t1, a horizontal line between the lay-
ers, and a spline ending at t2. Thereby, it often happens
that multiple horizontal lines occlude each other, so that it
is hard to determine the destination of an edge. As shown
in Figure 3, it is not clear if the vertex labeled “down” is
linked to “as”, to “like” or to both vertices. The method
described in Section 3.2. solves this problem.

Figure 3: Edge overlaps in John 1:32

Occlusion of multiple splines: For strongly varying text
passages lots of splines need to be drawn in the same area
(see the token “adam” in Figure 4). This produces a large
number of edge crossings and makes it difficult to identify
the individual paths easily. The edge bundling approach
proposed in Section 3.2. removes the crossings of a ver-
tices’ incoming and outgoing edges.
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Figure 4: Edge spline occlusions in Genesis 2:20

3. Improved Text Variant Graph Layouts
Text Variant Graphs are constructed through various text
editions transformed into paths, so that the graph basically
contains multiple edges between the same vertices (like in
Figure 5). Since these are routed side by side, it is sufficient
to treat the readability issues mentioned in Section 2.3. for
the “general case” with aggregate edges to be drawn.

3.1. Vertex Layering by Edition
When layers are assigned to vertices in the Sentence Align-
ment Flow algorithm, initially, the corresponding vertices
for a dedicated edition e0 are placed on the center layer
0. Iteratively, the shortest paths {t1, ..., tn} ∈ G are de-
termined with assigned layers for t1 and tn and missing
layers for the vertices {t2, ..., tn−1}. The result is that the
subpaths of an edition are treated at unpredictable iteration
steps of the algorithm. Thus, the layers for consecutive sub-
paths of an edition may drift apart, so that some connections
need to cross the intermediate layers. This can lead to fre-
quent layer changes for individual editions, additional edge
crossings and overlaps between vertices and edges.
We modify this process to place the subpaths of an edition
as close as possible to each other by still achieving com-
pactness of the graph. We also start with putting the vertices
of e0 on layer 0. Afterwards, we iteratively determine the
next edition ei with most vertices already assigned to lay-
ers. If multiple editions reach the same score, we choose
the edition with vertices assigned to layers with lower ab-
solute indices. For all subpaths of ei to be inserted, we sub-
sequently calculate the corresponding layer using the Sen-
tence Alignment Flow method. This slightly modified ap-
proach treats the subpaths of ei in a row, and thereby, keeps
the extent of layer changes for ei at a low level. An exam-
ple can be seen in Figure 5. It uses the edition drawn in red
color as e0. The Sentence Alignment Flow algorithm (Fig-
ure 5 (a)) inserts the subpaths by increasing length in the or-
der “so to jehova”, “to yahweh your” and “to the lord your”.
Our proposed method (Figure 5 (b)) inserts the subpaths by
edition in the order “so to jehova” (brown edition), “to the
lord your” (green), and finally “to yahweh your” (orange).
This reduces the total of layer changes among all editions.

3.2. Improved Edge Routing
To avoid cases such as shown in Figure 3, we insert a path
layer pi above each vertex layer li that reserves enough
space to route horizontal links without overlaps. Further-
more, we remove overlaps of distinct vertical links. Be-
tween parallel routed edges, we require a minimum, config-
urable gap. The following four steps describe our improved
edge routing procedure.

(a)

(b)

Figure 5: Vertex layering for part of Deuteronomy 12:4

3.2.1. Initialization of different edge types
We initialize the type for each edge e = {tl, tr} dependent
on the corresponding layers ll and lr of the connected ver-
tices tl and tr. We separate three different edge types (see
Figure 6):

type 0: If ll = lr and there is no other vertex placed on ll
between tl and tr, e is drawn as a straight horizontal line.

type 1: If ll = lr and there are vertices placed on ll between
tl and tr, a path is routed above ll, consistent of an upward
vertical link vl, a horizontal link h on path layer pl and a
downward vertical link vr.

type 2: If ll 6= lr, a path consistent of an upward (or down-
ward) vertical link vl, a horizontal link h on path layer pl
(or pl+1) and an upward (or downward) vertical link vr. We
always put the horizontal link on the corresponding path
layer with the higher absolute index.

type 0

type 1

type 2

h

h

tl

tl

tr

tr

vr

vl

vrvl

l i

l i

l i-1

l i

p
i

p
i

l i+1

p
i+1 h

tr

vr

vl

tl tr

Figure 6: Different edge types

To smooth the graph layout, we connect each vertical link
to its adjacent vertex and horizontal link using bends with
radius rb. Since four bends are required to draw edges of
type 1 and 2, all adjacent vertices receive a minimum gap
of 4 · rb.
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3.2.2. Bundling horizontal links
After all edges are initialized, we receive a list of horizontal
links h1, . . . , hn with hi = tltr for each path layer p. We
begin with constructing bundles B = b1, . . . , bn of hori-
zontal links for all edges with the same left-hand vertex tl
and for all edges with the same right-hand vertex tr. Thus,
all horizontal links occur twice over all bundles. After-
wards, we sort B by decreasing number of horizontal links
within the bundles. Iteratively, we insert the first bundle
b1 of B onto p. If b1 overlaps with other already inserted
bundles, we merge all these bundles into an overlap group.
Then, we remove the duplicates of the horizontal links of
b1 from the remaining bundles of B and sort B again by
decreasing number of horizontal links.
After placing all bundles onto p, we order and adjust
the bundles of each overlap group parallel to each other.
Thereby, we try to keep the number of edge crossings as
minimal as possible. We perform this step iteratively by
decreasing number of bundles in the overlap groups. Once
a bundle that is part of multiple overlap groups is adjusted,
it remains fixed for further ordering iterations. An example
ordering is shown in Figure 7(a).

v2

v3

v1 v1
v2

v3
h1 h2

h3

h3

h1

h2
(a) (b)

Figure 7: Ordering links of overlap groups

3.2.3. Bundling vertical links
For each vertex that is linked to neighbors with edges
of type 1 and 2, we create a total of four bundles for
its upward/downward incoming vertical links and its up-
ward/downward outgoing vertical links. Since bundles of
distinct vertices can be too close or even overlap each other,
we perform the following two steps to keep the graph lay-
out uncluttered. Firstly, we insert the bundles stepwise by
increasing x-value into the graph layout. If a minimum gap
to bundles that are already inserted is not given, we merge
these bundles into overlap groups. Secondly, after all bun-
dles are inserted, we order the vertical links of each overlap
group, so that the number of edge crossings is minimal as
it is shown in Figure 7(b). Finally, we test whether the re-
quired gaps between each vertical link v of the group and
its subsequent glyph (right-hand vertical link vr or vertex
tr) is still guaranteed. If this is not the case, we slightly
shift all subsequent edges and vertices of v to the right so
that the requirement is fulfilled.

3.2.4. Converting edges with type 2
To improve the readbility of the graph layout, we try to sim-
plify edges of type 2 by removing one vertical link, and
thereby, two of the four bends. Figure 8 illustrates an exam-
ple of our approach. The upper connection {vl1, h1, vr1}
between tl and tr1 is replaced by {vnew, hnew}, because

Figure 8: Converting edge type 2

neither vnew nor hnew cause an overlap with a vertex of
the layout. Since this is the case for the lower connection
{vl2, h2, vr2} between tl and tr2, it cannot be replaced.
There are two possibilities for each edge conversion, either
the left hand vertical connection vl gets removed and the
right hand vertical connection vr gets replaced by vnew or
vice versa. If no overlaps are produced in both cases and
|ll| > |lr|, we remove vl and replace vr. Otherwise, we
remove vr and replace vl.

3.3. Removing overlaps between vertices and
edges

Although the graph is designed the way the observer fol-
lows the spreading of an edition in horizontal direction, po-
tential overlaps between a vertical link v that crosses an
intermediate vertex layer lm and a vertex t placed on lm
may hamper the readability of the graph. In such a case, we
check if t can be moved horizontally without overlapping
bends or other vertices by keeping the minimal required
gaps to its neighbors.
An example can be seen in Figure 9(a). A leftward move-

t

v

t

v

t

v

t

v

(a)

(b)

Figure 9: Overlap removal examples
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ment of t is preferred, since the final position would be
closer to its current position. Because this attempt fails,
we move t to the right. If a horizontal movement of t is not
possible (see Figure 9(b)), we move t and its subsequent
edges and vertices, so that the overlap gets removed.

3.4. Improvement Validation
The benefit of the improved vertex layering method can be
seen for the Genesis 2:18 example. In comparison to the
Sentence Alignment Flow layout in Figure 2, the vertical
links in the modified layout (Figure 10) are shorter and
rarely cross intermediate vertex layers. Furthermore, the
overlap removal procedure moves the vertex labeled “help-
mate” leftwards, so that the overlap with the connection be-
tween “helper” and “as” gets removed.

Figure 10: Removed edge/vertex overlaps in Genesis 2:18

Figure 11 shows the same example as Figure 3 with our new
edge routing technique. The horizontal adjustment step un-
veils that the token “down” is connected to “as”.

Figure 11: Removed edge overlaps in John 1:32

Finally, the advantage of bundling vertical links is visible in
Figure 12. Compared to the splines drawn in Figure 4, the
large number of crossings for the incoming and outgoing
edges for the vertex “adam” is reduced.

Figure 12: Removed edge spline occlusions in Genesis
2:20

4. Evaluation
To evaluate the benefit of the improvements for Text Vari-
ant Graph layouts described in Section 3., we conducted a
survey with 53 participants. We decided against a mathe-
matical comparison of both methods, because the resultant
visualization for Text Variant Graphs needs to be under-
stood and analyzed by humanities scholars working in tex-
tual criticism. Thus, our attitude was to let the target group
decide whether our modifications are expedient or not. We
further wanted to confirm our own expectations by com-
puter scientists that are used to work with graphs. Depen-

dent on the corresponding research fields, we could devide
the participants roughly into three groups:

• 14 humanities scholars, experienced in the field of
textual criticism and partially involved in Digital Hu-
manities projects

• 16 computer scientists, working in Digital Humani-
ties projects and partially dealing with issues in textual
criticism

• 23 computer scientists, most of them focused on re-
search in visualization (partially experienced in graph
visualization) and natural language processing

Within our project, we provide an interface to the human-
ities scholars that highlights the multiple colored edges on
interaction (like in Figure 5), which further supports the un-
derstanding of the underlying structure. But for the purpose
of discussing the graph readability issues, we confined the
survey to the “general” case with aggregate edges.
The survey had a plain structure. The participants had to
compare the readability of both layouts generated for six
different examples. Each of the examples was an align-
ment of the same verse from seven various English trans-
lations of the Bible. The participants were asked to as-
sess, whether they prefer Layout A (the resultant Sentence
Alignment Flow), Layout B (our improved method), or if
the readability of both layouts is similar. Furthermore, the
reasons for the taken decisions were requested. Most of
the participants had never seen any of both visualizations
before the survey, so we could expect unbiased results.
We selected three of the Bible verses that contain the differ-
ent structures with varying complexity that occur for typi-
cal Text Variant Graph use cases. Another three examples
were randomly chosen from the remaining 28,629 verses.
We wanted to assure that Text Variant Graphs benefit from
our modifications generally, and not only a minor list of ex-
amples. The resultant layouts for the three selected verses
are shown in Figure 14.
The results for all participants and the three different groups
are juxtaposed in Figure 13. From a total of 318 com-
parisons, the Sentence Alignment Flow was preferred 36
times (11.3%), our improved layout 232 times (73%), and
49 times both layouts readability was assessed similarly
(15.7%). When we take a look at the various groups, the

Figure 13: Preferred Layouts by participant group (in %)
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Figure 15: Preferred Layouts by verses (in %)

preferences vary only slightly. Especially satisfying was
the evaluation of the dedicated target group from the hu-
manities. In 79.8% of all cases (67 of the 84 presented
layouts) the improved method of this paper was preferred
over the Sentence Alignment Flow visualization.
Figure 15 shows the results for the individual examples.
Our improved method turned out to be the participants’
preference for the three selected verses. The reasons given
for the decisions were congruent to the purpose of our mod-
ifications. Enclosed, some of the participants’ comments:

• “Layout A seems to have more crossings and even
lines through words which is disturbing.”

• “Layout B has less clutter, no overlaps and crossings.”

• “The line crossings in Layout B are orthogonal and
fewer.”

Particularly, one of the discussed issues of the Sentence
Alignment Flow – the edge spline occlusions in Genesis
2:20 starting from “adam” – was often perceived as prob-
lematic, e.g.:

• “In case of Layout A, the slightly vertical paths are
harder to follow (e.g. at adam there is confusion of
paths).”

• “At some point (e.g. after ”adam”), it is easier to fol-
low the text in example B.”

For nearly one fourth (23%) of the randomly chosen verses
the readability of both layouts was assessed as similar. Fig-
ure 17 shows one of the typical examples for these cases.
Both layouts show less variation and clearly visible paths
and the overall number of edge crossings is apparently re-
duced compared to the selected examples with a higher
complexity. The Sentence Alignment Flow was favored in
14.5% of the cases over our new method. Often, the verses
were short and properly visualized and with few or without
edge crossings. An example is given in Figure 16. The par-
ticipants preferring Sentence Alignment Flows argued like:

• “Compact Layout A for small sentence; easier to fol-
low in one view.”

• “Less spacing for Layout A.”

Figure 16: Sentence Alignment Flow preferred for
Deuteronomy 6:4

• “... and Layout A is shorter.”

Due to the various edge types and the required spacing be-
tween adjacent vertices, the width of the layouts computed
by our method is constantly larger compared to the Sen-
tence Alignment Flows. Although some participants favor-
ing our method mentioned the too small spacings between
subsequent vertices in Sentence Alignment Flows, the re-
sultant compactness seems to improve the readability for
some of the participants.
But our method was still mostly preferred (62%) also for
the random verses. The slightly decreased percentage is at-
tributable to the averagely lesser complexity of the random
verses. Finally, some of the participants’ comments justify-
ing their decisions when favoring our improved method:

• “The lines are easier to follow – less twisty.”

• “The circular edge bending looks better structured
than the stretched/elliptical, which removes orthogo-
nal feeling.”

• “The word spacing and line curvature of the B layouts
made them more readable to me.”

• “I just like the angular style!”

• “Layout B seems to have less edge crossings and is
more balanced (same amount of text above and below
center line).”

• “Though the sentences in B are a lot longer/wider ...
they are a lot clearer as there are no lines in the way of
words while you are trying to read.”

In conclusion, we determined that our method was con-
stantly preferred when the corresponding examples con-
tained lots of variation, and therefore, a larger amount of
edge crossings. This fact confirms the benefit of the im-
provements proposed in this paper.

5. Conclusion
In this paper, we presented three methods to improve the
readability for Text Variant Graphs compared to Sentence
Alignment Flows that often contain clutter in form of edge
crossings and occlusions between splines and text vertices.
The first method improves the layering of the vertices that
are inserted onto the layers in dependency to the corre-
sponding editions, so that the resultant layering keeps ver-
tices of one edition close to each other. This procedure
shortens vertical links, and thereby, minimizes the amount
of edge crossings and potential overlaps with other vertices.
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Figure 17: Similar readability of layouts for Colossians 4:8

As a second method, we proposed a four-step-approach to
improve the routing of the edges, so that each path of the
layout can be traced easily by the observer. Therefore, we
separate different edge types dependent on the layers of
the corresponding vertices, bundle links that share the same
source or destination and route groups of overlapping links
parallel to each other to avoid occlusions.
Finally, we provide a solution to remove all overlaps be-
tween vertical links and vertices. Either the corresponding
vertex can be moved horizontally, or the vertex and all its
successors are moved rightwards to avoid overlaps.
To evaluate our method, we conducted a survey with re-
searchers from humanities and computer science. Their
task was to compare the layouts for Text Variant Graphs
produced by Sentence Alignment Flows and our method.
For several examples, the participants could choose the pre-
ferred layout. Independent from the background, the ma-
jority judged the layout generated by our method as bet-
ter readable, especially for examples with long texts, more
complex variations and many edge crossings. For examples
with minor variations and lesser edge crossings the read-
ability of both layouts was often assessed similarly. In some
cases, also the Sentence Alignment Flow was preferred.
One issue for the kind of visualization presented in this pa-
per remains. When several editions vary the way that whole
blocks of text are put in a different order, the width of the
resultant graph increases rapidly, since only small parts of
the texts can be aligned in form of a directed acyclic graph.
To keep the graph layouts still compact and readable when
highlighting such structures is one of the great challenges
for the future developement of visualizations for Text Vari-
ant Graphs.
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mann, G. (2014). Visualizations for Text Re-use. In
GRAPP/IVAPP, pages 59–70.

Pupyrev, S., Nachmanson, L., and Kaufmann, M. (2011).
Improving Layered Graph Layouts with Edge Bundling.
In Brandes, U. and Cornelsen, S., editors, Graph Draw-
ing, volume 6502 of Lecture Notes in Computer Science,
pages 329–340. Springer Berlin Heidelberg.

Schmidt, D. and Colomb, R. (2009). A Data Structure for
Representing Multi-version Texts Online. Int. J. Hum.-
Comput. Stud., 67(6):497–514, June.

Sugiyama, K., Tagawa, S., and Toda, M. (1981). Methods
for Visual Understanding of Hierarchical System Struc-
tures. Systems, Man and Cybernetics, IEEE Transac-
tions on, 11(2):109–125, Feb.

Utech, J., Branke, J., Schmeck, H., and Eades, P.
(1998). An Evolutionary Algorithm for Drawing Di-
rected Graphs. In Proceedings of the International Con-
ference on Imaging Science, Systems and Technology,
pages 154–160. CSREA Press.

Wattenberg, M. and Viégas, F. B. (2008). The Word Tree,
an Interactive Visual Concordance. IEEE Transactions
on Visualization and Computer Graphics, 14(6):1221–
1228, November.

48


	VisLR:  Visualization as Added Value in the Development,  Use and Evaluation of Language Resources
	Editors
	Workshop Organizers
	Workshop Programme Committee

	Table of contents
	Author Index
	Proceedings-Complete.pdf
	Introduction
	CLiCS
	Homonymy, polysemy, and colexification
	CLICS' data and sources
	Network modeling of CLICS
	Limitations and caveats

	Visualization
	Web-based visualization
	Data preparation
	Interactive functionalities
	Implementation
	Case studies

	Conclusions and future work
	Acknowledgements
	References
	6_Paper.pdf
	Introduction
	Related Work
	System and Process Pipeline
	Process Pipeline
	Integration of Multiple Data Sources
	User-Driven Knowledge Discovery
	System Design
	Text Analysis and Scores
	Visualization of Analysis Results

	Application Example
	Discussion
	Conclusion and Future Work
	Future Work

	References





