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Abstract
Event coreference is an important task for full text analysis. However, previous work uses a variety of approaches, sources and evaluation,
making the literature confusing and the results incommensurate. We provide a description of the differences to facilitate future research.
Second, we present a supervised method for event coreference resolution that uses a rich feature set and propagates information
alternatively between events and their arguments, adapting appropriately for each type of argument.
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1. Introduction
Coreference resolution, the task of linking surface mentions
to their underlying discourse entities, is an important task
in natural language processing. Most of the early work fo-
cused on coreference of entity mentions. Recently, event
coreference has attracted attention on both theoretical and
computational aspects. However, most event coreference
work is preliminary and applied in quite different circum-
stances, making comparisons difficult or impossible.
In this paper, we first provide an overview of all the relevant
literature to identify the ways each experiment differs from
the others. Our claim here is that the comparisons to related
work in prior papers are not really appropriate due to these
differences. This makes future research difficult. We then
present a supervised approach to event coreference, and
describe a method for propagating information between
events and their arguments that can improve results. In our
method, different argument types support different methods
of propagation. For these experiments, we annotate and use
a corpus of 65 documents in the Intelligence Community
(IC) domain that contains a rich set of within-document
coreference links (Hovy et al., 2013).

2. Related Work
Table 1 summarizes recent work on event coreference reso-
lution. For the reasons below, only one supervised system
(Ahn, 2006) and two unsupervised (Bejan & Harabagiu,
2010; Cybulska & Vossen, 2012) on within-document event
coreference are suitable as a basis for ongoing comparison.

2.1. Problem definition:
Different approaches use different definitions of the problem
(see Compatible Definition column). However, as discussed
in recent linguistic studies (Recasens et al., 2011; Hovy et
al., 2013), the existence of different types and degrees of
coreference makes it necessary to agree on the definition
of cofererence before performance can be compared. The
lack of clarity about what coreference should encompass
rules out several systems for comparison. OntoNotes created
restricted event coreference (Pradhan et al., 2007), corefer-
ring only some nominalized events and some verbs, and

not reporting event-specific results. Both Naughton (2009)
and Elkhlifi and Faiz (2009) worked on sentence-level coref-
erence, which is closer to the definition of Danlos (2003).
However it is unclear when one sentence contains multi-
ple event mentions, and hence these are not comparable to
systems that process more specific coreference units.

2.2. Dataset and settings:
Early work by Bagga and Baldwin (1999) conduct exper-
iments only on cross-document coreference. Recent ad-
vanced work on event coreference is by Bejan and Harabagiu
(2010) and Lee et al. (2012) use the ECB corpus1(or a re-
fined version2) to evaluate performance, which is annotated
mainly for cross-document coreference. In this corpus,
within-document coreference is only very partially anno-
tated; most difficult coreference instances are not marked.

D1 S1 Indian naval forces came to the rescue (E1) of
a merchant vessel under attack (E3) by pirates
in the Gulf of Ade on Saturday, capturing (E2)
23 of the raiders , India said (E4).

S5 Indian commandos boarded the larger pirate
boat, seizing 12 Somali and 11 Yemeni na-
tionals as well as arms and equipment, the
statement said.

D2 S1 The Indian navy captured (E2) 23 piracy sus-
pects who tried (E5) to take over (E3) a mer-
chant vessel in the Gulf of Aden, between the
Horn of Africa and the Arabian Peninsula, In-
dian officials said (E4) .

S3 In addition to the 12 Somali and 11 Yemeni sus-
pects, the Indian navy seized two small boats
and “a substantial cache of arms and equip-
ment,” the military said in a statement.

The examples above are extracted from two documents from
the ECB. Dx and Sx denote document id and sentence id
respectively. In both documents S1 is annotated once, but
not in the rest of the article. In D1, we find in S5 the event
mention “seizing” which should actually be coreferent with

1http://adi.bejan.ro/data/ECB1.0.tar.gz
2http://nlp.stanford.edu/pubs/jcoref-corpus.zip
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Gold standard used Cross/within Document Compatible definition Corpus
Within Cross

This paper Mention head word X X IC
Lee et al. (2012) X X ECB
Sangeetha and Arock (2012) ACE mention, argu-

ments and attributes
X X ACE

Cybulska and Vossen (2012) Mention head word X X IC
McConky et al. (2012) ACE mention, argu-

ments and attributes
X X ACE

Li et al. (2011) Human entity and
event mention detec-
tion

X X Unavailable

Bejan and Harabagiu (2010) X(ACE, ECB) X(ECB) X ECB, ACE
Chen and Ji (2009) ACE mention, argu-

ments and attributes
X X ACE

Elkhlifi and Faiz (2009) X Unavailable
Naughton (2009) X IBC, ACE
Pradhan et al. (2007) X OntoNotes
Ahn (2006) ACE mention, argu-

ments and attributes
X X ACE

Bagga and Baldwin (1999) X Unavailable

Table 1: Recent computational approaches to event coreference resolution.

“capturing (E2)” in D1;S1. In D2;S3, we find a more tricky
case: the mention “seized”, which has semantics similar
to “captured” but is not coreferent due to different patients.
The cross-document case also doesn’t seem to compatible
with our definition. In ECB, “attack (E3)” in D1;S1 is
annotated as coreferent with “take over (E3)” in D2;S1,
which we believe is wrong: at best, the attack is only a part
of the attempt to take over the merchant vessel.
Goyal et al. (2013) use a distributional semantic approach
on event coreference. However, they didn’t adopt a con-
ventional evaluation setting. They draw from the IC corpus
an equal number of positive and negative testing examples,
which is different from the natural data distribution.

2.3. Gold standard annotations used:
Recent work using the ACE 2005 corpus3 (Chen & Ji, 2009;
Chen et al., 2009; Sangeetha & Arock, 2012; McConky et al.,
2012; Ahn, 2006) agrees with our definition of coreference.
However, the ACE corpus annotations, in addition to event
mentions, also include argument structures, entity ids, and
time-stamps. Most coreference systems on the ACE corpus
make use of this additional information. This makes them
impossible to compare to systems that do not make this
simplifying assumption. It also makes results achieved on
ACE hard to compare to results on corpora without this
additional information. Among these work, only Ahn (2006)
reported some results using system generating arguments,
we compare our system against it.

2.4. Availability
Li et al. (2011) use a hand-annotated web corpus, which is
not publicly available for comparison.
In summary, anyone wanting to work on within-document
event coreference has to obtain a corpus that is fully anno-
tated, that does not include additional facilitating informa-

3http://www.itl.nist.gov/iad/mig/tests/ace/2005/doc/

Total Avg.
Event Mention 2678 41.2
Non-elliptical Domain Event
Mention

1998 30.7

Reporting Event Mention 669 10.29
Full coreference relations 1253 21.6
Subevent relations (parent-child) 455 8
Membership relations (parent-child) 161 2.9

Table 2: Corpus Statistics

tion, whose definition of coreference respects the theoretical
considerations of partial coreference, and that has other sys-
tems freely available for comparison. Meeting these criteria
is not easy. The closest work we find is by Cybulska and
Vossen (2012) and Bejan and Harabagiu (2010), both adopt
unsupervised methods for event coreference. Ahn (2006)
also reported results on ACE by swapping gold standard
annotations with system results.We compare our system to
their results on their corresponding corpus.

3. Corpus

Our system is trained and evaluated on the IC domain cor-
pus, which annotates several different event relations. Table
2 summarizes the corpus level statistics and the average over
documents. In this work, we focus on full coreference rela-
tions. The inter-annotator agreement among 3 annotators for
full coreference is 0.614 in terms of Fleiss’s kappa (Fleiss,
1971). For detailed definition for the corpus, we refer read-
ers to Hovy et al. (2013). To facilitate future research, We
also report our system results on the ACE 2005 training
dataset, which contains 599 documents.
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4. System description
Our system is almost end-to-end, except that we start with
a minimal gold standard head word annotations in order
to focus on the core coreference problem. This approach
is the same as Cybulska and Vossen (2012) and Bejan and
Harabagiu (2010)4.

4.1. Procedure
Similar to Chen et al. (2009), we approach the problem first
with a conventional pairwise model:
1) Supervised classification that determines the probability
whether two mentions corefer. The classifier used in the
experiment is Random Forest (Breiman, 2001), implemented
in Weka (Hall et al., 2009).
2) Clustering that processes all the pairwise scores to output
the final clusters of pairs.
3) In addition, we added a third step after clustering, infor-
mation is propagated between event mentions to enrich the
original feature set. Typically, the information carried from
one event to its coreferent mention is about the participants
(agent, patient, etc.). When an event has been enriched by
receiving information from another, it may in turn now be
linkable to a third event. The system repeats this process
until no more information can be propagated. Currently, the
propagation includes two parts: 1) if one mention has miss-
ing arguments, they will be copied over from the coreferred
counterpart; 2) if both arguments are present, information
not presented in one will be copied from another.
Similarly, Lee et al. (2012) show that jointly modeling ref-
erences to events and entities can boost the performance
on both. We hold a similar assumption. But by focusing
on events and their arguments, we can perform propagation
specific to each type of argument, for instance, geographical
reasoning as described below.

4.2. Features
In addition to typical lexical and discourse features, we
also model an event mention with its surface form and its
arguments, including agent, patient5, and location. We use a
rich set of 105 semantic features, described in table 3.

4.2.1. Agent, patient extraction and propagation
We use the semantic parser Fanse (Tratz & Hovy, 2011) to
annotate the predicate arguments defined in PropBank. For
nominal events, we extract agent and patient using heuristics
such as finding the token attached to the event mention with
specific words (such as “by”) and modifiers as agent (e.g.,
HAMAS in HAMAS’s attack). During the propagation step,
information not present in one entity can be copied from
another.

4.2.2. Location extraction and propagation
In contrast to agent and patient, the propagation of location
information employs external information to gain additional

4Although Bejan and Harabagiu (2010) use automatic mention
detection to extend the mention set for training, they only use true
mentions of the ACE dataset at evaluation time.

5Specifically, these are defined as ARG0, ARG1 in PropBank.
They could be more-specific variants roles such as experiencer, but
we prefer a smaller set for simplicity.

power. We use the Stanford Entity Recognition (Finkel et
al., 2005) engine to identify location mentions. DBpedia
Spotlight (Mendes et al., 2011) is run to disambiguate loca-
tion entities. DBpedia (Lehmann et al., 2014) information,
such as cities, country, and alternative names, are then in-
jected. When the location is not found in DBpedia, we
search the mention string in Geonames6 and use the first
result with highest Dice coefficient with the surface string.
This world knowledge enriches annotation. For example,
we can now match the mention “Istanbul” with the country
name “Turkey”.

4.3. Clustering
We conduct experiments with two simple clustering meth-
ods. The first is a pure transitive closure that links all pairs
mentions that the classification engine judges as positive.
The second is the Best-Link algorithm of Ng and Cardie
(2002), which links each mention to its antecedent with the
highest likelihood when the classifier judges as positive.

5. Evaluation
5.1. Evaluation Metrics
Coreference evaluation metrics have been discussed by the
community for years. To enable comparison, we report most
metrics used by the CoNLL 2012 shared task (Pradhan et al.,
2012), including MUC (Chinchor & Sundheim, 1993), B-
Cubed (Bagga & Baldwin, 1998), entity-based CEAF (Luo,
2005), and BLANC (Recasens & Hovy, 2011). Pairwise
scores are used to provide a direct view on performance.

5.2. Experiments and Results
We split the documents in IC corpus randomly into 40 doc-
uments for training and development, and 25 for testing.
Parameters such as the probability threshold to determine
coreference are tuned on the 40 documents using five-fold
cross validation. Optimization is not done separately for
each metric. We simply use a universal classifier threshold
optimized for pairwise case. During experiment, the prop-
agation step is actually performed for only one iteration,
since no further information is propagated. On the ACE cor-
pus, we simply apply the best model configuration from IC
corpus and train on 90% of the documents (539) for training
and 10% for testing (60).
Table 3 summarizes the overall average results obtained by
BestLink on both ACE and IC corpus (BestLink consistently
outperforms naively full transitive closure). We also attach
three other reported results at the end. Note that these results
are not directly comparable: Cybulska and Vossen (2012)
and Bejan and Harabagiu (2010) use unsupervised methods,
thus their reported results are evaluated on the whole corpus;
Ahn (2006) also use a 9:1 train-test split, but the split might
be different with ours. A simple comparison shows that our
results outperform these systems in all metrics, which is
notable because all these metrics are designed to capture the
performance from different aspects.
To interpret the results, it should also be noted that because
of the existence of large number of singleton clusters, some
measures such as B3 seem to be high even using the most

6http://www.geonames.org/
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Pairwise MUC B3 CEAF-e BLANC
IC corpus R P F R P F R P F R P F R P F
Discourse + Lexical 32.69 25.11 28.40 41.7 33.58 37.2 79.46 74.06 76.67 66.89 73.95 70.24 59.77 61.2 60.43
+ Syntactic 47.12 35.15 40.26 52.6 47.63 50.0 82.24 81.46 81.85 76.91 80.21 78.53 64.76 68.59 66.42
+ Semantic (no arguments) 51.15 42.22 46.26 54.5 49.1 51.68 82.12 82.08 82.1 74.93 78.31 76.58 65.41 69.98 67.35
+ Arguments 55.96 47.86 51.60 56.87 55.81 56.33 83.38 85.58 84.46 88.13 80.73 80.43 68.77 75.21 71.46
+ Propagation 59.04 48.27 53.11 68.72 55.5 61.44 89.28 79.89 84.33 75.14 82.9 78.83 82.28 70.77 75.06
Cybulska and Vossen (2012) - - - - - - 81.0 71.0 76.0 - - - - - -

ACE corpus
This work 55.86 40.52 46.97 53.42 48.75 50.98 89.9 88.86 89.38 85.54 87.42 86.47 70.88 70.01 70.43
Bejan and Harabagiu (2010) 43.3 47.1 45.1 - - - 83.4 84.2 83.8 76.9 76.5 76.7 - - -
Ahn (2006) - - 43.3 - - - - - - - - - - - -

Table 3: Evaluation results and comparisons

naive feature set. By looking at the pairwise performance,
however, we see that current best F-score is only about 50%.
There are still many challenges in event coreference.

6. Discussion
The evaluation results show that almost all types of fea-
tures help to improve the performance over all metrics rather
consistently. However, preliminary error analysis shows
that some events are still clustered incorrectly even when
arguments match. We argue that limitations in argument ex-
traction and entity coreference prevent these features from
contributing directly to correct coreference decisions. On
the other hand, the results of propagation show that new in-
formation helps to find more links but inevitably comes with
a drop in precision. We consider that modeling event and ar-
guments holistically like Lee et al. (2012) would help guide
the propagation. By inspecting the data, we hypothesize
that the main benefits brought by the propagation scheme
is to match arguments of two coreferent events. If the ar-
guments are nominal events, they will be then marked as
coreferent due to the feature ”Event as Entity” (See Seman-
tic features in table 4). In the following example, if the two
event mentions ”planning” are marked as coreference, then
the corresponding argument ”attack” will be also marked as
coreference.

A member of the Islamic militant movement HAMAS
suspected of planning a suicide attack against Israel sur-
rendered to Palestinan police here after a six-hour shootout
on Friday.

HAMAS’s military wing, was on the run from both Pales-
tinian and Israeli police for planning anti-Israeli attacks.

This hypothesis is also in line with our observation that prop-
agation can only be performed for one round, because the
nominal event themselves are unlikely to have other nom-
inal events as arguments. Such interactions between event
mentions also remind us that conference can be possibly
improved by other types of event relations, such as subevent
relations.
Furthermore, the system tends to merge clusters where the
event mention head words are the same because the head
word feature receives a high weight in the model, even when
this is not appropriate. More work should be performed on
disambiguating such difficult cases.

7. Conclusion and Future Work
In this paper we first describe why most previous work on
coreference is not directly comparable to one another, for a
variety of reasons. In particular, reports of high coreference
performance on one corpus do not really transfer over to
other corpora or other definitions of coreference. Event
coreference is not a solved problem.
We then present a simple supervised pairwise event coref-
erence system. We show that rich linguistic features, es-
pecially event arguments, can improve event coreference
performance. Argument specific information propagation
further help finding new relations. In the future, we propose
to implement propagation based on temporal and other types
of event relations.
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