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Abstract
We describe the DARE corpus, an annotated data set focusing on pronoun resolution in tutorial dialogue. Although data sets for general
purpose anaphora resolution exist, they are not suitable for dialogue based Intelligent Tutoring Systems. To the best of our knowledge,
no data set is currently available for pronoun resolution in dialogue based intelligent tutoring systems. The described DARE corpus
consists of 1,000 annotated pronoun instances collected from conversations between high-school students and the intelligent tutoring
system DeepTutor. The data set is publicly available.
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1. Introduction
We present in this paper the DARE corpus, an annotated
data set for fostering the development of anaphora resolu-
tion algorithms in dialogue systems. The task of anaphora
resolution is to identify the referent of a pronoun in dia-
logue or discourse. In particular, we focus on the task of
anaphora resolution in the context of dialogue-based Intel-
ligent Tutoring Systems (ITSs).
ITSs form a category of advanced educational technologies
that tailor instruction to each individual student in order to
maximize learning for every student. Indeed, ITSs have al-
ready proven to be very effective at inducing learning gains
in students (Rus et al., 2013a). In dialogue based ITSs, stu-
dents typically solve problems and get help, as needed, by
having a conversation with the computer tutor. If students
struggle, the computer tutor will provide hints in the form
of leading questions. The goal is to make the student solve
the problem by himself instead of telling the answer. The
student will eventually be told the correct solution in case
everything else fails.
A critical step in managing the dialogue and the quality of
feedback the system provides to the student is assessing the
correctness of student natural language input. As part of
this step, it is necessary to resolve any pronouns the student
utterance might contain.
Consider the real student-tutor interaction below from the
intelligent tutoring system DeepTutor(Rus et al., 2013b):

PROBLEM: A mover pushes a desk with constant velocity
V0 across a carpeted floor. Suddenly, the mover stops push-
ing. What can you say about the motion of the desk after
the mover stops pushing ? Explain why.
STUDENT ANSWER: The desk will stop moving because
it was only moving due to the applied force of the mover
pushing on it. It does not have a constant velocity or
acceleration to keep it going.

The student answer in the example above has four pro-
nouns, all referring to desk. In fact, students use pronouns

quite frequently in tutorial dialogues. For example, Ni-
raula et al. (2013) reported a total of 5,881 pronouns in
25,945 student turns. As already mentioned, to assess the
correctness of student responses with pronouns, the refer-
ent(s) of the pronouns must be found. Incorrect assessment
of student responses in ITSs could lead to incorrect feed-
back provided by the system which, in turn, could frustrate
students sometimes to the point of quitting. The DARE cor-
pus presented in this paper will provide a much needed re-
source to develop advanced anaphora resolution algorithms
for dialogue-based ITSs.
While data sets for general purpose anaphora resolution
have been developed before, they are not suitable for dia-
logue based tutoring systems. For example, input to general
purpose anaphora resolution algorithms is normally a few
sentences or paragraph(s) whereas in tutorial dialogues the
input would be the whole dialogue history as well as the
current instructional task, i.e. Physics problem in our case,
which offers the broader context of the dialogue.
To the best of our knowledge, no data set is currently avail-
able for pronoun resolution in a dialogue based tutoring
context. An annotated data set such as the DARE corpus
discussed here would be a valuable resource towards de-
veloping highly accurate solutions to the task of anaphora
resolution in tutorial dialogue. This in turn will improve the
student response assessment methods. In order to build the
DARE corpus, we have automatically extracted and then
annotated 1,000 unique instances of student use of pro-
nouns from dialogues between high-school students and
DeepTutor. We describe in this paper the corpus develop-
ment process as well as a summary of the resulted corpus.
The paper is organized as follows. In section 2., we present
related works. In section 3., we describe creation of DARE
corpus and corresponding annotation guideline. Section 4.
describes experiments. We conclude the paper in section 5.

2. Related Work
Anaphora resolution is a special case of a broader problem
in natural language processing (NLP) called coreference
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Table 1: Use of pronouns in students’ responses
(a) Intra-turn :
TUTOR:What does Newton’s second law say?
STUDENT:for every force, there is another equal
force to counteract it
(b) Inter-turn immediate:
TUTOR:What can you say about the acceleration
of the piano based on Newton’s second law and
the fact that the force of gravity acts on the piano?
STUDENT: It remains constant.
(c) Inter-turn history:
TUTOR: Since the ball’s velocity is upward and
its acceleration is downward, what is happening to
the ball’s velocity?
STUDENT: increasing
TUTOR: Can you please elaborate?
STUDENT: it is increasing

resolution, which is the task of identifying all co-referents
of an entity in texts. Several methods have been proposed
for coreference/pronoun resolution that range in applicabil-
ity from general purpose texts to biomedical texts to mul-
tiple languages to spoken dialogues (Poesio and Kabadjov,
2004; Versley et al., 2008; Mitkov et al., 2002; Qiu et al.,
2004; Rahman and Ng, 2009; Su et al., 2008a; Stent and
Bangalore, 2010). The methods were evaluated against var-
ious data sets corresponding to the target domain. For gen-
eral purpose solutions, the MUC-6 (Message Understand-
ing Conference) data set is used. For multiple languages,
the data set from Task 1 of SemEval-2010 is quite popular
(Recasens et al., 2010). The CHILD corpus is famous for
human spoken dialogue (Bangalore et al., 2008). Similarly,
popular data sets in biomedical text analysis are the GE-
NIA corpus (Kim et al., 2003), the GNOME corpus (Poe-
sio, 2004), and the MedCo corpus (Su et al., 2008b).
Although various data sets were developed previously, they
are not suitable to all domains because coreference and its
special case of anaphora resolution has its peculiarities in
different domains and text genres. In the case of tutorial di-
alogue anaphora no such resource exists, which motivated
the development of the DARE corpus.

3. The DARE Corpus
This section presents first the types of anaphora we iden-
tified in tutorial dialogues and then describes the process
we used for the corpus creation, including the annotation
guidelines.

3.1. Anaphora Types in Tutorial Dialogue
We have identified three types of anaphora in student ut-
terances. They include Intra-turn, Inter-turn intermediate
and Inter-turn history anaphora - see Table 1. In the case
of Intra-turn anaphora, the referents are found within the
student’s current dialogue turn. In Inter-turn intermediate
anaphora, the referents lie in the most recent tutor turn and
in Inter-turn history anaphora, the referents are located in
earlier dialogue turns or even the problem description.

3.2. Corpus Creation
In order to create the DARE Corpus, we started by ex-
tracting 1,000 pronoun instances from student-tutor inter-
action logs collected during one experiment involving high-
school students interacting with the intelligent tutoring sys-
tem DeepTutor in the domain of conceptual Physics (Rus
et al., 2013a). A typical collected instance is presented in
Table 2.

INSTANCE: 3624
#FILE: VM LV03 PR06 dh335-022813.txt
PROBLEM: A stuntman must drop from a heli-
copter onto a target on the roof of a moving train.
The plan is for the helicopter to hover over the
train, matching the train’s constant speed before
the stuntman drops.
Q2:Where should the helicopter be positioned rel-
ative to the target? Please begin by briefly answer-
ing the above question. After briefly answering
the above question, please go on to explain your
answer in as much detail as you can.
A2:in front of the target due to wind resistance
Q1:Let me try again. Which principle can be ap-
plied when the motion of an object is complex,
for instance, it can be thought of as motion in two
perpendicular dimensions?
A1:decomposition
Q: What can you say about the motion of the stunt-
man after he jumps?
A: it will be parabolic

Table 2: A typical instance for anaphora resolution

Each instance has a unique id (e.g. 3,624 in the example)
and the name of the log file from which the instance was de-
rived. Current student’s response is designated by A(nswer)
and the corresponding utterance from the tutor (which in
this case is DeepTutor) that triggered the response A, is de-
noted by Q(uestion), which is the most recent hint from the
system which is typically in the form of a question. Previ-
ous student answers are denoted with A1, A2, and so on,
while previous DeepTutor turns are denoted with Q1, Q2,
and so on. The goal here is to resolute pronouns in A to
their referents, which could be in the same student response
A, the previous tutor turn, earlier in the dialogue history, the
common ground built so far by the two conversation part-
ners, or even the description of the current problem that the
student is assigned to solve.
Once the set of 1,000 instances was collected from the
DeepTutor dialogues, we proceeded with creating the anno-
tation guidelines which borrow some ideas from the guide-
lines used for annotating the data set used in MUC-6 1.
However, due to the peculiarities of tutorial dialogues, our
guidelines are quite different.

3.2.1. Annotation Guideline
The first task during the annotation is to mark the referent of
each candidate pronoun with a special tag and assign each

1http://www.cs.nyu.edu/cs/faculty/grishman/muc6.html
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referent an unique id. Referents corresponding to anaphoric
pronouns are either simple nouns or noun phrases, which
is the reason we use <np> tags to surround each referent
(we do not consider chains of pronouns). The pronouns
themselves are marked with <p> tags. Both the referents
and pronouns are assigned unique ids using an id attribute
associated with the <np> and <p> tags.
Because a noun phrase can be complex, meaning that a
noun phrase can be a part of a longer noun phrase, it is
necessary to specify how to select the boundaries of the ref-
erent. For example, in the sentence: The red ball which was
thrown vertically up strikes the target first, and thus it re-
turns the earliest., the possible referents ball, red ball, and
the red ball are all part of the longer noun phrase the red
ball which was thrown vertically up. Which referent should
we pick for the pronoun it: “ball”, “red ball”, “the red ball”,
or “the red ball which was thrown vertically up” ? To ad-
dress this issue, we chose to mark as the referent the noun
phrase that fully and clearly describes the referent, which in
this case would be the red ball which was thrown vertically
up. At the same time, we asked expert annotators to iden-
tify the minimal referent (typically one word) in this noun
phrase, which in this example would be ball. The basic
referent must be specified in the value of the min attribute
value. Below, we show the fully annotated instance:

• <np id=“1000 1” min=“ball”>The red ball which
was thrown vertically up</np> strikes the target first,
and thus <p id=“1000 2” refid=“1000 1”> it </p>
returns the earliest.

While the above general guidelines cover many cases,
there are many special cases that require special handling
as exemplified below.

Special Cases :

• Personal pronouns : Sometimes students use in their
responses first person personal pronouns such as I, me,
us, my etc. For these pronouns, we assign a special
id of 0 (id=“0”) as there wouldn’t be any explicit en-
tity/entities corresponding to such pronouns in the ac-
tual dialogue (rather, the referent is the speaker).

Example 1 :
Q: What can you say about <np id=“1627 1”
min=“trajectory and speed”>the trajectory and
speed of the puck</np> ?
A: <p id = “1627 2” refid = “0”>I</p> don’t know.

Example 2 :
Q:What can you say about the motion of <np
id=“3582 1” min=“stuntman”>the stuntman</np>
after he jumps ?
A:<p id = “3582 2” refid = “3582 1” >he</p> will
take a slightly curved path

When used, other types of personal pronouns (e.g.
he, she, they etc.) refer to characters in our Physics
problems such as Bill or Mary.

• Pleonastic pronouns: Some pronouns such as it can
sometime be pleonastic meaning that they have no ref-
erent. Consider the sentence: It is true that Newton’s
first law can be applied in such situations. Here, the
pronoun it doesn’t refer to anything. In those case we
assign an refid=“-1” to indicate that there is no refer-
ent.

• Communication breakdowns: Sometimes students are
not directly answering the previous tutor question. We
categorize these utterances as communication break-
downs and divide them into two types: soft and hard
communication breakdowns. This an important dif-
ference between dialogue and written text. Often, dia-
logue contains disfluencies, hesitations, abandoned ut-
terances, interruptions or incomplete sentences.

We call a communication breakdown soft when the
human expert can locate the entity referred by the
pronoun with some effort. An example is shown
below where the tutor question is asking about what
happens to the acceleration of the ball. The student’s
response indirectly answers the question by referring
to the ball’s motion. Implicitly, the ball’s motion
indicates something about the ball’s acceleration as
well, however, the student answer does not directly
refer to the acceleration of the ball, which is the focus
of the tutor question.

Example 3:
Q: What does Newton’s second law tell you about the
acceleration of <np id=“213 1” min=“ball”>the
ball</np>?
A: <p id=“213 2” refid=“*213 1”>it</p> will
continue to bounce.

In such cases, we asked annotators to identify the best
entity the pronoun can refer to, given the dialogue con-
text. At the same time, they were instructed to preced
the value of refid by * and to use the “comments” at-
tribute of the p tag to indicate it as a communication
breakdown.

We call a communication breakdown hard if the hu-
man expert cannot infer the referent of a pronoun. To
understand the concept, consider an instance below.

Example 4:
Q: What can you say about objects near earth upon
which the only force acting is the force of gravity
exerted by the earth ?
A:<p id = “99 1” refid = “-2” comments=“no valid
referent - communication break-down”>it</p> is
equal

In this example, the pronoun “it” in the student re-
sponse A has no valid referent simply because the stu-
dent answer makes no sense given the tutor question
Q, the dialogue history, and the problem description.

• Others: For any other cases, assign an refid of “-3”
in <p> tag and describe the case using the comments
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attribute.

4. Results
Once the guidelines were specified, five pairs of annota-
tors were formed to annotate the instances. Initially, each
pair annotated 100 instances independently. Annotators
discussed and resolved the differences after the first round
of annotation. We also updated the guidelines in order to re-
duce confusion and potentially maximize future annotation
agreements. After that, each annotator annotated another
set of 100 instances independently. We present below the
agreement scores and an analysis of the corpus.

4.1. Agreements
To gauge agreements between annotators in each pair, we
considered several parameters: the types of pronouns, the
values of the referents, the locations and positions of the
referents.
Location of a referent indicates where the referent is located
which could be any of these locations: A, Q, Hi, or PROB-
LEM. The positions of a referent are the start and end word
indices in its location. For instance, if a noun phrase lies
between 4th and 6th words (both inclusive) in student’s an-
swer, then its location is A and the positions would be 4,
and 6 respectively. Agreements are computed using kappa
statistics, which measures the degree of agreement between
two annotators while accounting for chance.
We map refid of each pronoun described in section 3.2.1. to
one of the values in the set {hasNPId, 0, -1, -2, -3} where
hasNPId maps to the pronouns whose refid is other than 0,
-1, -2 and -3 i.e. to the pronouns that refer to some true
referents. This allows us to check agreements based on the
type of referent. Kappa statistics in this case was computed
for each pair of annotators and the results are: 0.83 for the
two annotators in the first pair, 0.88, 0.72, 0.81, and 0.82
for the annotators in the second, third, fourth, and fifth pair,
respectively. This leads to an average kappa value to 0.81
which indicates a strong inter-rater agreement.
In the previous computations, we only considered the type
of referent. We also wanted to see how many times the
annotators found exactly the same referent for each pro-
noun. This time, we considered the entities they refer to,
but we ignored their locations (among A, Hi, or PROB-
LEM). Thus, as long as the two annotators assigned the
same value to a pronoun’s referent, we considered the an-
notators agreed with each other. As mentioned, the values
for a referent are a long noun phrase (the value of <np>
tag) and a short noun phrase (the value of the min attribute).
When we considered the short noun phrase as the value, we
obtained the following agreement scores: 0.87, 0.83, 0.88,
0.83 and 0.81, respectively. For the long noun phrase, the
agreement scores were 0.82, 0.65, 0.84, 0.65 and 0.74. Fi-
nally, we computed agreement considering the location and
position of the referent as well. This time we obtained the
following agreement scores: 0.79, 0.66, 0.80, 0.60 and 0.70
for short noun phrase; and 0.76, 0.58, 0.77, 0.58 and 0.56
for long noun phrases.

4.1.1. Disagreements Analysis
The annotation disagreements were due to several reasons.
One of the reasons was complex referents which consists of

Pronouns Count %
hasRef (e.g. it, he, she) 1003 78.11
personal 170 13.23
pleonastic 32 2.49
communication breakdown (Soft) 32 2.49
communication breakdown (Hard) 27 2.10
others 20 2.49

Table 3: Distribution of anaphors

Location Count Percentage(%)
Q 577 53.22
A 342 31.54
P 125 11.53
Q1 28 2.6
Q2 5 0.46

Table 4: Top five locations for antecedents

multiple nouns or noun phrases as in the example below:
TASK: Two friends are standing over a bridge over a
creek. Each friend has a stone. Sarah throws <np
id=“282 1” min=“stone”>her stone</np> straight out
from the bridge so that its initial velocity is horizontal. At
the same time that Sarah’s stone leaves her hand, Billy
drops <np id=“282 1” min=“stone”>his stone</np>
so that it falls straight down.
Q: Which stone will hit the water first?
A: <p id=“282 0” refid=“282 1”>they</p> will hit at
the same time.

Another source of disagreements was with communica-
tion breakdown and pleonastic pronouns. For example,
for some pronouns one annotator considered it a pleonas-
tic while the other did not.

4.2. Corpus Analysis
We analyzed the 1,000 annotated instances to better under-
stand the pronoun use by students in tutorial dialogues. As
we can see from the distribution in Table 3, a great majority
of pronouns (78.11%) refer to actual entities. Students also
use, to a lesser degree, personal and pleonastic pronouns.
We also gathered statistics about the pronoun location - the
results are shown in Table 4. It can be seen that 53.22%
of students’ anaphors refer to entities in the most recent tu-
tor turn (hint/question Q). They also use pronouns to refer
to entities in their response (intra-turn anaphors) which ac-
counts for 31.54% of pronouns. The third major place for
the referents is the problem description (P) which account
for 11.53%. About 2.6% of the time students’ pronouns re-
fer to entities in the hint that immediately precedes the most
recent hint (i.e. Q1). Interestingly, very few pronouns has
referents beyond this Q2 hint the precedes Q1.
Table 5 shows the frequency distribution for most com-
monly found pronouns. The first two pronouns (it and they)
account for more than 65% of the pronouns.

5. Conclusion
In this paper, we described the DARE corpus, a resource
for pronoun resolution in tutorial dialogues. Resolving
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Pronoun Count Percentage(%)
it 658 53.47
they 153 11.94
its 120 9.37
i 61 4.76
you 55 4.29
her 36 2.81
she 34 2.65
them 21 1.63
he 19 1.48
their 18 1.40
his 17 1.33

Table 5: Most common pronouns

pronouns in student responses in tutorial dialogue plays
a central role in assessing the correctness of student’ re-
sponses and providing accurate feedback. To the best of
our knowledge, the presented DARE corpus is the first data
set specifically created to address the task of pronoun res-
olution in tutorial dialogues. The DARE corpus contains
1,000 unique pronoun instances taken from real student-
tutor interactions. The instances were annotated manually
by human experts with high agreements, making the data
set ready to use in the development of advanced pronoun
resolution methods for tutorial dialogues, which is part of
our future work. The data set is publicly available as of this
writing at: http://language.memphis.edu/nobal/AR/ .
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