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Abstract
This paper presents an Ontology Learning From Text (OLFT) method follows the well-known OLFT cake layer framework. Based on
the distributional similarity, the proposed method generates multi-level ontologies from comparatively small corpora with the aid of
HITS algorithm. Currently, this method covers terms extraction, synonyms recognition, concepts discovery and concepts hierarchical
clustering. Among them, both concepts discovery and concepts hierarchical clustering are aided by the HITS authority, which is
obtained from the HITS algorithm by an iteratively recommended way. With this method, a set of diachronic ontologies is constructed
for each year based on People’s Daily corpora of fifty years (i.e., from 1947 to 1996). Preliminary experiments show that our algorithm
outperforms the Google’s RNN and K-means based algorithm in both concepts discovery and concepts hierarchical clustering.
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1. Introduction
Previous research showed that distributional similarity
based method achieved a helpful result in word semantic
variation and change analysis on a diachronic corpus in
both overall trends and word-level characteristics (Zou et
al., 2013). However, this word-level analysis suffered from
the problem of data sparseness. It is widely accepted that
ontologies can facilitate text understanding and automat-
ic processing of textual resources. Moving from words to
concepts not only mitigates data sparseness issues, but also
promises appealing solutions to polysemy and homonymy.
Thus this paper aims at designing an Ontology Learning
From Text (OLFT) method and applying it to construct a
set of diachronic ontologies from such a diachronic corpus
(i.e., People’s Daily corpus from 1947 to 1996). These
diachronic ontologies could be meaningful Chinese lan-
guage resource for computational linguistics, sociolinguis-
tics and related areas as they are promisingly more robust
in diachronic analysis such as word semantic variation and
change, concepts evolution, topics tracking, etc.
The OLFT approach designed in this paper follows the
well-known OLFT cake layer framework (Cimiano, 2006).
We adopt a distributional similarity based method to dis-
cover semantically similar words, and then a HITS (Klein-
berg, 1999) and K-means (MacQueen, 1967) based method
is applied to cluster these similar words hierarchically and
a multi-level ontology is then generated. The proposed
OLFT approach proved more flexibility on comparatively
small corpora as the corpus for each year is not enough and
tends to be sparse in ontology learning task. According to
Sowa1, ontologies can be categorized into three types: for-
mal, prototype-based and terminological ontologies. The
ontologies constructed in this paper is prototype-based and
each concept is presented by a synset.
The contribution of this work is three-fold: 1) A new
method on ontology learning from unstructured text on

*To whom all correspondence should be addressed.
1http://www.jfsowa.com/ontology/gloss.htm

comparatively small corpora; 2) Publicly available2 di-
achronic ontologies constructed from People’s Daily from
1947 to 1996; 3) A fresh perspective on diachronic anal-
ysis provided by diachronic ontologies for computational
linguistics, sociolinguistics and related areas.

2. Ontologies construction methodology
The OLFT method designed in this paper follows the step-
s described in well-known OLFT cake layer framework
(Cimiano, 2006). According to this methodological ap-
proach, an ontology is built bottom-up starting from words
that composing a text. First, domain-relevant terms are ex-
tracted, representing domain terminology. Terms are then
aggregated into classes of synonyms and subsequently in-
to concepts. The latter are then organized into a hierar-
chy or taxonomy through the relations of hyponymy and
thereafter placed in relation with each other by means of
non-taxonomic semantic relations. Finally, a set of rules
is defined by means of logical inferences. At present, our
ontology learning method just includes the first four layers
from the bottom and we refer these steps as terms extrac-
tion, synonyms recognition, concepts discovery and con-
cepts hierarchical clustering respectively.

Figure 1: Ontology Learning Layer Cake (Cimiano, 2006)

2http://klcl.pku.edu.cn/clr/ontology/diachronic47-96.zip
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2.1. Terms extraction
For simplicity, we segment the raw text of People’s Daily
and tag each of the words with a part of speech using Chi-
nese Lexical Analysis System (ICTCLAS) (Zhang, 2002).
All the words are taken into account except for stop words
and low-frequency words.

2.2. Synonyms recognition
Our method is based on the hypothesis of distributional
similarity. Both lexical and syntactic contexts are consid-
ered in similarity computation. For lexical contexts, dif-
ferent window lengths are selected for terms with differ-
ent parts of speech; For syntactic contexts, parts-of-speech
of the neighboring words are considered. Thus, each ter-
m is represented by a vector associated with its distribu-
tional features. Each dimension of the vector is the PMI
(Point-wise mutual information) of the corresponding fea-
ture. Afterwards, cosine similarity of each pair of terms is
calculated in the subsequent synonyms recognition.

2.3. Concepts discovery
We adopt a HITS (Kleinberg, 1999) based algorithm to
cluster terms into concepts. Given cosine similarity of each
pair of terms, an empirical thresholds is set to retrieve a
group of synonyms for each term. The term together with
its synonyms can be viewed as initial concepts. Afterward-
s, the HITS algorithm is applied to enable terms in a initial
concept to recommend each other iteratively. Then each
term in the initial concept gains an authority value after
the iterations convergence. A term may appear in several
initial concepts. At present, our method ignores polysemy
and homonymy, which means each term should be includ-
ed in only its most related concept. The intimacy between
the term and each of the concepts containing the term is
represented by the distributional similarity weighted with
the HITS authority. This intimacy is calculated and ranked.
The term retains in the concept with highest intimacy and
excluded from other concepts with lower intimacy.
Figure 2 illustrates how HITS algorithm is applied to ex-
clude terms with lower intimacy to a certain concept and
the terms with higher intimacy are retained in the concept.
Terms (usually two terms) with highest authority are seen
as semantic tags which represent major parts of the many
aspects of the concept semantics. The top two terms in each
concept are selected as the label of the concept, represent-
ing the meaning of this concept.

2.4. Concepts hierarchical clustering
In the following step, each concept is viewed as a term to
do the HITS based clustering hierarchically. The hierarchi-
cal clustering of concepts is performed in a similar way to
concept discovery described in 2.3. The slight difference is,
when dealing with upper level of clusters, an iterative al-
gorithm, K-means (MacQueen, 1967), is adopted to find a
most appropriate larger cluster for a smaller one to be fixed
into. Unlike the conventional K-means method, sub-center
number K in our algorithm is not manually designated, but
determined by similarity values between sub-cluster pairs
and modifications of parameters. Given a fixed set of pa-
rameters, the ontology constructed in our algorithm is defi-

Figure 2: An initial concept roughly generated is on the left,
with some terms with lower intimacy excluded, the final
concept with its composing terms is shown on the right, the
intimacy between the term and the concept is also shown
on the right of the term.

nite. Adequate iterations of K-means guarantee that, when
a new level of clusters are merged, each of them contains
highly semantically associated sub-clusters.
The detail of concepts hierarchical clustering is shown in
ALGORITHM 1. The inputs of the algorithm are the
first level concepts aggregated in the former step (denoted
as Conception), matrix with similarities for each pair of
terms (denoted as M0), required levels of hierarchical clus-
tering (denoted as n) and iterations for K-means algorithm
(denoted as m). The output is the hierarchical clusters (de-
noted as Ontology).

ALGORITHM 1: ONTOLOGY GENERATION
1. ONTOLOGY-CLUSTERING(Conception,M0, n,m)
2. Use Conception to initialize Ontology1;
3. for level← 2 to n

4.
Calculate matrix Mlevel−1 of similarities between

pairs of level − 1 clusters;
5. Generate initial cluster Cluster0 according to Mlevel−1;
6. for iteration← 1 to m

7. Apply HITS Algorithm to every item in Cluster0;

8.
Adjust Cluster0 to form Cluster1 according to

HITS authority values;
9. Cluster0← Cluster1;
10. Record Cluster0 after the loops above as Ontologylevel;
11. return Ontology;

2.5. Diachronic ontologies construction
By applying the above steps to diachronic corpus of Peo-
ple’s Daily (i.e., from 1947 to 1996) of each year, the yearly
diachronic ontologies are constructed. As words in differ-
ent times may have different senses, the diachronic ontolo-
gies could be meaningful Chinese language resource for
computational linguistics, sociolinguistics and related areas
as they are promisingly more robust in diachronic analysis
such as word semantic variation and change, concepts evo-
lution, topics tracking, etc.

3. Evaluation
To verify the effectiveness of ontologies constructed
through our method, we choose Google’s RNN and K-
means based concepts discovery and concepts hierarchi-
cal clustering algorithm (which is implemented in the open
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source word2vec project3) as the baseline. We adopt HIT
IR-Lab Tongyici Cilin (Extended)4 provided by Harbin In-
stitute of Technology as the standard for evaluating the
quality of concepts clustering, by computing distances of
words in each of our trees when mapping to Cilin. Since
Cilin and our corpora cover not exactly the same vocabu-
laries, we ignore words which do not appear in at least one
of the trees. Average distances are calculated. Provided one
result is perfect, its average distances should be 0.
Since the baseline approach requires cluster number before
computation, we give it our Level 0 and 1 cluster number-
s respectively. We calculate the average distance and the
variance of all word pairs in an ontology when mapping to
Cilin for both methods. As is shown in Table 1 and 2, our
method achieves a better performance since its average dis-
tances are obviously shorter than the baseline. Although
the average distances of our method are shorter than those
of the baseline, they are still relatively large. Because our
ontology mainly focuses on semantically similar words and
their changes through time while Cilin is a static ontology
(tree) for synonyms.

Method Average Distance Variance
Baseline 4.384 1.310

Our Approach 2.685 2.149

Table 1: Evaluation of concepts discovery using word-pair
average distance (14,314 clusters for both approach).

Method Average Distance Variance
Baseline 4.383 1.318

Our Approach 3.416 1.903

Table 2: Evaluation of concepts hierarchical clustering us-
ing word-pair average distance (6,642 clusters for baseline
method).

4. Language resource description
The raw data of our ontology construction is People’s Daily
of fifty years (i.e., from 1947 to 1996). We have constructed
a set of diachronic ontologies and they are publicly avail-
able online5.

4.1. Annual diachronic ontologies
The ontology of each year contains 8 levels and we on-
ly consider words with frequencies not lower than 100.
Numerals, punctuations, non-morpheme words, quantifier-
s and function words are excluded. Raw data sizes and
vocabularies range from 26-130MB (with about 6M-12M
words after segmentation) and 5,000-10,000 respectively.
Take the year 1995’s ontology with vocabularies of 9,991
as an example. Its nodes of levels from 0-8 are listed in
Table 3.

3https://code.google.com/p/word2vec/
4http://ir.hit.edu.cn/demo/ltp/Sharing Plan.htm
5http://klcl.pku.edu.cn/clr/ontology/diachronic47-96.zip

Level Nodes
0 9,991
1 5,985
2 2,765
3 1,290
4 600
5 251
6 96
7 33
8 12

Table 3: Nodes of levels from 0-8 in 1995’s ontology
(Nodes in Level 0 are words while in other levels are clus-
ters).

Our ontologies are in XML format (as is shown in Figure
3). Each item in the lowest level denotes a term, and its
attributes contain frequency in the year’s corpus, its part-
of-speech and its HITS authority weighted similarity in the
cluster. Two terms with the highest values are selected as
labels for each cluster. They can roughly indicate the senses
of the cluster. For upper levels, labels are combined and
they represent different aspects of a rather large cluster. The
maximum number of words in a label is restricted to 20.

Figure 3: The sample XML format of our ontologies.

Our algorithm is able to produce relatively satisfactory re-
sult on a small corpus. For example, the corpus for 1977 is
only 26MB (segmented text) and contains 4,269,940 words
(including punctuations and all the other segments). The
ontology is still semantically meaningful although fewer
words are contained because of rather low word frequen-
cies. Its nodes of levels from 0-8 are listed in Table 4.
The annual diachronic ontologies are suitable for research-
ing on gradual semantic changes and concept revolution a-
mong consecutive years. However, the word frequencies
are low and it is recommended to combine some consecu-
tive years as a period to reduce data sparseness.

4.1.1. Diachronic ontologies of periods
The parameters set for period ontologies construction are
similar to annual ones while word frequency is restricted to
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Level Nodes
0 7,172
1 4,404
2 1,978
3 922
4 428
5 168
6 62
7 24
8 14

Table 4: Nodes of levels from 0-8 in 1977’s ontology
(Nodes in Level 0 are words while in other levels are clus-
ters).

above 300 since the corpus for each period is relative larg-
er. We manually divide the 53 years (from 1947 to 1999)
into 8 periods according to major political events and cor-
pora sizes. Evident political events considered are socialist
transformation (before 1956), “3 years of natural disaster”
(1959-1961), the Cultural Revolution (1966-1976), and etc.
Corporal sizes of periods are around 400 Megabytes. The
approximate data size are around 10,000 to 11,000 terms
on the lowest level in each of the ontology. Table 5 lists the
periods and their cumulative file sizes of segmented TXT
format corpora. Table 6 shows the nodes of Level 0 to 8 in
ontologies of the 8 periods.

Periods Sizes of corpora (Megabytes)
1947-1954 406
1955-1960 440
1961-1967 425
1968-1976 409
1977-1983 405
1984-1988 370
1989-1994 427
1995-1999 381

Table 5: Manually divided periods and their respective raw
data sizes.

5. Examples of diachronic analysis
By analysing synonyms in corpora of different eras, our
method can reveal semantic changes of a term by compar-
ing its neighboring terms or clusters.
Take the word ”Sº”(spring wind) as an example. Cilin
relates it to other types of winds as is shown in Figure 4.
Our diachronic ontologies can show changes of word se-
mantics through time. For example, in the era of the Cul-
tural Revolution(1966-1976), the political meaning of “S
º” (spring wind), positive changes of policies which ben-
efit the people, is accentuated. So “Sº” (spring wind)
and “SX” (spring thunder) are highly related with “U
Õ” (good news) and “$�” (report of success) in 1968-
1976 corpora as is shown in Figure 5. During the year
1995-1999, the days of revolution are gone and the us-
age of “Sº” (spring wind) mainly focuses on topics of

Figure 4: “Sº” (spring wind) and its synonyms in Cilin.
The left column shows the precise position of the lowest-
level clusters in Cilin ontology (tree). These small clusters
(in level 1) belong to the same larger cluster in level 2.

weather. So we can see that in Figure 6 which partly shows
the 1995-1999 result, words such as “º” (wind), “�º”
(north wind), “�” (rain), “È” (snow) and “Ò” (mist) are
in its nearby clusters.

Figure 5: Part of 1968-1976 ontology showing “Sº”
(spring wind) and its semantically similar words.

Figure 6: Part of 1995-1999 ontology showing “Sº”
(spring wind) and its semantically similar words.

Semantic changes may lead to polysemy. Figure 7 and 8
indicates the semantic changes of “�*” (miss, young la-
dy) according to ontologies of in 1984-1988, 1989-1994
and 1995-1999. As is shown in the figure, “�*” main-
ly refers to lady or attractive young woman in the corpora
of the 1980s. While in the early 1990s, it mostly means
waitress (e.g. restaurant waitress or ritual girl) in the ser-
vice industry since China’s economy was expanding at an
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Periods 0 1 2 3 4 5 6 7 8
1947-1954 10,334 4,469 2,124 1,007 441 184 85 28 9
1955-1960 10,878 4,774 2,210 1,082 506 221 73 26 11
1961-1967 10,915 5,093 2,368 1,134 534 225 83 24 9
1968-1976 9,951 5,041 2,319 1,102 491 214 80 28 12
1977-1983 11,619 5,677 2,697 1,295 591 257 106 42 14
1984-1988 11,443 5,507 2,563 1,225 545 222 89 33 12
1989-1994 13,097 6,055 2,690 1,277 576 242 96 34 15
1995-1999 11,725 5,904 2,702 1,269 557 218 85 33 14

Table 6: Nodes of Level 0 to 8 in ontologies of the 8 periods.

amazing speed after the opening and reform policy. In the
late 1990s, the word implies other aspects and it may be
on the way to develop polysemy again. With “P�”(boss)
in the same cluster, “�*” might have gained meanings of
female secretary or prostitute.

Figure 7: Part of 1984-1988 ontology showing “�*”
(miss, young lady) and its semantically similar words.

Figure 8: Part of 1989-1994 ontology showing “�*”
(miss, young lady) and its semantically similar words.

Nevertheless, the changes of synonyms or neighboring
clusters of a term does not always denoting semantic
changes of the term. Another exception is that a new top-
ic may appear in a specific era and the similar terms for
the topic emerge and change through ontologies of differ-
ent years or periods. For example, during 1977-1983, “�

Figure 9: Part of 1995-1999 ontology showing “�*”
(miss, young lady)and its semantically similar words.

Á” (examination) and “p�” (National College Entrance
Examination, NCEE) are highly similar. In the meantime,
new terms such as “¼Ç” (teaching by correspondence)
and “gÆ” (self-study) appear due to new phenomena in e-
ducation. However, it does not necessarily mean that the se-
mantics of “�Á” (examination) have evident changes. Be-
cause in the early 1980s, “p�” (NCEE), “¼Ç” (teaching
by correspondence) and “gÆ�Á” (self-study examina-
tion) became hot topics after the Cultural Revolution, a dark
age when learning was abandoned and condemned. And
“�Á” (examination) is highly related to the topic.

6. Conclusions and Future Work
This paper proposes a HITS based ontology learning al-
gorithm from unstructured Chinese text and presents a set
of diachronic ontologies constructed from People’s Daily
corpora of fifty years (i.e., from 1947 to 1996). Prelimi-
nary experiments showed that the proposed method outper-
forms Google’s RNN and K-means based algorithm in both
concepts discovery and concepts hierarchical clustering for
small-scale and incremental corpora. The diachronic on-
tologies could be meaningful Chinese language resource
for computational linguistics, sociolinguistics and related
areas as they are promisingly more robust in diachronic
analysis such as word semantic variation and change, con-
cepts evolution, topics tracking, etc.
Further researches may include the following aspects.
Firstly, polysemy and homonymy should be considered.
Secondly, there are other important aspects of ontology
learning, such as relationship and axiom schema learning
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and etc. And how to compare and merge similar parts of
ontologies in different eras is also a tough problem.
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