The SYN-series corpora of written Czech

Milena Hnatkova, Michal K fen, Pavel Prochazka, Hana Skoumalova

Charles University in Prague, Faculty of Arts
Nam. Jana Palacha 2, 116 38 Praha 1, Czech Republic
{milena.hnatkova, michal.kren, pavel.prochazka, hdmaumalova}@ff.cuni.cz

Abstract

The paper overviews the SYN series of synchronic corpora of writteeckt compiled within the framework of the Czech National
Corpus project. It describes their design and processing with a fottleecannotation, i.e. lemmatization and morphological tagging.
The paper also introduces SYN2013PUB, a new 935-million newspapeus of Czech published in 2013 as the most recent addition
to the SYN series before planned revision of its architecture. SYN20B3#ld be seen as a completion of the series in terms of titles
and publication dates of major Czech newspapers that are now cduecednplete volumes in comparable proportions. All SYN-series
corpora can be characterized as traditional, with emphasis on clegrgdgta issues, well-defined composition, reliable metadata and
high-quality data processing; their overall size currently exceedsilichisunning words.
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1. Introduction grows over time, as well as to reflect improvements of the
cwanotation. After publication of SYN2013PUB described

In section 4, SYN version 3 is currently available with its

size exceeding 2.2 billion running words.

The Czech National Corpus (CNC) as a language resear
infrastructure strives for extensive and continuous magpi

of the Czech language. This effort results in compilation, Il SYN X be ch ed ditional
maintenance and providing access to a number of corpo ~series corpora can be characterized as traditiona

that represent different language varieties. The paper cot@S OPPosed to the web-crawled corpora), with emphasis on

centrates on corpora of contemporary written Czech makcleared copyrlght ISSUes, well-defined composition, bd#aa
ing up the SYN series and summarized in Table 1. Pleasg]etadata and high-quality data processing outlined in the
note that the sizes are given in running words, i.e. token& Xt section.

not including punctuation and numbers. . .
The series currently consists of 6 standard reference cor- 2. Text processing, standardization and

pora. All of them are disjoint, i.e. any document can be clean-up

included only into one of them. The reference corpora ardlext acquisition is based on agreements with publishers
invariable entities in order to ensure that identical qgeri who also provide the CNC with texts in electronic format.
always give identical results. Prefix “SYN” denotes their The next step is unification of various input formats into a
synchronic nature and it is followed by the year of pub-common intermediate format that includes also publisher-
lication (e.g. SYN2005 was published in 2005). As for specific treatment (if necessary). This processing step is
their contents, there are two kinds of reference corpora: basupervised by a human who selects the appropriate set of
anced and newspaper ones. The latter are composed solggripts, sets the thresholds and decides about possitge ada
of newspapers and magazines and this is denoted by thdwtion of the individual programs. During this conversion
suffix “PUB”. The 3 balanced corpora cover 3 consecutivestep, all objects of non-textual nature (e.g. figures) are re
time periods and they contain a large variety of written genplaced with XML entities denoting their removal.

res (including also fiction and professional literature)-su Manual (in case of non-periodicals) or semi-manual (pe-
classified into 74 categories in proportions based on lanriodicals) metadata annotation takes place afterwards. It
guage reception studies. The composition is described imcludes adding both bibliographic information and eval-
detail in Kfen (2013) that also discusses strong and weakiative text-type and genre markup. This is combined with
points of their concept of representativeness and balance.quality control and possibility of (semi-)manual corrects

The reference corpora were processed with state-of-the-a®f various kinds, as this is the last opportunity for human
versions of all tools (including tokenization, morpholegii  intervention. All subsequent processing is fully automati
tagging etc.) available at the time and remained unchangeand it includes the following procedures:

since then. As a result, their processing may not correspond . ]

to today’s standards and it is also not comparable from one ® Paragraph-level foreign languages detection.
reference corpus to another. Therefore, the super-corpus
SYN was introduced as a union of all the reference cor-
pora consistently re-processed with the newest versions of e Detection and removal of paragraphs that contain too
available tools (Ken, 2009). Size of SYN equals to the many numbers or punctuation symbols, too few char-
sum of sizes of the respective original reference corpora  acters with diacritics etc. The detection is based on
(with a small difference caused by different tokenization) thoroughly tested thresholds of these basic features
that are available as its subcorpora. SYN is a non-reference  and their combinations that indicate paragraphs with
corpus intended to incorporate new corpora as the series  corrupted or contextless content (tables, lists etc.).

e De-duplication (on document level).
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| corpus | size \ type | contents | time span

SYN2000 100 mil. reference balanced | most of the texts from 1900-1999
SYN2005 100 mil. reference balanced | most of the texts from 2000-2004
SYN2010 100 mil. reference balanced | most of the texts from 2005-2009
SYN2006PUB| 300 mil. reference | newspaper newspapers and magazines from 1989-2004
SYN2009PUB| 700 mil. reference | newspaper newspapers and magazines from 1995-2007
SYN2013PUB| 935 mil. reference | newspaper newspapers and magazines from 2005-2009

| SYN | 2232 mil. | non-reference  union | re-processed unification of the reference corppra

Table 1: Currently available SYN-series corpora.

It should be stressed that the texts are not corrected in any token with a hyphen that should be treated in a differ-
way, the whole paragraph is either left intact or deleted as  ent way must be explicitly marked.

a whole. The only exception are errors that result from
incorrect text processing or obvious mistakes where the
writer’s intention was undoubtedly different from what can
be found in the text, cf. subsection 3.1.

The data processing outlined in this section combines fully ~ If the part after the hyphen is not an existing word,
automatic steps with human-supervised and even manual  both parts are first joined together, and the hyphen is
ones. This is necessary to keep high quality standards that restored again after the analysis, esgi-firoman—

are not compromised despite the growing amount of the  SCi_firoman(sci-fi novel).

data (Kfen, 2009).

If both parts are inflected, then the token is separated,
e.g. Brné-LiSni— Brné - LiSni(Brno-LiSen, a city
quarter).

e Correcting errors caused by electronic processing of

. the text, either by OCR, PDF conversion, or simply
3. Annotation wrong encoding of the texts, e.gAnglie — Anglie
The SYN-series corpora are lemmatized and morpholog-  (England)pous — pout (funfair), etc.
ically tagged. The lemmatization and tagging comprises
of several stages: pre-processing, morphological analy- e Correcting other frequent mistakes which were not in-
sis (including also segmentation and tokenization), post-  tended by the author, e.9sm— Osm(eight),Zdenék
morphological processing, disambiguation and final post-  — Zdengketc.
processing. More detailed description can be found in

) : This includes also separating erroneously glued
Hnéatkova et al. (2011).

words, e.gvPraze— v Praze(in Prague), and gluing
3.1, Pre-processing erroneously separated parts of words, dagografi e

— fotografie(photograph).
The pre-processing involves several operations which are

very different in their nature: 3.2. Morphological analysis

« Replacing some characters or strings with XML enti- Segmentation (sentence boundary detection), tokenizatio

ties: e.q. e-mail addresses and URLS are replaced witﬁmd morphological analysis are interconnected and carried
' -9 . : P out by the tool called LanGR (Katah, 2006). The morpho-
&email; and &url;, respectively.

logical module itself is an adapted version of a tool origi-

o Joining some multi-word units together because offally developed by Jan Haj(Hajic, 2004). Itis based on a
further morphological processing. For instance, thepompr_ehenswe (_Jllc_tlonary_ containing ca 850 thousand lex-
nameMao Ce-tungs inflected only in its second part ic@l units. The dlct|on.ary is continually .bemg gpdated and
asMao Ce-tungaMao Ce-tungovetc., i.e. only the f:orrected, anew version of the module is published approx-
nominative is used foMao. However, if only the first  imately two or three times a year.
part of the name is used, it gets inflected itselk, The morphological analyzer assigns all possible morpho-
Maovi etc. To be able to analyze the full name in its logical interpretations (i.e. a set of pairs consisting ofrm
inflected forms during the later stages, both parts ar@hological tag with corresponding lemma) to every token.
joined together and the name is treated as a single unithis is done regardless of context, so that identical tokens

during the morphological analysis. The full name is @lways get the same set of lemma—tag pairs. The output of
restored in stage 3.5. LanGR is thus a sequence of tokens divided into separate

sentences, where every token is accompanied by a list of
e Treating hyphens. There is a productive forming of possible lemmas and tags.
compounds in Czech, e.gfesko-anglicky(Czech- For tagging the older corpora (SYN2000, SYN2005,
English) where only the second part is inflected. AsSYN2006PUB), the original tagset provided by the mor-
it is not reasonable to list all combinations in the dic- phological module was adopted with its 3296 tags. As
tionary, the first part is hidden, only the second part isCzech is an inflectional language with high degree of syn-
analyzed and then the first part is restored again. Angretism, some of the tags contain variable values denoting
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] | morphology | safe rules | phrasemes]| rules with heuristics

average no. of tags per token 12.81 2.71 2.7 2.17
average no. of tags per ambiguous token 19.60 5.84 5.85 5.04
percentage of unambiguous tokens 36.53% 64.63% 65.02% 71.14%

Table 2: Number of tags per token after the individual dis@udition steps.

any case, any gender, non-feminine gender etc. This veB.4.3. Linguistic rules with heuristic

sion of the morphological module assigns 3.88 tags per toln the next step, the linguistic rules are applied once again
ken in the average. but this time including also heuristics to eliminate very
For the newer corpora (SYN2009PUB, SYN2010,improbable readings. For instance, vocative readings are
SYN2013PUB), the tagset was purged from the variablesleleted for all word forms with another, non-vocative read-
and only exact values for every category are used sincig. The system contains 3509 rules with heuristics.

then. The number of tags in thus adjusted current tagsekfter this step, the average number of possible analyses per
is 5711, and the average number of tags per token in token drops down to 2.17. The total amount of work done
non-disambiguated text rose to 12.81. by the linguistic rules and the phraseme module is shown

: . in Table 2.
3.3. Post-morphological processing

Before the disambiguation, some corrections to the outpu8.4.4. Stochastic tagger
of the morphological analysis are made: The disambiguation is finished by stochastic taggerddor
Votrubec, 2006). It is very robust and it does not require
iew training if the tagset or data change only slightly. It
is also the best of all taggers tested on PDT data, with the
e Over-generated readings of homonymous word formsccuracy of 95.12 % (Spoustova et al., 2007).

are eliminated, e.g. common word foikofen (root) _

also has a (virtually impossible) reading as passive3.5. Post-processing

participle derived from the verkofit se (to humble  The final post-processing includes basically these diftere

oneself, to worship) which is eliminated in this stage. tasks:

e Lemmas and tags are assigned to joined forms, e.
Mao_Ce_tungoyisci_firomaretc.

3.4. Disambiguation

During the disambiguation stage, one lemma-—tag pair is se-
lected depending on the context of the particular token. To
achieve this goal, a combination of rule-based and stochas- ®
tic methods is used successively in the following 4 steps.
The rule-based module (implemented in LanGR) performs

e Restoring multi-word units joined together in the pre-
processing stage.

Adding verbal aspect to the tags. The morphologi-
cal module itself does not provide this information,
although it is available in the source lexicon. There-

shallow parsing of the sentence and eliminates grammati-
cally inconsistent lemma-tag pairs (Petked006).

3.4.1. Safe linguistic rules

The first step is very conservative and only safe rules are
applied in order not to delete a correct lemma—tag pair.
The system contains 3191 safe linguistic rules; an exam-

fore, a separate program is needed to add the aspect
information.

e Re-classification of parts of speech in cases where
the concept of the morphological module is different
from what we believe is more founded (this concerns
mainly the relation between adverbs and particles).

ple of such a rule is eliminating the prepositional reading
of the word formseif it is followed by anotheise Nesnese
se(Refl) se(Refl/Prep) sestrou.

e Omitting categories that do not have good sense lin-
guistically in a given combination, e.g. number with
reflexive pronouns or tense with passive participles.

3.4.2. Phraseme identification module . ]

The second step is identification of phrasemes and collo3-6.  Evaluation of the tagging

cations (Hnatkova, 2011). This enables disambiguation of he results are difficult to evaluate because there is no cor-

their individual parts, which helps in further applicatioh  pus manually tagged with the current tagset applied on the

linguistic rules. For the identification, a list of phraseme newer SYN-series corpora. An attempt at the evaluation
and collocations containing ca 32 thousand items is usedvas made in Skoumalova (2011) with reported accuracy

The individual items are not necessarily treated as fixe®4.57 %. However, the results cannot be directly compared,

strings, they can be inflected or conjugated, their word oras the evaluation had to be based on morphological data

der changed, or they can contain variables, i.e. slots thdtom the PDT (Hajt et al., 2006) that uses tags with vari-
can be occupied by any word from a list, or by any word ofables, cf. subsection 3.2. Therefore, the reported acgurac

a given part of speech. is lower than the results of other evaluations (Spoustova et

For instance, the word formlavni (main) is homonymous al., 2007) on the PDT tagset that report accuracy between

with both instr. sg. and gen. pl. dflaven(gun barrel). 95.34% and 95.68 % depending on the combination of tag-

However, the phraselavni nddraZziimain station) is listed gers and linguistic rules. However, the PDT tagset is more

and identified, so the latter reading can be eliminated. coarse-grained and thus less precise.
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Figure 1: Composition of major periodicals in corpus SYNsien 3.
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In the near future, we plan to create an evaluation corpu$he major plus of corpus SYN is its composition, as it now

manually tagged with the current tagset, in order to be ableovers complete volumes of all major Czech newspapers
to measure the accuracy of the described tagging procedurigom 1998-2009 in comparable proportions (cf. Figure 1;

the sizes are given in millions of running words). There-

fore, SYN2013PUB can be seen as a completion of the
SYN series in terms of titles and publication dates of major

Czech newspapers.

4. SYN2013PUB

Version 2 of super-corpus SYN suffered from one draw-
back: under-representation of some combinations of title 5. Conclusion and future plans
and time period in its newspaper partréq, 2013). This Both SYN2013PUB and SYN version 3 are available to all

problem was tackled by processing a large number of rfafegistered users of the CNC via one of the standard inter-

spective texts that now make up corpus SYN2013PUB. lt'%aces (Machalek and fién, 2013) att t p: / / kor pus
a new corpus of written Czech newspapers and magazin%sz_ Apart from that, boih corpora are also available to

published in 2013 and sized 935 million running words Itthe research community as datasets in shuffled format, i.e.

comprises 44 different newspaper and magazine titles fro Iv- locks of texts si 100 tokens-
2005-2009. The major part consists of the most influen-anOIOm y-ordered blocks of texts sized max. 100 tokens;

. . . ) . _this requirement results from the agreements with publish-
tial national press and tabloids (Mlada fronta DNES, Pravo IS requir resuiis gr nts with publis

T‘OSPOdaSkT noviny, lepvlg n;vmy, Bl.eSk)' RApf)lart ffl?,rg In the near future, architecture of the SYN series will be
them, popu ar non-specialize magazlnes( ETeX, 1Y0€Mevised to reflect the need for fresh data and to facili-
Respek) angl Internet penodwgls (aknatrz, Britske listy, tate monitoring language change. Also the toolchain de-
centlrum.cz, idnes.cz) are also included. scribed in section 2 is currently being completely rebuilt
Regional newspapers are represented mostly by tens of thiing more standard and up-to-date tools, in order to speed
most widespread titles published by Vitava-Labe-Press anfl the data processing while retaining the present quality.
subsumed under Deniky Bohemia and Deniky MoraviaThese are the main reasons why we concentrated on pro-
Apart from them, there are also 15 small independent 10¢essing and making available as much older data as possi-
cal newspapers included into SYN2013PUB (e.g. Jihlavskge in SYN2013PUB. As a result, the SYN-series corpora
listy, Kopfivnicke noviny, Ostravska radnice, Prégivsky  gescribed in this paper will soon be followed by newly-
vecernik, Roudnické noviny etg.). Thls.shows that an eﬁortprocessed enhanced corpora, including e.g. thematically-
was made to cover a large variety of different sources.  marked sections within periodicals, that will cover writte

As a result of publication of SYN2013PUB, the non- Czech from 2010 onwards.

reference super-corpus SYN has been updated accord-

ingly and made available in its version 3. It contains 6. Acknowledgement

texts of all the reference SYN-series corpora (includingThis paper resulted from the implementation of the Czech
SYN2013PUB) re-processed with state-of-the-art version®National Corpus project (LM2011023) funded by the Min-
of the tools. Size of SYN version 3 thus exceeds 2.2 billionistry of Education, Youth and Sports of the Czech Republic
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