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Abstract
In this paper, we describe the expansion of the ODIN resgardatabase containing many thousands of instances dfrietarGlossed
Text (IGT) for over a thousand languages. A database cantpim large number of instances of IGT, which are effectivétply
annotated and heuristically aligned bitexts, provides igueresource for bootstrapping NLP tools for resource-panguages. To
make the data in ODIN more readily consumable by tool dews®pnd NLP researchers, we propose a new XML format for IGT,
called XigWe call the updated release ODIN-II.

Keywor ds: Resource-poor languages, multilingual resources, bapiging NLP tools, Interlinear Text

1. Introduction (1) Rhoddodd yr athro lyfr it  bachgen ddoe
gave-3sg the teacher book to-the boy yesterday
In the past two decades, there has been substantial progress “The teacher gave a book to the boy yesterday” (Bailyn,
in natural language processing (NLP), largely due to the ~ 2001) [cym]
large number of annotated corpora that have been created,

such as treebanks and PropBanks (Kingsbury et al., 200

. ) - é% this paper, we describe a resource that will enable the
» which have been used to train and test statistical NL_community to more readily experiment with the IGT data

systems. However, creating these resources is expens%(;pe. To create this resource. which we call ODIN-II. we

and I?bor intensive; as a result, the vast majority of thebegin with the Online Database of Interlinear Text (ODIN,
W.OHdS languages lack such resources, and consequentIIYeWiS and Xia (2010)), a collection of IGT data from lin-
high-performance NLP tools. guistic documents on the Web, described in Section 2. Next,
To address this deficiency, recent studies have proposegle describe the process of enriching the IGT data (which
taking advantage of resources containing data in bothhcludes cleaning and normalizing IGT instances, and pro-
resource-rich and resource-poor languages. One SuUGBcting syntactic information from the translation linethe
method involves processing one side of bitexts (th§anguage line), and demonstrate that the enriched IGT data
resource-rich language) and projecting the enriched-inforcan pe used to bootstrap NLP tools such as parsers. Third,
mation to the other side of the bitext (the resource-pooiye review Xigt, a new XML format for representing the
language) via word alignments (Yarowsky and Ngai, 2001 gnriched IGT data. The ODIN data (including the original
Hwa et al., 2005). A challenge to this approach is that thergnd enriched IGT) is available to the pubtic.

might not be a large enough supply of bitexts for both lan-

guages to allow for the training of a high-quality statiatic

word aligner. In our previous work (Georgi et al., 2013), we 2. Building ODIN

have shown that one can bootstrap NLP tools for resource-

poor languages by taking advantage of Interlinear Glosse-drhe_ mechanical processes for constructinga datgbase O.f in-
Text (IGT). terlinear text such as ODIN were first described in (Lewis,

) . 2003). Lewis (2003) observed that IGT is as a rich source of
IGT is a common format that linguists use to present lanyn . jistic markup, and a collection of harvested IGT could
guage data relevant to a particular analysis. Itis most COMyze "yreated as a gateway to the construction of a resource
monly presented in a three-line form, a sample of which ;g e qenting the conceptual space of the field of linguis-
shown in (1). The first line, thianguage lin gives data tics, such as an ontology of linguistic concepts (Lewis et

for the language in question, and is either phonetically eN31. 2001: Farrar and Langendoen, 2003). It quickly be-

coded or transcribed in the language’s native orthography., e clear that the database of IGT itself was directly of
The second line, thgloss ling contains a morpheme-by- ,qe 5 the field of linguistics, in addition to secondary re-

morpheme or word-by-word gloss for the data on the lanqces like the ontologies derived from it (Xia and Lewis,
guage line. The third line, theanslation ling contains a  544g: | ewis and Xia, 2008). The ODIN database is created

translation of the first line, often in a resource-rich laage in two stages: automatic construction, followed by manual
such as English. There could be additional lines ShOWinQ:orrection

other information such as a citation and a language name
and/or code. In Ex (1)Bailyn, 2001)is the author of the
IGT instance, andymis the language code for Welsh. http://faculty.washington.edu/fxia/odin/

3151



2.1. Automatic construction Range of #of | #0fIGT | % of IGT
IGT instances| languages instances| instances|
The automatic construction stage has three steps. First, > 10000 3 36,691 19.39
we crawl the Web for linguistic documents and collect 1000-9999 37 97,158 51.34
those documents that most likely contain IGT. It is done 100-999 122 40,260 21.27
by throwing queries against an existing search engine, ex- 10-99 326 12,822 6.78
tracting the relevant URLs from the results of the queries, 1-9 838 2,313 1.22
crawling the pages returned (i.e., search returned pages fo total 1326 | 189,244 100

relevant URLSs), and downloading the pages and documents
that contain IGT. We found that one of the most successfulable 1: The language distribution of IGT instances in
gueries was one that used strings contained within IGT itODIN after stage 1 (automatic construction). The IGT in-
self. Since the markup vocabulary for IGT often containsstances are extracted from 2868 documents, and the lan-
“grams” (e.g., NOM, ACC, ERG, etc.), the most success-guage IDs are those assigned by the language ID system.
ful strategy involves using the highest frequency grams as

search terms.

Second, IGT within those documents is detected and ex?'z' Manual correction

tracted. We treat IGT detection as a sequence labeling prod© ensure the high quality of the ODIN database, we man-
lem, and apply machine learning methods to the task: firstjally correct the output of Steps 2 and 3 in the automatic
we train a learner and use it to tag each line in a docuconstruction stage. This is done in three steps.

ment with a BIO tag, and then we convert the best tag seFirst, the annotators correct the boundary of IGT instances
quence into a span sequence. The feature set includes woi@und by the IGT detection module. In addition, they la-
ngrams, shapes of a line (e.g., whether the line starts with abel each line in IGT with ax-yytag. Thexx part is the
example number), and other cues for the presence of IGTnain tag, indicating whether the line is a language ling (
When trained on 41 documents which contained 1573 IGTa gloss line G), a translation lineT), a blank line B), or a
instances and tested on 10 documents, the f-scores for elae with other information such as the citation or linguis-
act and partial span match on the test data are 81.65% ari¢ construction nameM). The yy part is called the sec-
96.75% respectively (Xia and Lewis, 2008). ondary tag; it provides additional properties of the lirgg; f
stanceCRmeans that the currentline has been corrupted
hen the document retrieved by the crawler is converted
om apdffile to a text file by an off-the-shelfdf-to-text

Third, each extracted IGT instance is assigned a Ianguagig
name and a language code. While existing methods for Ianf-r
?eu_ Z?eolrﬁypsr;%rzrgr\]/ ?;x;\;e;ggsav%ﬁ;a:ﬁg eg L;?r?c?ulr?t i?tttrlgagonv_erter. The tag§ are use_d for automatic_ enrichment of
ing data), they all require training data in these IanguageEGT mstance;, as discussed in the next section. i

in order to build a language model or a character ngram listOUr @utomatic language ID module labels each IGT in-
They do not work well in this setting because the numberStance with a language name and an 1SO 639-3 language
of languages represented by IGT on the Web numbers igode. The annotators cqrrect the language name in Step 2
the thousands and for many of those languages we do ng{'d the language code in Step 3. The reason that we sep-
have any training data. To address this challenge, we prd2'ate the two steps is that the mapping between language
posed to treat language identification as a coreference re§&mes and language codes is many-to-many, and Step 3
olution task, where an IGT instance is linked to a languagdnUst be done by a linguist who can choose the correct lan-
name appearing in the same document. When trained o#!@g€ code for an ambiguous language name. See (Xia et
1372 IGT instances from 125 languages and tested on 152&-» 2010) for more information about these two steps.
instances (only 55.45% of them belong to a language thafve have finished manual correction of more than 83% of
appears in the training set), the accuracy is 83.08%, muckne IGT instances in ODIN, and the language distribution
higher than 55.45% (the upper bound of any language |cof this subset of data is in Table 2. Notice that the num-
algorithm that relies on having training data for the lan-Per of languages in this subset is higher than the number of

guages that the test data belong to) (Xia et al., 2009). languages in Table 1. That is because our automatic lan-
uage ID module maps an ambiguous language name to

We ranthe IGT detection and language ID systems on thre?ﬁe most common language code associated with the name.

thousand IGT-bearing documents c_rawled from the W(abl'his process is error-prone; manual correction reveals tha
and the extracted IGTs were stored in the ODIN databas he ODIN data actually covers more languages than indi-

Table 1 shpws shows the Ianguage distribution of the IG cated by the automatic construction stage.
instances in the database according to the output of the lan- . ) .
. : he canonical form of an IGT instance includes a language
guage ID system. For instance, the third row says that 12 ne (L), a gloss line G), and a translation lineTf, but lin-
languages each have 100 to 999 IGT instances, and the -ag ' '

40,260 instances in this bin account for 21.27% of all IGTguiSts often do not follow this canonical form, especially i
in t’he ODIN database ' they use multiple IGT instances in a group. For instance,

an IGT instance might include only theline, because the
line has slightly different word order as the language line
in a previous instance, and the readers could infer what the
2The first attested use of the wogdamin the context of IGT ~ gloss or translation lines should be from the previous IGT.
that we are aware of is i??. Table 3 gives a breakdown of the number of IGTs by the
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Range of #of | #0fIGT | % of IGT quotation marks, parentheses, or whitespaces, and descrip
IGT instances| languages instances| instances tors like “intended:” or “lit:". Cleaning also merges lines
> 10000 1 10,814 6.88 wrongly split by thepdf-to-textconverter. We also want
1000-9999 31 81,218 51.69 to normalize various formatting deviations, such as IGTs
100-999 139 46,420 29.55 that were wrapped at a column border, those with language
10-99 460 15,650 9.96 lines and translations on the same line, those with multiple
1-9 862 3,012 1.92 translations, and so on.
Total 1,493| 157,114 100 In addition to the language dath)( gloss @), and trans-

lation (T) parts of IGT, an IGT often contains other infor-

Table 2: The language distribution of IGT instances inpation such as a language nameN), citation ¢AC), con-
ODIN after stage 2 (manual correction). The IGT instances;iyction names-CN), and so on. An example is shown

are extracted from 2025 documents, and the language iq§ (2), in which the first line contains the language name
are according to human correction of the language ID outypq citatior? the third line includes coindexéandifj, and

put.

presence ok, G, T lines. Some lines are markedlass as
L andG are displayed side-by-side. IGT like those fall into
the categoryther typesThe table shows that only 74.92%

the last two lines show two possible translations of the sen-
tence. Here, the language line is displayed as two lines due
to errors made by the off-the-shelf converter that conderte
the crawled pdf documents into text.

of IGT are in the canonical form. For the rest, additional(2) Haitian CF (Lefebvre 1998: 165)

work is required to recover thmissing” lines from the

context.

ak
Jani pal e liilj
John speak wth he

Lines in #0f IGT | % of IGT (a) 'John speaks with him (b) ’John
anIGT instances| instances speaks with hinself’

L only 749 0.48

G only 611 0.39 The goal of this step is to separate out different fields in an
Tonly 155 0.10 IGT, fix display errors caused by the pdf-to-text converter,
Land G 19,750 12.57 and store the results in a uniform data structure such as the
Land T 7,912 5.04 one shown in Ex (3), itself a correction of Ex (2). The task
GandT 469 0.30 is not trivial; for instance, the coindexn Janiandlii/j on
L,GandT| 117,717 74.92 the third line of Ex (2) could easily be mistaken as being
Other types 9,751 6.21 part of the word. Thex-yytags added by the manual cor-
Total 157,114 100 rection step provide some help; for instance, the second and

S third lines in (2) will be labeled ak-CR and the-CRtag

The IGT data are the same as in Table 2.

(3) Language: Haitian CF

3. Enriching IGT data Citation: (Lefebvre 1998: 165)

L: Jan pal e ak [
The unique structure of IGT makes it an extremely rich Coi ndx: (Jan, i), (li, ilj)
source of information for resource-poor languages: Im- G John speak with he
plicit in an IGT instance is not only a short bitext between T1: John speaks with him
that language and a language of wider communication (al- T2: John speaks with hinself

most universally English, but instances of Spanish and Ger-

man have been discovered as well), but also informatior3 2. Adding word alignment and syntactic

encoded in the so-called gloss line about the grammatical structure

morphemes in the source language and word by word trans- .

lations to lemmas of the translation language. Thus eve f_ter we have cleaned_ IGT, the next step is to_add word
small quantities of IGT could be used to bootstrap toolsahgnment anq syntactic structure. In our previous work
for resource-poor languages through structural projactio (Xia and Lewis, 2007), we proppseq an algorithm to Ievgr-
(Yarowsky and Ngai, 2001; Xia and Lewis, 2007). How- 29€ the structure of IGT to enrich it further. We do so in

ever, bootstrapping tools often require the original IGT toﬂ;_rer‘]3 steps: (2 pell_rse tt::e lEnghsh treli_nslatlo(;\ twhlthEan IET]
be enriched, as explained in this section. glish parser, (2) align 1€ language fine an € =nglis
translation via the gloss line, and (3) project syntactioct

tures from English onto the language line. Given the IGT

The first step of enrichment is to clean the original IGT and" E.X (1), the algorithm wil produce; th? word alignment
separate out different fields in an IGT. Cleaning steps ard! F19 1. the dependency structures in Fig 2, and the phrase
applied both to remove extraneous data and to try to recoveructures in Fig 3.

from PDF extraction or OCR errors. These cleaning steps

remove things like example numbers, leading and trailing *CF here stands for French-lexified creole.

3.1. Cleaningand normalizing | GT instances
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Language: Rhoddodd yr athro lyfr i'r bachgen ddoe

\

Gloss: gave-3sg the teacher book to-the boy yesterday
Transatlion: The teacher gave a book to the boy vyesterday

Figure 1: Aligning the language line and the English tratishawith the help of the gloss line

gave Rhoddodd
teacher
| book to yesterday athro lyfr T ddoe
| I = |
the boy r b ,h
, y achgen
the

Figure 2: Projecting dependency structure from the trdiosldine to the language line

3.3. Usingenriched IGT bilingual word alignments, syntactic structures for ttans

The syntactic structures produced by syntactic projectiofion and/or language lines, and any additional information
often are not perfect because the structures in the transl#at could be relevant. For that purpose, we propose the
tion line and the language line may differ significarftly. use of a new data model and XML format, Xigt (Goodman
Nevertheless, the enriched IGT can help linguistic studyet al., forthcoming), which is designed specifically for the
and NLP in many ways. For instance, it allows linguists bulk processing of IGT. Xigt makes explicit the function of
to search ODIN for linguistic constructions (e.g., passjve each line of each IGT instance and can encode alignments
conditionals, double object structures) contained in@ie | Petween them through ID-reference annotations. Making
instances. Enriched IGT also allows discovery of computhese alignments, implicit in the formatting of IGT in lin-
tationally relevant typological features, such as word orduistics papers, explicitis the first step in enriching IGT f
constituent order, or the presence or absence of particiurther processing.

lar grammatical features, and does so with high accuracy{igt was designed to be extensible so that further enrich-
(Lewis and Xia, 2008; Bender et al., 2013). EnrichedMent, such as that described above, can be encoded without
IGT can also be used to bootstrap NLP tools; for instancehaving to modify the structure or content of the original
adding features extracted from projected syntactic strucdata. For ODIN data, this includes the following (Figure 5
tures to a statistical parser provided a significant boost t§hows an enriched instance of IGT for the original example

parser performance (Georgi et al., 2013). shown in Figure 4):
) ) ] ) Provenance: Metadata elements at the corpus, IGT, and
4. Representing enriched IGT in Xigt tier levels allow for the tracking of provenance of the doc-

A pre"minary version of the ODIN database has been reUmentS from which the ODIN data was |n|t|a”y extracted.
leased to the publigthe subset contains 130,351 instancesAttributes on these elements can be used for finer speci-
of IGT across 1,274 languages. The release includes onfjcity, such as for page numbers. Xigt has some basic meta-
the original IGT data in the plain text format, reflecting the data types available (seeetadataat the beginning of Fig-
information as extracted from the source documents and thére 5), but we also plan to provide extensions for other
language that the IGT belongs to. An example is given inmetadata formats, such as OLAC.

Figure 4. The first line shows the document id, the posi-Stand-off annotation: We wish to preserve the original
tion of the IGT in the document (in lines 959-961), and theQDIN data as extracted from the source PDF documents
type of each line in the IGT. The second line gives the lanand encode all further information as stand-off annotation
guage name and language code. The next three lines are thgainst that original. Thus, the first Xigt extension for
original text from the document. ODIN is a new tier typepdi n- r aw, which encapsulates
While the plain text format may be sufficient for repre- text lines of ODIN into an XML element and gives them
senting original IGT for reading by humans, it does notidentifiers for later reference. We encode the data in Uni-

make explicit the relationships among various tiers and tocode by default, so near|y any Unicode character is accept-
kens, nor does it scale well for representing the enriche@p|e?

IGT data we would like to encode—namely, cleaned IGT,

Shttp:/ivww.language-archives.org/OLAC/metadata.html
“Dorr (1994) provides a detailed analysis of divergencerin la "Unacceptable characters are those illegal in XML documents
guages. such as the form feed charactéxQ00C) and other Unicode con-
Shttp://odin.linguistlist.org trol characters. If the original IGT data contain any unatable
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S S

T /N
NP1 VP VBD NP

PP NP
— \ , / P —
DT NN VBD pp2 PP NP4 DT NN | NeDT NN |
, N 7~ | => thoddodd | | | NN
IN NP3 NN
gave DT NN (gave) yr M |
The | / X\ NN (the) i bachgen
teacher ‘ | DT NN | (to-the)  (boy) ddoe
a pook 0 esterda
| | yesterday athro lyfr Y )
the boy (teacher) (book)

Figure 3: Projecting phrase structure from the transldtiento the language line

doc_id=397 959 961 L G T

| anguage: korean (kor)

line=959 tag=L: (1) Nay-ka ai-eykey pap-ul nek-i-ess-ta
1ine=960 t ag=G I -Nom chi |l d-Dat rice-Acc eat-Caus-Pst-Dec
line=961 tag=T: ‘l made the child eat rice.’

Figure 4: An IGT example in plain text format

Storing cleaned and normalized IGT: Because IGT in- to show the dependency structure of the language line or
stances are extracted automatically from Web documentshrase structures of the translation/language lines. gldi
and linguists do not follow the a consistent protocol forthese additional tiers (e.g., tiers containing parsesyisi-e
creating IGT8 the original IGT instances can be noisy. Af- ing data in the ODIN database is work that is in progress.

ter completing the cleaning step discussed in Section 3'1Partial representations  Finally, note that the Xigt en-

I)hd? s{ecalmeiiversmn of the IGT is stored as the second tleEfoding of enriched IGT allows for partial representations;

that is, because of noise in the original IGT, we cannot
Segmentation and alignments:  Given a (cleaned) IGT always produce all levels of enrichment. A minimal Xigt
instance, the next step of enriching the data is to segmem@DIN entry will have theodi n- r awtiers encoding the in-
each line into tokens and align tokens between adjacerfbrmation as extracted directly from the PDF, a citation for
lines. The tierswr ds, gl osses andt ransl ati ons store  the original source, and a language ID. The users of ODIN
the results of segmentation and word alignments. The segtata can add their own tiers of annotations and make that
mentation part uses character offsets to reference théndataavailable to the public. Thus we see another benefit of en-
theodi n- r awtier (or theodi n- cl ean tier if it exists). No-  coding ODIN data in Xigt: Xigt allows easy encoding of
tice that the alignment between words and glosses is ongnformation in an enriched IGT and helps facilitate the ex-
to-one and monotonic by definitichin contrast, the align-  change of IGT data with various levels of annotation.
ment between glosses and translations can be one-to-many
(e.g., last word in the gloss line aligns teadeandeatin
Figure 4) or one-to-zero (e.ghein the translation line in
Figure 4 aligns to nothing). The ODIN resource has already proved valuable in a num-
ber of research projects. Our goal in the present work is to
make it more accessible to the community on several levels.
lation line—this is equally true for human readers of IGT First, the ODIN data will be availgble for download, bqth in

bulk and on a per-language basis. Second, users will have

who use their knowledge as speakers of the “target” lan . . -
guage (the language translated into) to gain an understangle option of accessing the original ODIN data (as extracted

ing of the source line, just as it is to automatic processor I‘O(;T] the sgutrce PDFSt) ortthe )t(l%t—encode(_j Ver?'?&_ é'gtt
of IGT which can take advantage of the greater resource esigned to support automated processing ot 11 data,
available for English (the most common language for IGT"’md as such shou!d allow ODIN users tp avgld retracing the
translation lines) to gain information about the structoire Same preprocessing steps referenced n this paper.

the source line. We extended Xigt to allow for the encod-1 Nird, and mostimportantly, much previous work on ODIN
ing of syntactic structures (dependency structures orepar§”as built on the enrichment steps described in Section 3.,

trees). The last tier in Figure 5 shows the dependency stru@ut the enriched data have not previOL_Jst been available for
ture of the translation line. One can easily add another tiet'S€ by the broader research community. The currentrelease
of the Xigt-encoded version of the resource includes the

fundamental enrichment which makes explicit the align-
acter OxFFFD) ments encoded in the visual layout of IGT. In future releases
8The problem persists despite efforts to do impose consigten W€ Will include additional enrichments, including projedt
such as the Leipzig Glossing Rules (Bickel et al., 2004). syntactic structures. In both cases, the new release, which
®Monotonicmeans that the word alignment arcs do not cross;We are.calling ODIN-II, allows other users to bgnefit frOm
that is, if the wordw in the language line aligns to a glagin the  the enriched and cleaned aspects of the data without having
gloss line, any words after have to align to glosses after to reimplement the relevant steps.

5. Conclusion

Syntactic structures. An important source of informa-
tion in IGT is the implicit structure of the string in the trsn

characters, we replace them with the Unicode replacememt ch
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<?xm version="1.0" encodi ng="utf-8"?>
<xi gt-corpus alignnent-nethod="auto">
<met adata type="xigt-nmeta">
<meta type="| anguage" nane="korean" iso-639-3="kor" tiers="words"/>
<meta type="source" id="srcl"
title="ARGUMENT COVPCSI TI ON AND THE LEXI CON:
LEXI CAL AND PERI PHRASTI C CAUSATI VES | N KOREAN'
aut hor="Bratt, Elizabeth Onen"
year ="1996"/ >
</ net adat a>
<igt id="i1">
<tier type="odin-raw' id="o0">
<itemid="01">doc_i d=397 959 961 L G T</iten»
<itemid="02">l anguage: korean (kor)</itenr
<itemid="03">line=959 tag=L: (1) Nay-ka ai-eykey pap-ul nek-i-ess-ta</itenr

<itemid="04">line=960 tag=G I -Nom chi | d-Dat rice-Acc eat-Caus-Pst-Dec</itenr
<itemid="05">line=961 tag=T: ‘l made the child eat rice.’ </itenp
</tier>

<tier type="odin-clean" id="c" alignnent="0">

<itemid="c1" alignment="03"
line="959" tag="L">Nay-ka ai-eykey pap-ul nek-i-ess-ta</itenmr
<itemid="c2" alignnment="04"
line="960" tag="G'>l-Nom child-Dat rice-Acc eat-Caus-Pst-Dec</itenr

<itemid="c3" alignment="05" |ine="961" tag="T">l made the child eat rice.</itenp

</tier>

<tier type="phrases" id="p" content="c">
<itemid="pl" content="cl"/>

</tier>

<tier type="words" id="w' segnentation="p">
<itemid="wl" segnentation="pl[0:6]"/>
<itemid="w2" segnentation="pl[7:15]"/>
<itemid="w3" segnentation="pl[16:22]"/>
<itemid="w4" segnentation="pl[23:35]"/>

</tier>

<tier type="gl osses" id="g" alignnent="w' content="c">
<itemid="g1l" alignnent="wl" content="c2[0:5]"/>
<itemid="g2" alignment="w2" content="c2[6:15]"/>
<itemid="g3" alignment="w3" content="c2[16:24]"/>
<itemid="g4" alignment="w4" content="c2[25:41]"/>

</tier>

<tier type="translations" id="t" alignment="p" content="c">
<itemid="t1" alignment="pl" content="c3"/>

</tier>

<tier type="words" id="tw' segnentation="t">
<itemid="twl" segnentation="t1[0:1]"/>
<itemid="tw2" segnentation="t1[2:6]"/>
<itemid="tw3" segnmentation="t1[7:10]"/>
<itemid="tw4" segmentation="t1[11:16]"/>
<itemid="tws" segnentation="t1[17:20]"/>
<itemid="twe" segnentation="t1[21:25]"/>

</tier>

<tier type="alignments" id="a" source="tw' target="g">
<itemid="al" source="twl" target="gl/>
<itemid="a2" source="tw2" target="g4"/>
<itemid="a3" source="tw4" target="g2"/>
<itemid="a4" source="twhs" target="g4"/>
<itemid="a5" source="twe" target="g3"/>

</tier>

<tier type="dependencies" id="dt" dep="tw' head="tw'>
<itemid="dt1" dep="twl" head="tw2"/>
<itemid="dt2" dep="tw3" head="tw4"/>
<itemid="dt3" dep="tw4" head="tw2"/>
<itemid="dt4" dep="tws" head="tw2"/>
<itemid="dt5" dep="twe" head="tws"/>

</tier>

</igt>
</ xi gt - cor pus>

Figure 5: The Xigt representation of the IGT in Figure 4

Finally, IGT encoded in the Xigt format can be easily ex-inal IGT data. We are also grateful to the three anonymous
tended to add more tiers or alternative annotations. Xigteviewers for helpful comments.

thus serves as a vehicle for users of ODIN to improve anThis material is based upon work supported by the National
notations on the ODIN data, which in turn can provide for Science Foundation under Grant No. BCS-1160274 and
iterative improvements to the resource. The successive veBCS-0748919. Any opinions, findings, and conclusions or
sions of ODIN can therefore have broader utility across theecommendations expressed in this material are those of the
community. authors and do not necessarily reflect the views of the Na-

tional Science Foundation.
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