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Preface

The fourth instalment of the workshop series on Corpora for Research on Emotion held at LREC
aims at further cross-fertilisation between the highly related communities of emotion and affect
processing based on acoustics of the speech signal, and linguistic analysis of spoken and written
text, i.e., the field of sentiment analysis including figurative languages such as irony, sarcasm,
satire, metaphor, parody, etc. At the same time, the workshop opens up for the emerging field of
behavioural and social signal processing including signals such as laughs, smiles, sighs, hesitations,
consents, etc. Besides data from human-system interaction, dyadic and human-to-human data, its
labelling and suited models as well as benchmark analysis and evaluation results on suited and
relevant corpora were invited. By this, we aim at bridging between these larger and highly
connected fields: Emotion and sentiment are part of social communication, and social signals are
highly relevant in helping to better understand affective behaviour and its context. For example,
understanding of a subject's personality is needed to make better sense of observed emotional
patterns. At the same time, non-linguistic behaviour such as laughter and linguistic analysis can
give further insight into the state or personality trait of the subject.

All these fields further share a unique trait: Genuine emotion, sentiment and social signals are hard
to collect, ambiguous to annotate, and tricky to distribute due to privacy reasons. In addition, the
few available corpora suffer from a number of issues owing to the peculiarity of these young and
emerging fields: As in no related task, different forms of modelling exist, and ground truth is never
solid due to the often highly different perception of the mostly very few annotators. Due to data
sparseness, cross-validation without strict partitioning including development sets and without strict
separation of speakers and subjects throughout partitioning are frequently seen.

Laurence Devillers, Bjorn Schuller, Anton Batliner, Paolo Rosso,
Ellen Douglas-Cowie, Roddy Cowie, Catherine Pelachaud
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Abstract

In this paper we describe our current work on Senti-TUT, a novel Italian corpus for sentiment analysis. This resource includes
annotations concerning both sentiment and morpho-syntax, in order to make available several possibilities of further exploitation related
to sentiment analysis. For what concerns the annotation at sentiment level, we focus on irony and we selected therefore texts on politics
from a social media, namely Twitter, where irony is usually applied by humans. Our aim is to add a new sentiment dimension, which
explicitly accounts for irony, to a sentiment analysis classification framework based on polarity annotation.

The paper describes the data set, the features of the annotation both at sentiment and morpho-syntactic level, the procedures and tools
applied in the annotation process. Finally, it shows the preliminary experiments we are carrying on in order to validate the annotation

work.

Keywords: Irony, Sentiment analysis, Corpus annotation, Social media, Italian

1. Introduction and Motivation

In this paper we describe an ongoing project for the devel-
opment of an Italian corpus annotated for sentiment analy-
sis. We concentrate our attention on irony, a hard nut that
is still to be cracked in the sentiment analysis context, and
on a specific topic for texts where irony is usually applied
by humans: politics.

Irony is recognized in literature as a specific phenomenon
which can harm sentiment analysis and opinion mining sys-
tems (Pang and Lee, 2008; Davidov et al., 2011; Tsur et al.,
2010). The rhetorical tradition treated irony as the figure of
speech in which the meaning is the opposite of the literal
meaning, so that an ironists primary intention is to commu-
nicate the opposite of what he/she says. Modern Gricean
pragmatic theory has not departed radically from this view
(Grice, 1975). Another interesting account of irony, the
one proposed within relevance theory (Sperber and Wil-
son, 1986), suggests that irony is a variety of echoic use
of language. This approach accounts for cases of “echoic
irony”, where ironical utterances can be viewed as echoic
mentions, in which usually the communicator dissociates
herself from the opinion echoed.

The literature on irony and its interpretation is very exten-
sive, however most of the proposals aim at explaining the
fact that in an ironic sentence the explicit meaning is dif-
ferent or opposite from the real intended meaning. There-
fore, in a sentiment analysis setting the presence of ironic
devices in a text can work as an unexpected “polarity re-
verser”, by undermining the accuracy of the systems, espe-
cially in application contexts focussing on monitoring polit-
ical sentiment, where blogs or social media provide the data
sources. Recently, such application contexts gained popu-
larity, since message content from social media (microblog-

ging like Twitter! especially) turned out to be a powerful
real-time indicator of political sentiment. Microblogging
messages, like “tweets” or Facebook messages, emerged as
a very valuable information data not only in politics, but in
a variety of NLP application domains, ranging from the ex-
traction of critical information during times of mass emer-
gency (Verma et al., 2011) to the sentiment analysis for the
stock market prediction (Bollen et al., 2010).

However, Twitter communications includes a high percent-
age of ironic and sarcastic messages (Davidov et al., 2011;
Tumasjan et al., 2011), and platforms monitoring the sen-
timent in Twitter messages experimented the problem to
classify as positive many posts which instead express ironic
non-positive judgments or opinions. As an example, let us
consider the following tweet 2:

TWSPINO-1160

‘Alemanno: “Questa mattina sembra tutto funzionante”.
Gli hanno spiegato come funziona la pala’

(Alemanno: “This morning everything seems to be working
properly.” They’ve showed him how the shovel works)

In absence of irony recognition, such tweet it is classified
as positive, while it clearly expresses a criticism w.r.t. the
Rome’s mayor ability to deal with the snow emergency in
Winter 2011-20123.

In our tweets, we observed the presence of the well-known
lexical devices and features that characterize humorous

"http://twitter.com

’In february 2012, Rome’s mayor, Gianni Alemanno, was
widely criticised in Italy for failing to activate an emergency plan
after an exceptionally heavy snowfall.

3English translations of the Italian examples are mainly literal
and so may sometimes appear awkward in English.



texts, like linguistic ambiguity, the use of affective terms,
and so on, i.e. the tweet TWSPINO-32: ‘Marchionne pre-
senta la nuova Panda. Il timore é che si diffonda tra la
popolazione’ (Marchionne has presented the new Panda. It
is feared that it may spread throughout the population).*
Moreover, we observed many cases of “echoic mentions”
(Sperber and Wilson, 1986) among our ironic tweets. For
instance in tweet TWNEWS-570 ‘Governo Monti: la ras-
sicurante conferma che in Italia non esistono Tecnocrati,
che non siano Gerontocrati. Non é un Paese per giovani’
(Monti’s government: the reassuring confirmation that in
Italy do not exist Technocrats which are not Gerontocrats.
No country for young men.) the sentence ‘non é un paese
per giovani’ (no country for young men) is a case of echoic
mention, with a clear reference to the title of the movie
‘Non ¢é un Paese per Vecchi’ (No Country for Old Men’).
The main aim of this project is to add a new sentiment
dimension, which explicitly accounts for irony, to a sen-
timent analysis classification framework based on polarity
annotation. To the best of our knowledge, existing senti-
ment analysis frameworks consider the following dimen-
sions: subjectivity and objectivity; (positive or negative)
polarity; emotional categories; opinions about entities. Ac-
cordingly, corpora that are manually annotated for subjec-
tivity, polarity, or emotion, are available in many languages.
Nowadays, with few exceptions (Esuli et al., 2008), Italian
is among the less-resourced languages with respect to sen-
timent analysis. For what concerns English, let us mention
the MPQA Opinion Corpus®, which contains news articles
from a wide variety of news sources manually annotated for
opinions and other private states (like emotions, sentiments,
etc.). A multilingual dataset’, automatically annotated for
subjectivity, in English, Arabic, French, German, Roma-
nian, and Spanish, is the result of the work described in
(Banea et al., 2010), while the multilingual corpus (Span-
ish, Italian and English) of blog posts in (Boldrini et al.,
2010) is annotated according to the EmotiBlog annotation
schema.

In the last years the authors gained experience both in sen-
timent analysis applied to social media (CELI and Me-
Source, 2009), and in ontology-driven sentiment analysis
applied to socially tagged resources (Baldoni et al., 2012),
with a focus on the Italian language. Moreover, some
among them are actively involved from more than ten years
in both the development of linguistic resources morphosyn-
tactically annotated, namely the treebank TUT (Bosco et
al., 2000) (see Section 2.2.), and the exploitation of anno-
tated data in several contexts for training and evaluation of
NLP tools, see e.g. (Bosco and Mazzei, 2012b) and (Bosco
and Mazzei, 2012a). On this line, we are now working to
make available a novel Italian corpus for sentiment analy-
sis, that we call Senti-TUT, which includes sentiment an-
notations concerning irony and consists in a collection of
texts from social media. Such kind of resource is currently

“Marchionne is CEO of the Italian automotive group Fiat.
Panda is the name of a Fiat city car.

For details, see the Wikipedia page:
http://en.wikipedia.org/wiki/No_Country _for_Old_Men_(film).

Shttp://www.cs.pitt.edu/mpqa/

"http://www.cse.unt.edu/rada/downloads.html#msa

missing in particular for Italian. Moreover, we are carrying
on some preliminary experiments in classification of our
data in order to validate the annotation work.

The paper is organized as follows. In the next section we
describe the corpus and the annotation we applied on it.
Then, we discuss the preliminary experiments performed
for the validation of data. The last section outlines some
directions for future work.

2. Data

In this section we describe the data collected for the Senti—
TUT project and the annotation we are applying on them.
All the data related to the project and the information
about download can be found in the Senti-TUT web site:
http://www.di.unito.it/"tutreeb/sentitut.html.

2.1. The corpus

As confirmed by various references (Davidov et al., 2011)
and (Tumasjan et al., 2011) social media, such as Facebook
or Twitter, includes a high percentage of ironic and sarcas-
tic messages and can mirror offline political sentiment, as
they did for instance in the recent USA and German elec-
tions. Our linguistic data are therefore mainly collected by
Twitter.

As far as the text style is concerned, in general, Twit-
ter communications are composed by messages called
“tweets”, each of which is shorter than 140 characters and
can be composed by one or more sentences. In our Italian
corpus of messages most of tweets are composed by two
short sentences or simple noun phrases, and very rarely by
wh-sentences. The typical structure of a tweet is shown in
the following post®:

TWSPINO-107

‘Napolitano: “Attenti a toccare la Costituzione”.

Bisogna aspettare il medico legale.’

(Napolitano: “Be careful you don’t touch the Constitution”.
We have to wait for the forensic surgeon to arrive first.)

With respect to the composition and size of the data set,
it is organized in two subcorpora, namely TWNEWS and
TWSPINO. The former is currently composed of around
three thousands of tweets, published in the weeks after
the new Italian prime minister Mario Monti announced his
Cabinet (from October 2011 the 16th to February 2012
the third). The latter is instead composed of more than
one thousand tweets extracted from the Twitter section
of Spinoza, published from July 2009 to February 2012.
Spinoza’, is a very popular collective Italian blog which in-
cludes a high percentage of posts with sharp satire on poli-
tics, which is published on Twitter since 2009. This subcor-
pus has been therefore added in order to enlarge our data set
with texts where various forms of irony are involved. The
collection of all the data has been done by exploiting a col-
laborative annotation tool, which is part of the Blogmeter
social media monitoring platform (CELI and Me-Source,

8Giorgio Napolitano is the current President of the Italian Re-
public.
*http://www.spinoza.it/



| La (ILART DEF F SING) [7;VERB-SUBJ]

2 spazzatura (SPAZZATURA NOUN COMMON F SING) [1;DET+DEF-ARG]

3 di (DI PREP MONO) [2;PREP-RMOD]

4 Napoli (NAPOLI NOUN PROPER F SING ££CITY) [3;PREP-ARG]
5 si (S| PRON REFL-IMPERS ALLVAL ALLVAL 3 LSUBJ+LOBJ+LIOB] CLITIC) [7:VERB-OBJ]
6 sta (STAREVERB AUX IND PRES INTRANS 3 SING) [7:AUX]

7 decomponendo (DECOMPORREVERB MAIN GERUND PRES TRANS) [0;TOP-VERB]

8 .(#\. PUNCT) [7:END]

| Concorrera (CONCORREREVERB MAIN IND FUT INTRANS 3 SING) [0;TOP-VERB]
1.10 t [] (GENERIC-T PRON PERS ALLVAL ALLVAL ALLVAL) [I;VERB-SUB]J]

2 al (A PREP MONO) [I;VERB-INDCOMPL]

2.1 al (ILART DEF M SING) [2;PREP-ARG]

3 Nobel (NOBEL NOUN PROPER) [2. |;DET+DEF-ARG]

4 per (PER PREP MONO) [3;PREP-RMOD]
5 la (ILART DEF F SING) [4;PREP-ARG]

6 chimica (CHIMICA NOUN COMMON F SING) [5;DET+DEF-ARG]

7 .(#\. PUNCT) [I;END]

Figure 1: The tweet 216 from the Spinoza corpus (TWSPINO-216) as annotated in TUT format.

2009). These data are only a portion of the whole mate-
rial collected by this tool for the above mentioned periods
(which are about 11,000 tweets).

2.2. The annotation

The project for the development of the Senti-TUT involves
the annotation of the linguistic data with respect to two dis-
tinguished levels. While the first one includes morphologi-
cal and syntactic tags as usual e.g. in treebanks, the second
refers instead to concepts typical of sentiment analysis.

2.2.1. Morphological and syntactic annotation

For what concerns the morphological and syntactic anno-
tation, this is done according to the format developed and
applied in the Turin University Treebank (henceforth TUT)
project (Bosco et al., 2000). This treebank is a freely
available resource developed by the Natural Language Pro-
cessing group of the University of Turin (for more details
and examples see http://www.di.unito.it/"tutreeb) including
102,150 annotated tokens (around 3,500 sentences), which
has been successfully exploited as testbed in various evalu-
ation campaigns for Italian parsing (http://www.evalita.it/,
(Bosco and Mazzei, 2012b) and (Bosco and Mazzei,
2012a)). We selected this format for two main reasons: the
reliability of TUT format for the involved language and the
availability of a variety of tools implemented within TUT
project, first of all the Turin University Linguistic Environ-
ment (TULE, http://www.tule.di.unito.it/, (Lesmo, 2007)
and (Lesmo, 2009)), whose pipeline includes tokenization,
morphological and syntactic analysis.

In figure 1 and 2, a post extracted from our tweet corpus is
represented according to TUT format: TWSPINO-216 ‘La
spazzatura di Napoli si sta decomponendo. Concorrera al
Nobel per la chimica.” (The garbage of Naples is becom-
ing rotten. It will apply for the chemistry Nobel prize.).
In particular, we can observe that TUT format is featured
by a very detailed morphological tag set, which is useful
for the description of a language with a rich inflection, and
by a large inventory of grammatical relations exploited in
the labeling of the edges of the dependency trees. For each

word, the lemma, the morphological category and related
features are annotated together with the index of the father
in the dependency tree and the relation linking the word
with the father itself. Moreover, in order to offer an explicit
representation of all the elements involved in the predicate
argument structure, e.g. the subject which is often dropped
in Italian, TUT format includes also null elements, see e.g.
the annotation of the node 1.10 (t) which is the subject of
the second sentence of the tweet represented in the figures.
The morpho-syntactic annotation of the Senti-TUT cor-
pus is automatically performed by TULE and then semi-
automatically corrected by exploiting the tools developed
within the TUT project. Nevertheless, the application of
these tools, TULE especially, to the Senti-TUT corpus
shows that, in order to achieve reliable annotations, the in-
tegration in the parsing process of various patterns typical
of the social media language is needed. These patterns vary
from the use of several citations from the Web to the words
and phrases not formal or literary. Twitter, and social media
in general, represent in fact a text genre different from those
previously analyzed by exploiting TULE, e.g. newspaper
or legal, which has never been analyzed in our knowledge
for Italian. It is known in literature that in order to obtain a
reliable morphological and syntactic analysis of a specific
text genre, the parsing systems should be carefully tuned on
the basis of it (Gildea, 2001). This is clearly showed by the
current performance scores of TULE parser, which are far
from those obtained on the text genres included in TUT, in
particular with respect to the syntactic analysis. Neverthe-
less, the Evalita experiences showed evidences that TULE
and other parsing systems for Italian can achieve, if trained
and tuned, performances close to the state of the art for En-
glish for various text genres.

2.2.2. Annotation for sentiment analysis

As far as the annotation at the level useful for sentiment
analysis is concerned, the data are currently annotated at
tweet level, since one sentiment tag is applied to each tweet
(considering that a tweet can be composed by more than
one sentence). Nevertheless, even if, for the present time,
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Figure 2: The TUT dependency tree for the tweet 216 from the Spinoza corpus (TWSPINO-216).

the focus of the Senti-TUT is mainly the annotation at
tweet level, the resource we are currently developing has
to be seen in the wider framework of a project for senti-
ment analysis and opinion mining. And within this context
it should be considered also the availability of the morpho-
syntactic annotation on the same data, which allows in the
future for the application of other more fine-grained anno-
tations and analysis related to sentiment analysis. For in-
stance, the availability of Part of Speech tags and lemmas
for words allows for investigations that relate morphologi-
cal and sentiment features, e.g. adjective which are carried
on sentimental meaning. As in (Tsur et al., 2010) syntactic
features can be useful in the identification of irony, e.g. the
use of punctuation.

In the table below the sentiment tags used for the annotation
of Senti—-TUT are described.

’ Sentiment tag \ Meaning

POS positive

NEG negative

HUM ironic

NONE objective (none of the above)
MIXED POS and NEG both

Table 1: The sentiment tags applied in Senti—TUT.

The following are examples of the annotation of tweets with
the above mentioned sentiment tags.

TWSPINO-30 (tagged as HUM)

‘C’e’ cosi’ tanta crisi che Babbo Natale invece delle letterine
riceve curriculum.’

(The economic crisis is so hard that Santa Claus receives
curricula vitae instead of letters.)

TWNEWS-123 (tagged as NONE)
‘Mario Monti premier? Tutte le indiscrezioni.’
(Mario Monti premier? All the gossips.)

TWNEWS-24 (tagged as POS)
‘Marc Lazar: ”Napolitano? L’Europa lo ammira. Mario

Monti? Puo’ salvare I'Italia’
(Marc Lazar: "Napolitano? Europe admires him. Mario
Monti? He can save Italy”)

TWNEWS-124 (tagged as NEG)

‘Monti e’ un uomo dei poteri che stanno affondando il nostro
paese.’

(Monti is a man of the powers that are sinking our country.)

TWNEWS (tagged as MIXED)

‘Brindo alle dimissioni di Berlusconi ma sul governo Monti
non mi faccio illusioni’

(I drink a toast to the Berlusconi’s resignation, but

I have no illusion about the Monti’s government)

We also used the tag UN in order to mark tweets which
are not classifiable, e.g. tweets containing incomplete or
meaningless sentences, which are therefore discarded. The
distribution of the tags can be seen by observing a prelim-
inary data set composed by around 1,500 tweets: around a
third is classified as NONE, 400 as NEG, 300 as HUM, 250
as POS, and the remaining as MIXED or UN.

While the morpho-syntactic annotation is automatically
performed by TULE, the annotation of the sentiment tags
at the tweet level is currently manually performed by ex-
ploiting a collaborative annotation tool, which is part of
the Blogmeter social media monitoring platform (CELI and
Me-Source, 2009). Among the utilities made available by
Blogmeter we applied, in particular, those related to filter-
ing out the non relevant data, e.g. the re-tweets (i.e. the
forwarded tweets).

Five human skilled annotators have been involved until now
in this annotation task producing for each tweet not less
than two independent annotations. This manual annota-
tion helped by Blogmeter has been followed by an inter-
annotator agreement check, as usual in the development
of linguistic resources. In order to solve the disagreement,
which can be referred to about 25% of the data, the inde-
pendent annotation of a third human has been applied to the
ambiguous tweets (i.e. those where each of the two annota-
tors selected a tag different from the other annotator). The
cases where the disagreement persists (i.e. tweets where



each of the three annotators selected a tag different from
the others), which are around 3%, have been then discarded
since considered as too ambiguous to be classified.

3. Preliminary experiments

We are carrying on some preliminary experiments in classi-
fication of our data in order to validate the annotation work.
These experiments are based on a portion of the Senti—-TUT
corpus and more precisely on about 1,550 annotated tweets
from TWNEWS with a balanced tagging of the four above
indicated sentiment labels.

Starting from the promising results for other languages
(Strapparava et al., 2011; Davidov et al., 2011), we are
setting up a framework where irony recognition in our
tweets can be formulated as a classification task and ma-
chine learning algorithms can be applied.

Making use of a simple evaluation scheme for
classification-based tasks called Confusion Matrix
(Stehman, 1997), it is possible to look at the existing
overlapping among the classes, i.e., how much one class
is misclassified as another one. This mechanism usually
gives some hint on the lexical overlapping between the
texts of two different classes. In our case, we noticed
a significant lap between humorous texts and negative
ones, while the same does not happen when comparing
humorous with positive texts. This somehow confirms
what already discovered by (Mihalcea and Pulman, 2007).
Another interesting point of analysis concerns the discrim-
inatory power of the words within the classification proce-
dure. This can be easily done by calculating the Informa-
tion Gain (or Kullback-Leibler divergence (Kullback and
Leibler, 1951)) of the terms with respect to the class labels.
In case of comparisons between texts sharing both tempo-
ral and domain characteristics, it helps to discover current
targets of humor. For instance, using our recent tweets talk-
ing about Italian politics, terms like ‘Monti’ and ‘Passera’
resulted to be highly relevant during classification (the first
one refers to the current italian prime minister Mario Monti,
whereas the second is the italian minister of economy and
development Corrado Passera). Notice that both ‘monti’
and ‘passera’ are words of the Italian vocabulary (e.g. the
word “monti’ means ‘mountains’, while ‘passera’ means
‘hen sparrow’ but it is also used in adult slang as masculin-
ist metaphor), and many jokes in our tweets exploit such
forms of ambiguity.

As a second result, this tool allows to individuate those
recurrent patterns that are strictly related to the infor-
mation sources. In our scenario, the token “http” usu-
ally indicates the presence of news instead of humor-
ous texts. This is due to the shortness nature of Twit-
ter that obliges the users to be concise. Indeed, most of
non-humorous and informative tweets contain few words
followed by one hyperlink (e.g TWNEWS-186: ‘Chi ¢
Mario Monti? http://t.co/BZewchzZ’ (Who is Mario Monti?
http://t.co/BZewchzZ).

Still, Information Gain can be used to mine those linguis-
tic expressions, rather than single words, that can be use-
ful to identify the humorous nature of the text. For exam-
ple, meaningful terms that turn out to be important in this
sense are speriamo” (i.e., "we wish”’) and "bene”(”good”),

which refer to the italian expression ”speriamo bene” ("fin-
gers crossed”). Other highly-scored terms include “fiducia”
(’trust”), ”finalmente” (finally), and so forth. One next step
in this direction would be to evaluate such discriminatory
power with respect to each one of the classes.

In future works, we aim at using linguistic resources to pre-
process the input texts in order to remove noise and uninfor-
mative terms. Then, the use of data morpho-syntactically
annotated could be crucial in the identification of whole
syntactic structures (e.g., “bank director”’) as well as lin-
guistic expressions. Finally, the time and the mood of verbs
can be another way of studying linguistic differences be-
tween humorous and objective texts.

All the above points only represent some issues that came
out from our first experiments, thus they are to be consid-
ered as preliminary results.

4. Conclusion and future work

In this paper we described our current work on Senti—TUT,
anovel Italian corpus for sentiment analysis which includes
sentiment annotations concerning irony and consists in a
collection of texts from Twitter.

For what concerns issues arising in the manual annota-
tion of the sentiment of our tweets, useful guidelines were
found in (Wiebe et al., 2005), where a general annotation
scheme to distinguish subjective information from material
presented as fact is defined. Tweets in our corpus often ex-
press opinion about news entities while reporting on recent
events (Godbole et al., 2007), or report opinions of news
entities (e.g. politicians) about the breaking news. Follow-
ing (Wiebe et al., 2005) in both cases we considered the
tweets as subjective (with a positive or negative polarity).
Concerning the specific issue of determining if a tweet
is ironic, this is not an easy task, mainly due to the fact
that irony is very subjective and personal appreciation can
lead to different perceptions. We mainly recognized the
following features in our tweets: frequent use of adult
slang and dirty words, use of echoic irony, language jokes,
which often exploit ambiguities involving the politicians’
proper nouns, as confirmed by first experiments. More-
over, we observed many cases of quotation or explicit ref-
erence to popular, Italian or international, television se-
ries, see e.g. the following tweet referring to the Ameri-
can reality television series Jersey Shore: TWNEWS-844
‘@mtvitaly ma é vero che Mario Monti partecipera a Jer-
sey Shore? http://t.co/dOHIKmp6’ (@mtvitaly Is it true
that Mario Monti will be a cast member of Jersey Shore?
http://t.co/dOH1Kmp6). Therefore, a problem that needs to
be taken into account is that sometimes in our context the
recognition of irony can be hard, because strongly depends
not only to the annotator knowledge about the Italian polit-
ical situation but also to his/her degree of “addiction” to tv
shows.

Since the perception of irony can vary from a subject to
another, different annotators could consider a given post
ironic or sarcastic “to some degree”. In order to face this
issue, it would be useful to assign scores to ironic anno-
tations, as suggested in (Davidov et al., 2011). Moreover,
we are also considering to extend the annotation framework
by adding a more fine-grained annotation where the entire



text is divided in pieces (or fragments) representing both the
facts under discussion and the expressions about the judge-
ment. In such richer setting, it will be possible to evaluate
the system at different levels of granularity and to use the
information to measure different degree of irony. Moreover,
during the annotation work, we have observed many differ-
ent typologies of ironic statements, as for instance sarcastic
tweets, conveying bitter or cutting expressions or remarks,
hilarious or facetious tweets, aimed at producing a comic
effect, language jokes, and so on. In order to tackle this is-
sue, as future work we aim at studying a more sophisticated
classification of ironic tweets, where different ways of ex-
pressing irony can be distinguished (and possibly organized
in a taxonomy) and tweets can be annotated accordingly. In
this framework it will be also interesting to test the results
of enabling multi-value-annotations.
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Abstract

Slovene language lacks resources for sentiment analysis of natural language. Several large lexical resources are available, but they only
provide information on word lemmas and part-of-speech tags. This paper presents an experiment in which the well-known General
Inquirer (GI) dictionary has been automatically translated into Slovene with the use of several multilingual resources. We have
implemented an automated system for the translation of the General Inquirer dictionary as well as processed large amounts of Slovene
text in order to provide the basic statistical data, used for language recognition, in the form of n-gram distributions. Each word entry in
the translated dictionary has been lemmatized and each entry provides all known word forms. The resources presented here offer the
capability to automatically detect if the text is in Slovene language and analyze the content with GI regardless of the word form.

1. Introduction

Slovene is a highly inflectional language. Along with
Croatian, Serb, Macedonian and Bulgarian it forms the
south Slavic language group. Slovenia is the area where
the Slavic languages meet with Romanian, Germanic and
Finno-Ugric languages; consequently Slovene is a
language with many specific characteristics in phonology,
lexicology and morphology. Some very important lexical
resources for Slovene have been developed in the past,
focusing mostly on the part-of-speech tagging and
lemmatization. Jos (Erjavec et al., 2010; Erjavec & Krek,
2008) is a validated linguistically and
morphosyntactically tagged corpora. The 100.000 word
version of the corpora has been annotated manually. A
major resource is also available in the form of
MULTEXT-East (Erjavec, 2010). Multext-East is a
multilingual, (Bulgarian, Croatian, Czech, Estonian,
English, Hungarian, Romanian, Serbian, Slovene, Resian
dialect of Slovene, Macedonian, Persian, Polish, Russian,
Slovak, and Ukrainian) standardized and linked set of
morphosyntactic specifications; morphosyntactic lexica;
and annotated parallel, comparable, and speech corpora.
Slovene WordNet (Erjavec & Fiser, 2006) offers a lexical
database (approximately 5000 top-level concepts) which
organizes nouns, verbs, adjectives and adverbs in
conceptual hierarchies, thereby linking semantically and
lexically related concepts.

The available resources however offer no significant
value for sentimental analysis of Slovene natural
language. This paper focuses on an experiment to
automatically translate the GI dictionary to Slovene. To
accompany the translated dictionary a large amount of
Slovene corpora have been processed to provide n-gram
occurrence frequencies for the language. These can be
used to automatically verify if the language of the
processed content is in fact in Slovene. The paper is
organized as follows: Section 2 briefly introduces related
work in sentiment analysis; Section 3 introduces the GI
dictionary, the size of the dictionary and the categories it
contains. Section 4 discusses the process of the
translation. In Section 5 we briefly introduce the process

of acquiring the n-gram occurrence frequencies which can
be utilized for automated language recognition.
Automated detection of language of analyzed documents
can accommodate the use of sentiment resources in
multiple languages because it can render the automated
resource selection according to the target language.
Section 6 is dedicated to the evaluation of the accuracy of
the translation and the applicability of the dictionary on
unknown content. The paper ends with concluding
remarks in Section 7.

2. Sentiment analysis

Sentiment analysis (SA) is aimed at the identification of
opinions, emotions and evaluations expressed in natural
language (Wiebe, 1994; Thet et al., 2010). Sentiment is
the deviation from neutral orientation of subject
discourse. Sentiment is classified as positive or negative.
The target of the sentiment is the object/subject that the
sentiment in the text is aimed at. Major goal of research is
the automated determination of sentiment orientation or
polarity (negative, neutral, positive) of analyzed text. The
analysis is done on individual words, phrases, sentences
or paragraphs of analyzed text. SA depends on lexical
resources to identify sentiment bearing words and
determine their polarity. General Inquirer dictionary,
created at Harvard (Stone and Hunt, 1963) is a manually
created resource, often used in SA research.

(Hatzivassiloglou and McKeown, 1997) used a machine
learning approach to construct a lexicon of sentiment
terms. Multiple techniques and approaches have been
proposed for the identification of word polarity (Thet et
al., 2010): extraction of adjectives (Turney, 2002; Wiebe
2000), nouns (Riloff et al., 2003), and linguistics patterns
from subjective expressions (Riloff and Wiebe, 2003). A
propagation approach for extracting large number of
sentiment words with assigned polarity was proposed
(Qiu et al., 2009). Support vector machines were proven
to perform better than naive Bayes and maximum entropy
classification (Pang et al., 2002) when assigning
document polarity. (Mullen and Collier 2004) introduced
a hybrid of SVM approach combined with favorability



measures of terms and topics. Measures of favorability of
terms and topic polarity inherently rely on resources.
Several resources are currently available, among them:
Dictionary of Affect of Language (DAL; Whissell, 1984),
WordNet (Miller, 1990) and a more recent SentiWordNet
(SWN) 3.0 (Baccianella, 2010). DAL is a dictionary of
8742 manually rated words with respect to their activation
evaluation and imagery. WordNet is a large lexical
database of English. Nouns, verbs, adjectives and adverbs
are grouped into cognitive synonyms, each group
expressing a distinct concept. SWN is a lexical resource
for opinion mining, in SWN each cognitive synonym
from WordNet is assigned with three sentiment scores:
positivity, negativity and objectivity.

3. General Inquirer dictionary

General Inquirer (GI) is a dictionary of tag categories: (1)
Harvard V-4 dictionary, (2) Lasswell value dictionary,
(3) several recently constructed categories and (4) marker
categories. Marker categories are primarily used for
disambiguation. The dictionary is a set of 11788 words
annotated according to a set of 182 tag categories. Each
category is a list of words and word senses. GI categories
have been developed (manually) for social science
content-analysis. Two large valence categories tag 1915
words as being positive and 2291 as being negative
(negative is the largest category in the dictionary). Other
180 categories annotate words by pleasure, pain, virtue,
vice, words of overstatement or understatement, usage by
institution, words for roles, rituals, relations etc. The main
processing involved with the usage of the dictionary is the
disambiguation process. In order to achieve reasonable
accuracy the correct sense has to be assigned to the word
being processed (on the condition that the word is a
homonym). GI removes common regular suffixes so that
one entry can match multiple inflected word forms. Each
entry is either a root of a word, inflected form of a word or
a (multiple entries) word sense. The routines that stem
words, along with dictionaries and disambiguation
routines limit the general applicability of the dictionary
only to the English language.

4. Slovene GI

The translation of the dictionary was set to be as
automated as possible. Therefore we have assembled a
large amount of Slovene corpora (Erjavec and Fiser 2006;
Erjavec and Krek 2008) as well as bilingual dictionaries
(Erjavec 2010). The process of translation started with
creating a list of all the dictionary entries. Each entry was
additionally marked if it has multiple senses (homonym
words). Homonyms are marked in the original GI with a
number sign (#) and a consequent number. For instance
the word “thank” has four possible senses:

e expression of gratitude (verb),

e acknowledgement of gratitude (noun),

e idiom-interjection (“thanks”) and

e idiom-noun (“thanks to”).

Analysis of homonym words shoved that there were 1603
homonyms, with additional 3147 senses therefore 4750
words out of 11788 (40.3%) were words that required
more than just reliable translation. Other 7038 words have
been annotated with a single sense of the word therefore
no mapping by sense was required. The process of the
translation was done in two phases: a) the translation of
single sense words and b) the translation of multi sense
words.

4.1 Translation of single-sense words

The translation of single sense words was done by
querying all the resources available for the translation of
each individual word. Then a decision on the choice for
the translation was done by voting. The translation
resources in our approach are grouped into an ensemble.
Each member is weighted by a confidence factor a;,. The
translation is chosen with the use by selecting the
translation with the highest score. The score is calculated
as follows: s(t,) = YK_, ) * r(t,), where t, is the n-th
translation, K is the number of translation resources, 1(t,)
is a binary function where the value is 1 if the resource
suggests this translation and 0 if the resource suggests
another translation.

This is a pretty straightforward process; however the
possibility, that a word that was marked as a single sense
word in GI would be translated into a word with multiple
senses in Slovene has to be considered. This represents a
challenge because single sense words do not have a
description (in the GI) of the sense of the word. With no
description that would provide the exact meaning of the
word there is no method available to automatically map
the single English entry to one of the possible Slovene
translations. Therefore currently only the words, where
there is no ambiguity of the Slovene sense, are
automatically translated.

4.2 Translation of multi-sense words

Multi-sense words in the GI are additionally annotated by
each individual sense. Each annotation gives a percentage
value of how common that sense is. For example the word
“thank” has 4 possible senses, each as a different
part-of-speech (each sense is marked with percentage
values of the occurrence of that sense): 49% verb, 6%
noun, 37% idiom-interjection, 8% idiom-noun. Following
the part-of-speech tag is a short description, “thank” as a
noun is described as “to express gratitude, give thanks to”.
We have used the part-of-speech tag and the short
description to match each sense to the Slovene
counterpart of that sense. The word “thank” in Slovene is
“hvala”. However “thank™ in the sense of expression of
gratitude is “zahvala”. The mapping was done with the
transformation of the word descriptions in GI and all
possible senses of the translated words to a semantic
network and making comparisons of the sense of each
entry. The process is represented in Fig 1. At the
beginning the English word sense with the description and
POS tags is read from GI. Then at step one the word is
translated to Slovene. In step two the semantic net (Luger,



2005) of the meaning of the English description is
generated. In step three the Slovene sense descriptions are
translated and in step four they are transformed to
semantic net representation. In step five the Slovene and
English semantic nets are compared. Best matching
individuals are considered an accurate translation.

thank#1"
0 express gratitude
2

capress * gratitude

1
?
2

Lhvala®
#1 poudarjanje pozitivnih lastnosti
#2 izrazanje hvaleinosti

3

#ilemphasize positive properties
#2 gratitude expression

pos
emphasize
4 properties

express + gratitude

Figure 1: The mapping of a sense of
“thank” to Slovene

4.3 Lemmatization and assigning inflected word
forms

Major obstacles, that limits the use of GI in other
languages, are the associated routines (stemming and/or
lemmatization, disambiguation), which have to be
duplicated for other languages. We have processed the
translated dictionary with the use of freely available
Slovene resources and have assigned individual
dictionary entries with their basic words and all available
inflected forms. Table 1 presents some statistics on the
inflected forms of the dictionary entries. The translated
dictionary contains 7435 distinct base forms of words
(multi sense words count only once). The total of all
inflected word forms is 53553, which is an average of 7.2
inflected forms per lemma. The maximum inflected forms
per lemma were 24 and there are 66 lemmas for which no
inflected forms were added.

5. Character level n-gram language
identification

In order to enable sentimental analysis it is essential to be
able to automatically detect the source language of
processed documents. Language identification was first
explored in cryptography, where a k-gram, character level
language identification algorithm was presented
(Konheim, 1981). Several other researchers have been
studying language identification and confirmed the
n-gram character technique to be successful (Beesley,
1998; Cavnar & Tenkle, 1994).

Although, as we mentioned previously, there are several
large scale Slovene language resources available, we have
found no statistical data on n-gram distribution. These are
trivial to obtain if enough written text is available, but
they do require some processing. To obtain valid n-gram
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occurrence frequencies a large amount of written text is
required. We have selected a balanced (by contributing
source and topic) set of 3.050.725 distinct Slovene words
to calculate n-gram occurrence frequencies. Tables 2 and
3 respectively present the ten most common uni- and
bigrams for Slovene. Each table provides a comparison to
English unigrams and bigrams although the results for
English were acquired on a much smaller data set of
72.540 words, so the values for English should not be
fully trusted. The occurrence values have been
normalized to show the percentage occurrence for
individual n-grams.

Distinct lemmas 7435
Inflected forms 53553
Max inflected words per lemma 24
Lemmas with inflected word forms (min 1) | 7369
Lemmas with no inflected word forms 66
Average inflections per lemma 7.2

Table 1. Statistical data on the lemmatization of the

Slovene entries of the translated GI

Slovene English

a 11.01% | e 10.19%
i 9.63% |i 7.70%
e 8.67% |s 6.97%
0 8.28% |a 6.72%
n |669% |r 6.40%
r 6.09% |n 6.37%
t 5.07% |t 6.24%
m |477% | o 5.48%
1 4.54% |1 4.90%
S 399% | ¢ 3.54%

Table 2. Unigram occurrence statistics (top 10) for

Slovene, compared to English

Slovene English

ni 1.77% | in | 2.30%
ra 1.65% | er 1.87%
st 1.51% | es | 1.73%
ne | 1.38% |ti 1.54%
ma | 1.27% | re 1.38%
em | 1.22% | ed | 1.38%
ti 1.22% | ng | 1.38%
re 1.22% | on | 1.38%
im | 1.20% | te 1.36%
en | 1.19% | at 1.28%

Table 3. Bigram occurrence statistics (top 10) for Slovene,
compared to English



6. Evaluation of the applicability of the
translated dictionary

In order to verify the newly created Slovene translation of
the General Inquirer dictionary we have performed two
essential tests. The first test was aimed at validating the
correctness of the semi-automatic translation process and
was performed manually. The second test was aimed at
determining the applicability of the dictionary on a large
set of Slovene texts.

Validation of the dictionary (first test; done manually) was
performed over a selection of a random sample of words.
Approximately one tenth of the dictionary (1000 words,
8,4% of all words) were randomly selected and manually
verified if they are the accurate translations of the original
entries. The test showed that 7.6% of the words were in
fact incorrectly translated. The erroneous words were in
two categories: some were not translated at all while
others were actually translated into languages other than
Slovene (mostly Croatian or Serb). To verify how many
words were actually not translated at all we counted all the
words where the translation is identical to the source (in
the entire dictionary). We have found 588 such words
(4.9% of the entire dictionary).

Evaluation of the general applicability of the translated
dictionary (second test, performed automatically) was
done by processing 140.247 news items. Table 4 shows
the size of the data set and the coverage percentage of the
dictionary entries. This test was aimed at covering the
applicability of the translated dictionary to large scale
corpora of Slovene texts. The news items were tokenized
(they contained 4.9473.505 words) and each word was
checked if it is an entry in the translated dictionary (we
have used all forms of the entries). The test shoved that
almost 33% (1.628.170 words) in the news items were
entries in the translated GI.

Number of news items | 140.247

Number of areas the | 14 (politics, economy,
news covered sport, health, tech....)
Number of words in | 4.947.505

news items

Number of words | 1.628.170

covered by the GI

% of news words | 32,9%

covered by GI

Table 4. Evaluation of the general applicability of the

translated GI on news items

7. Conclusion

The paper has presented the creation of a Slovene version
of the General Inquirer which was translated with a
mostly automated process. Several bilingual, aligned
corpora and bilingual dictionaries have been used in order
to make the translation as reliable as possible. The
translation was done separately for words with single and
multiple senses (as marked in the original GI). Single
sense words are much easier to translate (multiple
independent translations of the same word are compared;
the word that is most frequent is selected as the
translation). A problem however are words that are
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marked as single sense in the GI but have translations with
multiple senses in Slovene. No mapping could be done
automatically since single sense words have no sense
description in the GI dictionary. This remains an open
problem. For multi sense words each entry (in GI) is
marked with additional description of the sense. These
have been translated with the transformation to semantic
networks and matching identical networks of word senses
in both languages to find equality of meaning.

The translated dictionary was evaluated with regard to the
correctness of the translation and the coverage of its
entries on large scale Slovene corpora (140.000news
items containing almost five million words). Both results
show that the translated dictionary can be used for the
sentimental analysis of Slovene texts. There are several
things to consider when using a translated resource;
foremost that the same words have different sentimental
influence in different cultures. However the general
valence (positive or negative) of words is language
independent in most cases. Therefore translated resources
can be used for the tasks of estimating the valence of the
content.

Additionally to the translation of the dictionary we have
performed statistical analysis of Slovene written language
on a large scale which has resulted in the n-gram (1<n<6,
unit is a single character) occurrence frequencies. This
data can be used for language detection, enabling
automated recognition if the analyzed content is in
Slovene language.
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Abstract

This paper describes a model for the perceived emotion of Turkish sentences based on the emotions associated with the constituent
words. In our model, each emotion is mapped to a point in the continuous space defined by three emotional attributes: valence,
activation, and dominance. We collected a large data set through two independent surveys: a word-level survey that prompted users
with emotional words and asked them to assign each word a continuous emotional interval, and a sentence-level survey that prompted
users with emotional sentences collected from 31 children’s books and asked them to rate each sentence on a discrete emotional scale.
The word-level survey was aimed at creating a core affective lexicon for Turkish. It is difficult to build a comprehensive affective
lexicon for Turkish due to its very productive morphology that generates a very large vocabulary. We deal with the sparsity issues
caused by the large word vocabulary by analyzing the emotional content of word roots. Our experimental results indicate that there is a
strong correlation between the emotions attributed to Turkish word roots and the Turkish sentences.

Keywords: affective computing, emotion recognition, sentiment analysis, emotion analysis and annotation

1. Introduction

Automatically analyzing the emotional content of
language has become increasingly important for
applications that deal with natural language. For instance,
the tasks of opinion mining and affective computing
(Picard, 1997) are receiving a lot of attention in the fields
of Natural Language Processing, Fuzzy Logic Systems
such as an interval type-2 (Kazemzadeh et al., 2008), and
Human Computer Interaction (Fragopanagos et al., 2005).
Despite the progress of previous works (Jang and
Shin,2010) in the field, there has been relatively less
progress in non-English languages. The study of other
languages within affective computing offers new
technical and scientific challenges. We believe that our
study opens new perspectives and brings about new
methods that can increase the applicability of natural
language affective computing to more diverse languages.
In this study, we analyze Turkish(Katzner, 2002), which is
an agglutinative language, which means that new words
can be formed from existing words by a rich set of affixes
(Oflazer, 1994).

The unique characteristics of Turkish present various
challenges to current approaches to emotional analysis by
natural language processing because the agglutinative
word formation process create many unique words. In our
study, we observed that there is a strong correlation
between the emotions attributed to word roots, which are
the core forms of words, and the emotion of sentences
when negations, derivations, and inflections are
accounted for. We measured correlation empirically from
annotations of words and sentences in terms of valence,

activation, and dominance (Russell and Mehrabian, 1977).

A perennial challenge in affective computing research is
the availability of suitable data resources. We have
created a novel corpus of Turkish text from children's
books richly annotated with affective information using
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crowd sourcing techniques. This corpus is large by the
standards of other comparable emotional corpora and is
one of the first emotionally labeled corpora for Turkish.

The reason why we chose this approach is that a single
root might produce many different word forms in an
agglutinative language like Turkish. Our hypothesis is
that it is the emotion of the constituent word roots that
determines and identifies the perceived emotion of
sentences. However, such an analysis is not so simple
because the effects of affixes like negation, which change
the meaning of the roots, present theoretical
contradictions to this general hypothesis. These affixes,
which can potentially change the meaning of the root
words, must be treated differently from the set of other
affixes. Broadly, the affixation process can be seen in
terms of phonological rules (e.g., vowel harmony, where
vowel characteristics become assimilated in the
neighboring vowels), derivational rules (e.g. grammatical
recategorizations such as nominalization, which derives a
noun from a verb), and inflectional rules (e.g. verb tense
and noun pluralization).

2. Methodology

In our study, we analyze the data at both the word and the
sentence level. Our sentence-level data comes from 31
children's books such as world classic novels, fairy tales,
stories of heroism, romance, etc. Children's books were
chosen to make up the corpus since these books contain a
wide array of easily identifiable emotions. This corpus
consists of 83,120 sentences. It contains 1,045,297 words,
110,695 of which are unique. The high number of unique
words reflects the agglutinative nature of Turkish. The
corpus is annotated at the sentence-level with one of the
seven emotion categories (Angry, Happy, Sad, Disgusted,



Neytra_l, Surprised,_ and Fear) as v_veII as valence, English Turkish
actlvagon_and dominance values, which are what we enthusiasm Sevk
focus in this study. Valence measures whether the emotion tormibl Berbat
is negative (unpleasant) or positive (pleasurable). ermble eroa
Activation measures how strong the emotion is: courage Cesaret
dispassionate (calm) or passionate (excited). Dominance mad Cilgmn
measures how assertive the emotion is: submissive tired Yorgun
(re_treating) or dominant (aggrt_essive). In our corpus, one calm Sakin
point on the scale from 1-9 is used to represent these hooeful Omitli
emotion characteristics. The corpus was distributed to 31 - D —
college students, who sequentially annotated the |ntere§ted lgili
sentences with emotion category labels and valence, surprised Saskin
activation, and dominance values. To deal with the boredom Sikinti
agglutinative word clons_,tructions, we extracted word roots sadness Uziintii
with the Zemberek™ Library, which is an open source, expectation beklenti
general purpose Natural Language Processing library for - —
Turkish. worried endiseli
lucky Sansh
Let's take a look at example emotional words(Table 1-3): happy Mutlu
amusement Eglence
Turkish Ofkeli assidious gayretli
English Furious confidence Itimat
(root:sfke/fury) + willing Istekli
Gloss (afflx:—h/—pus,_ adjectival lucky Sansh
derivation)
mercy merhamet
Table 1: Example emotion word "furious" patient Sab1r|_1
love Sevgi
Turkish Hevesli joyful sevingli
English Zealous admiration Hayran
(root:heves/zeal) + fear Korku
Gloss (affix:-li/-ous, adjectival frustration Hiisran
derivation) arrogant Kibirli
depression depresyon
Table 2: Example emotion word "zealous” nervous Sinirli
- - pleasure memnuniyet
Turkish Dertli -
m Ty sympathy sempati
SR orrowiu proud Gururlu
Gloss (root:dert/sorrow) + restful huzurlu
Eam— (affix:-li/-ful, adjectival derivation) -
excited heyecanh
Table 3: Example emotion word "sorrowful" heroism kahramanlik
honorable Onurlu

After decomposing the words into root and affixes using
the Zemberek Library(Akin et al., 2008), our corpus had
10,018 unique word roots. The word root can be seen as
the basic component of a word's meaning after removing
phonological, inflectional, and derivational effects. Our
hypothesis is that the level of the root words is the best
way to analyze Turkish sentences emotionally. However,
stripping the words to their roots ignores critical
derivations like negation. To measure the effects of these
critical affixes, we performed two experiments: one,
which removed these derivations, and another, which left
them intact.

! http://code.google.com/p/zemberek/
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Table 4 : Some words from 197 Emotion Words

To measure the word-level emotion characteristics, we
conducted a survey? of approximately 40 people who
were presented with 197 emotion words (Table 4) and
asked to rate these on valence, activation, and dominance
scales. These words came from the EMO20Q
Project(Kazemzadeh et al., 2011), which uses the emotion
twenty questions game as a way to observe the human
intuition about emotions. We translated 171 words from

2 http://sail.usc.edu/~kazemzad/fuzzyEmotionEvaluation/turkis
h/turkish_experimentl.cgi


http://code.google.com/p/zemberek/
http://sail.usc.edu/~kazemzad/fuzzyEmotionEvaluation/turkish/turkish_experiment1.cgi
http://sail.usc.edu/~kazemzad/fuzzyEmotionEvaluation/turkish/turkish_experiment1.cgi

this project to Turkish and additionally added 26
synonyms. The emotional rating scales for this survey are
different from the corpus annotation task in that two
points are used for the scale, one to present the lower
bound of a range of possible values and the other for the
upper bound, which allows for measurement of
intra-subject uncertainty. Also, the survey's scales ranged
from 0 to 100. The survey consisted of four sessions per
subject wherein each subject was presented with
thirty-five words chosen randomly from the set of 197
words. This resulted in each of the 197 words being rated
approximately 30 times. To compare the single-point
scale of the sentence-level annotations to the double-point
(upper and lower) scale of the word-level annotations, we
converted the (upper-point, lower-point) representation
into the (midpoint, radius) form.

Of the 197 emotion word roots from the survey,
twenty-four did not occur in the corpus. As a result, the
total count of word roots for the survey and the corpus is
173. In addition, in both the corpus and the survey, 99
emotion words were carefully chosen without possible
derivational negations (the affixes -siz, siz, -suz and -siiz),
which can potentially change the emotion of word root.
We separately analyze this subset and its complement.

Let's take a look at these examples (Table 5-6):

Although these words contain the same root, the
derivational suffixes completely change the emotional
connotation, in this case valence. To see the effects of
these affixes, we performed correlation analysis both with
and without these affixes.

3. Results

The 173 emotion word roots described above were
identified in the corpus and the average sentence valence,
activation, and dominance were calculated for each word
root. Then, we compare, using correlation, these
sentence-level averages with the word-level average
valence, activation, and dominance values from the
surveys. We found moderately high correlation between
the word and the sentence-level valence (rho=0.55) and
lower correlation for activation and dominance (rho=0.29
and rho=0.20, respectively). Then we repeated the
correlation analysis on a subset of words having no
negation present (99 words) and another subset having
negation affixes (74 words).

Correlation Valence
All words(173) 0.55
Word_s wi_thout negation and 0.65
derivational affixes(99)
Wor_ds v_vith neggtion and 047
derivational affixes(74)

Turkish ilgi -li
English interested
Gl-oss (root: ilgi_/intgrest) + (af_fix: -li/-ed,
a— adjectival derivation)
ANTONYM
Turkish ilgi-siz
English un-interest-ed
(root: ilgi/interest) +
Gloss (affix: -siz/un-...-ed, negative
adjectival derivation)

Table 5: Example emotion words "interested"” and
"uninterested"

Turkish imit-li
English Hopeful
Gloss (root: ﬁn}it/h_ope) + _(affi_x: -li/-ful,
- adjectival derivation)
ANTONYM
Turkish imit -Siz
English hope-less
(root: timit /hope) +
Gloss (affix: -siz/-less, negative adjectival
derivation)

Table 6: Example emotion words "hopeful” and
"hopeless"

Table 7: Correlation Results for Valence.

Correlation Activation
All words(173) 0.29
Word_s wi_thout negation and 031
derivational affixes(99)
Wor_ds v_vith nega}tion and 023
derivational affixes(74)

Table 8: Correlation Results for Activation.

Correlation Dominance
All words(173) 0.20
Word_s wi_thout negation and 0.24
derivational affixes(99)
Wor_ds v_vith neggtion and 0.10
derivational affixes(74)

Table 9: Correlation Results for Dominance.

We found that the subset without negation had a stronger
correlation than the mixed set and the set containing
negation affixes, and furthermore, that the set with
negations had the lowest correlation values. This
correlation of the averages of valence, activation and
dominance values between the corpus and the survey
indicates that perceived emotion of sentences is highly
correlated with the chosen specific emotion words (Table



7-9). The stronger correlation in the valence dimension
indicates that valence is the most strongly lexicalized
emotional attribute.

4. Conclusion

In this paper, we verified that the emotions attributed to
Turkish word roots are highly correlated with the emotion
of Turkish sentences. We found that the emotional
characteristics of sentences in terms of valence, activation,
and dominance are significantly correlated with the
emotional characteristics of the constituent words, when
the words are decomposed into roots, and that moreover
taking into account the exception of negation affixes
makes this correlation stronger. This shows that negation
affixes can significantly modify the emotion of words and
sentences.

In our study, we measure the effects of this factor so that

it can be taken into consideration in future studies. This
approach of root analysis can be applied to various
applications for extracting important emotions on the
Internet, mobile phones or human computer interaction
applications to make social networks for people who have
similar opinions. Although English is not an agglutinative
language, it also contains affixes that modify root words,
so our results may be applied to non-agglutinative
languages as well.

We plan to confirm the results of this paper by
experiments on the survey and the corpus, which will be
analyzed in more detail to consider negations,
derivational affixes and inflectional suffixes. In addition
to studying the relation of the word and sentence-level
emotional scales, we also plan to examine the inter- and
intra-subject variability. Inter-subject variability can be
analyzed in terms of agreement between subjects and
intra-subject variability can be seen in coherent behavior
on repeated stimuli and by leveraging the upper and
lower-points of the word-level surveys, which were
designed for fuzzy logical analysis of emotional meaning.

Also, we plan to study the categorical labels of the
sentence-level corpus. We plan to share this corpus, which
is large by the standards of other comparable emotional
corpora and one of the first emotionally labeled corpora
for Turkish.
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Abstract

Sentiment analysis and opinion mining has been a hot topic in the text mining and natural language processing communities. There have
been a number of corpora in English or other western languages, either for sentiment classification, or for opinion extraction. However,
to the best of our knowledge, few Chinese counterparts exist for these opinion mining tasks. In this paper, we introduce a Chinese
corpus for opinion mining. The corpus contains two parts: a set of multi-domain sentences, with sentiment polarity annotated, and a
set of multi-domain aspect-opinion pairs and corresponding polarities, which were obtained automatically from almost 5 million custom
reviews. We present the corpus statistics, annotation guidelines, and discussions of how to use the corpus. We believe that such a corpus
is potentially useful for sentence-level sentiment classification, aspect-level opinion extractions, opinion summarization, and so on.

1. Introduction e Neutral: the sentence expresses opinions but it’s nei-

Many supervised or semi-supervised machine learning ap- ther positive nor negative.
proaches for opinion mining require well-annotated cor-
pora. In some sense, the availability of data resources
has driven or limited the research of opinion mining and
any other topics. Fortunately, there have been a number
of efforts to providing such resources in English, such as
(Hu and Liu, 2004)(Pang and Lee, 2004)(Pang and Lee, Annotation tasks for opinion mining is absolutely challeng-
2005)(Wiebe et al., 2005) (Wilson et al., 2005). However, ing in that the annotation process is quite subjective since
to the best of our knowledge, there are only few Chinese different people may have different cognitive understand-

e Non-opinion: the sentence expresses some facts and
contains no opinion at all.

2.1. Annotation Guidelines

counterparts, which has largely limited the research of Chi-  ings of opinions, emotions, and affections. In this case, an
nese opinion mining, cross-lingual or multi-lingual senti- explicit, clear, and detailed guideline is indispensable. The
ment analysis with Chinese language. guideline somehow decides the quality of annotation. Due

We proposed a Chinese corpus for sentiment analysis in o this concern, before the sentences are presented to an-
this paper. The corpus contains two parts: 1) A set of  notators, we made an detailed guideline for the annotation

sentences, each of whose polarity has been annotated by process. For each polarity label, we give a clear definition

three judges, according to four classes: Negative, Positive, ~ and a list of typical examples. Three judges were asked to
Neutral, and Non-opinion - no opinion was expressed in a  annotate the sentences for the initial pass. In the second
sentence. The sentences were obtained from several do- pass, if there is inconsistency labeling, the annotators were
mains: digital products, finance news, entertainment news,  asked to reach agreement by discussion.
and restaurant reviews. 2) A set of aspect-opinion pairs and  Positive The sentence expressed a clear positive opinion
corresponding polarities: the the pairs were extracted au- toward some target. If the sentence contains also negative
tomatically from almost 5 million reviews and the polarity =~ comments, the judge has to decide whether there is a re-
was predicted by our algorithm with a fairly high precision. = markable bias to positive opinion. Here are two examples:
The pairs contain three types of digital products: digital (1) “FL R M5 T — &, 2L H 4% A 1A T (a little bit
cameras, notebook computers, and cell-phones. expensive, but it worths)” The first half is a negative com-
. . ment, but the user’s point is on the second half, so that this
2. Sentence Polarity Annotation is a positive sentence. (2) “EHWE L B E, THEAL

We sampled about 1,000 sentences respectively from the #| 4 & 4912 - (The scene near window is more beautiful,
digital, entertainment, and finance domain of the COAE but we did not have such a seat)” The second half describes
2011 corpus', and 3,463 sentences from the restaurant re- a fact, while the user is more focused on the first half.

views of Dianping.com (See details in Table 1). For each  Negative Similar to Positive. A different case is like this
sentence, we asked three annotators to judge the polarity. example: “3 ¢ 893 & #8fk —A% T (Other dishes are too
The polarity categories consists of the following classes: $0s0)”” where soso is a neutral word, but there is a quanti-
fier modifying the word. For this example, we think it’s a

e Positive: the sentence expresses positive opinions. ;
negative example.

¢ Negative: the sentence expresses negative opinions. Neutral First, the sentence expressed some opinion, but
the polarity boundary between positive and negative is very
"http://ir-china.org.cn/coae2011.html vague. Some typical words such as “—#%”, “£ 7] ¥A”, and
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Number of sentences

Negative | Positive | Neutral | Non-opinion | Total

DataSet
restaurant reviews 432 1,581
digital products 56 362
finance news 42 70
entertainment news 29 193

70 1,380 3,463
3 583 1,012
3 841 957
2 775 1,004

Table 1: The statistics of sentence annotation.

’ Domain

| #Positive Pairs | #Negative Pairs | Total Number |

digital camera 3,210
notebook computer | 2,872
cellphone 6,742

2,272 5,482
2,427 5,299
6,259 13,001

Table 2: The statistics of aspect-opinion pairs.

“iL 477 may signify this. However, if an neutral word is
modified by a negation word or a quantifier (as seen in Neg-
ative), the judge should adjust the polarity accordingly.
Non-opinion The sentence did not express specific opin-
ions on some target, and usually described some facts. Or
if it were an opinionated sentence, we must figure it out
that some target was said to be good or bad. Note, that we
did not consider some factual sentence can express opin-
ions. For example, “3 ¥ £ — 42 & (there is much ash on
the table)” might be viewed as negative opinion in some
research.

3. Aspect-opinion Pair: Extraction and
Polarity Prediction

3.1. Aspect Identification

Product aspect is discovered from a large number of re-
views indexed in our review mining system - cReviewMin-
er 2. cReviewMiner has indexed almost 10 million user re-
views from major eCommerce websites in China, including
360buy.com, it168.com, zol.com, amazon.cn, and neweg-
g.com. Noun phrases in reviews of digital camera, cell-
phone, and notebook computer were recognized, some sim-
ple filtering heuristics were applied, and the top frequen-
t candidates were then presented to annotators. Once an
aspect is identified, a k-means clustering algorithm is ap-
plied to cluster similar aspects. For example, Chinese terms
such as “PE BB AL 0487, I 487, 0 refer to
the same aspect “price”. The central idea for this cluster-
ing approach is that aspects with similar contexts in the re-
views should be grouped. The number of clusters is set to
20. Manual edits were performed on the automatically ob-
tained clusters.

3.2. Aspect-opinion Pair Extraction

To extract aspect-opinion pairs, the central idea is that
words which frequently appear in the left or right context of
aspect terms might be an opinion word. The left and right
contexts are respectively defined to the preceding and fol-
lowing 4 words of an aspect term. For instance, “# (high)”
usually appears after the aspect term “#"#%(price)” with

“http://166.111.138.18/cReviewMiner/ or

http://www.qanswers.net: 1880/cReviewMiner/
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high frequency, hence “##% & is extracted as an aspect-
opinion pair. To simplify the problem, we limit opinion
words to be adjective but adverbs will be considered in ex-
tracting aspect-opinion pairs.

First of all, the review text was processed with Chinese
word segmentation and part of speech tagging. Then, we
count the occurrences of adjectives and adverbs adjacent to
an aspect term. Some frequent patterns were automatical-
ly discovered from the data, such as “adjective+adjective”,
“adverb+adjective” and “adverb+verb”. These pattern-
s are then used to merge the frequencies of different in-
stances that belong to the same aspect-opinion pair. For
example, “##& JE % = (price is very high)”, “#i#% rb 4%
7 (price is comparatively high)”, and “##% K % (price is
too high)” are all belonging to the aspect-opinion pair <
#%(price), 1 (high)>. Negation words are also considered
in this process. For example, “#*#& 7~ & (price is not high)”
is also merged into the previous examples. Finally, the
pairs with high frequency are extracted as resultant aspect-
opinion pairs.

3.3. Pair Polarity Prediction

Polarity prediction of aspect-opinion pairs benefits from the
large number of user reviews with polarity labels. In our
data, a user who wrote a review has already assigned pos-
itive and negative labels for addressing the advantages and
disadvantages respectively. This was actually required by
most eCommerce websites. Our assumption is that if an
pair appears relatively more frequently in positive reviews,
its polarity is positive; and if it appears relatively more fre-
quently in negative reviews, its polarity is negative. Though
many users sometimes put negative comments in positive
labeled reviews (or vice versa), we found this method is
very accurate, with about 98% accuracy. Some examples
for each domain are shown in Table 3.

3.4. Discussion

The dataset might be useful for context-aware opinion min-
ing. Different from polarity lexicon, the pairs are domain-
independent, and the polarity has attached to some specif-
ic aspect. For example, word “# (high)  has positive
polarity in most lexicons, however, in our dataset, “i& &
% (high temperature)” is a negative term, while “M i tb &



Domain Phrase (Aspect_word Opinion_word) Polarity
digital camera | 7 B f&k#%5(great aperture) positive
digital camera | % B 7<% X (aperture is not large enough) negative
digital camera | #&4 K#C(too sensitive keys) negative
digital camera | #44 L 7% (button is good) positive
digital camera | A4 B 7~ X K (touch screen is not sensitive) negative
digital camera | B % & Wi(screen is very clear) positive
cellphone 1% 5 A~4&(signal is not stable) negative
cellphone i@ 7 HLAF M (speech signal is clear) positive
cellphone At Pb 349 (battery life is comparatively short) | negative
cellphone # %, K J&(battery consume is too quick) negative
cellphone WAk JE % AR AI(IME is very easy to use) positive
cellphone F B *4F(handwriting is not good) negative
notebook w84 & /) Z (battery is a little bit heavy) negative
notebook LAt H & (battery life is excellent) positive
notebook AR # fk 7% (disk is quiet ) positive
notebook 2 H B 1% (disk is slow) negative
notebook £ F rb#3% 2)(graphic card is powerful) positive
notebook % 2 # (poor integrated graphics) negative

Table 3: The examples of aspect-opinion pairs.

(high value-to-price ratio) ” is a positive term. In other

words, the polarity of a term depends not only the domain
of interest, but also the aspect it was attached.
Therefore, the dataset may be used as features in sentiment
classification to involve context factors, for example, to im-
prove bag-of-unigram models. Further, the aspect-opinion
pairs may help do aspect summarization, aspect identifica-
tion, and aspect ranking.

4. Conclusion and Discussion

We presented a Chinese corpus for sentiment analysis. The
corpus contains two parts: a set of multi-domain sentences
with annotated polarity, and a set of aspect-opinion pairs
obtained from three types of digital products including
digital camera, notebook computer, and cellphone. We
described the annotation guideline of labeling these sen-
tences, and the extraction process of obtaining aspect-
opinion pairs. Such a dataset would be useful in sentiment
classification, cross-domain transfer learning, or context-
aware opinion mining, as discussed.

The dataset will also be supportive in cReviewMiner. On-
going research includes cross-domain sentiment classifica-
tion and context-aware opinion mining.
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Abstract

Existing laughter annotations provided with several publicly available conversational speech corpora (both multiparty
and dyadic conversations) were investigated and compared. We discuss the possibilities and limitations of these rather
coarse and shallow laughter annotations. There are definition issues to be considered with respect to speech-laughs and
the segmentation of laughs: what constitutes one laugh, and when does a laugh start and end? Despite these issues, some
durational and voicing analyses can be performed. We found for all corpora considered that overlapping laughs are longer

in duration and are generally more voiced than non-overlapping laughs. For a finer-grained acoustic analysis, we find that

a manual re-labeling of the laughs adhering to a more standardized laughter annotations protocol would be optimal.

1. Introduction

Laughter is a non-verbal phonetic activity that usually
occurs in conversational interaction with an
interlocutor. In contrast to this we can state that most
studies on the acoustics of laughter weoébased on
conversational settings but settings in which actors
produce pre-selected laughter categories (Habermann
1955; Szameitat et al. 2009) or in which subjects watch
funny video clips, either alone (Urbain et al. 2010) or
with another person (Bachorowksi et al. 2001).

One important social feature of laughtein
conversationds that it frequently is a joint action of
two persons. Subsequently, laughs of interlocutors
often overlap with laughs of the other. Since we are
interested in studying phonetic and social aspects of
laughter in conversation, of which overlapping laughter
represents an important aspect, the first step to be taken
is to look for laughter in conversational speech corpora.

Most studies focusing on laughter in conversations are
based on rather restricted amounts of data either
investigating actors in movies (Pompino-Marschall et
al. 2007), focusing on interviews in mass media
(O'Connol & Kowal 2004), eliciting experimental data,
e.g. on male-female encounters (Grammer &
Eibl-Eibesfeldt 1990) or on mother-child interaction
(Nwokah et al. 1999), analysing a small corpus of acted
dialogues recorded in a push-to-talk mode (Trouvain
2000), or performing qualitative studies of convers-
ational analysis with only a few examples (e.g.
Jefferson 1985).

Studies with larger data sets are often not publicly
available, such as the natural dyadic conversations used
in Vettin & Todt (2004). And sometimes, the convers-
ations are recorded in a language unknown to the
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researchers that can be rather inconvenient, such as the
recordings in Japanese used in Campbell (2007) where
strangers have repeated telephone calls with each other.

There are a number of large conversational speech
corpora publicly available containing laughter but
usually, the developers of these databases did not
record these with the aim to study laughter or other
paralinguistic phenomena. Therefore, often only coarse
and shallow annotation of laughter is available because
only little attention was given for how to label laughter.
Consequently, we cannot expect to find a standard
labelling of laughter across multiple corpora.

In this study, we explore laughter annotations in
different speech corpora and show how these can be
used for phonetic analysis. The aims of this study are
three-fold: 1) to compare and select different corpora
suitable for phonetic laughter analysis, 2) to identify
difficulties in laughter labelling, 3) to show how
shallow laughter annotations can be used to explore
durational and voicing aspects of overlapping laughter
in conversation.

2. Conversational speech corpora

Prerequisites of conversational speech corpora ideally
comprise: 1) separated channels for each speaker, 2)
searchability of annotated laugh events in the
transcription document, 3) time alignment of
transcription and audio file with time stamps for the
beginning and the end of the laugh event, 4) publicly
available.

Not all corpora meet the mentioned criteria such as the
separation of the recording channels. An example for a
corpus with one channel for all speakers is the Santa
Barbara Corpus of Spoken American English (SBC).

Another example is the Buckeye corpus (Pitt et al. 2007)



for which only the data of the interviewed person is
available but not the data of the interviewer as the
interlocutor. The disadvantage of having only one
channel is that during overlapping signals like
cross-talk or overlapping laughs it is not clear which
part of the signal stems from which speaker. However,
for a fine-grained acoustic and temporal analysis this
intertwining of both speakers can be very important as
illustrated in Fig. 1 (taken from the Diapix Lucid
corpus (Baker & Hazan 2011)).

Corpora can differ very much with respect to the
annotation of laughter. For two larger Dutch

conversational speech corpora, CGN (Oostdijk 2000)
and IFADV (van Son et al. 2008) laughter was
annotated with a label that also comprised other types
of non-verbal vocalizations, e.g. coughs.

Figure 1: Example of an overlapping laugh (waveform
and spectrogram. Top: mixed signal with masked
information of speaker identity. Middle: signal of

speaker A. Bottom: signal of speaker B.

Even if laughter was somehow annotated in the

transcription files, the laughter annotations sometimes
cannot readily be used for signal analysis because of
missing ending times of laugh events (e.g. Linden-

stral3e corpus IPDS 2006).

In selecting suitable speech corpora, we restricted
ourselves to the English language. However, the
considered corpora do not represent an exhausted list
because availability of data depends e.g. on financial
aspects. We selected 4 corpora that met our pre-
requisites: the AMI meeting corpus (Carletta et al.
2007), the ICSI meeting corpus (Janin et al. 2003), the
HCRC Map Task Corpus (Anderson et al. 1991), and
the Diapix Lucid corpus (Baker & Hazan 2011), see
also Table 1. The first two corpora contain multi-party
meeting recordings and the latter two consist of
task-based dyadic conversations. The main reason for
considering 4 different corpora that we wanted to test
how general our findings are.

3. Laughter annotations

We manually inspected some of the laughter
annotations in the four mentioned corpora and
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encountered a number of problems in the annotations.

3.1 Definition problems

1. Are speech-laughs considered as a sub-type of
laughs?

Sometimes speech-laughs are ignored and sometimes
they are inconsistently labeled.

2. What is the definition of one laugh?

Sometimes the annotated laugh is in reality composed
of two or more laughs, and vice versa, two annotated
laughs are in reality one laugh. It also happens that the
annotated laugh is only partially a laugh or sometimes
it is unclear whether it was a laugh or not.

3. When does the laughter event start and end?
Sometimes the annotated laughs show incorrect time
stamps for beginning and/or end.

3.2 Other problems

1. Are all audible laughs annotated?
Sometimes laughs in the audio file were missing in the
annotation.

2. Are there any technical errors?
Sometimes there were annotated laughs with negative
durations, or no timestamps at all.

Exploiting the information about laughter needs clear

labelling criteria and a consistent application of these

criteria. It seems to be that human annotation is better
than annotations obtained by a machine (i.e. automatic
forced alignment). In any of the corpora inspected we

would consider a re-annotation as necessary to obtain
more homogeneous laughter annotations across
corpora that in turn will lead to more consistent and

reliable research results.

4. Laughter analysis

Despite the listed drawbacks the existing corpora can
be used as they are — but always with the restriction that
we are not considering completely correct data.

4.1 Data used

The laughs used in the analysis were automatically
extracted based on the transcriptions available from the
four corpora under inspection. Speech-laughs were
sometimes annotated in the corpora, e.g., ICSI meeting
corpus (Janin et al. 2003nd Diapix Lucid corpus
(Baker & Hazan 2011), but these were discarded in our
analysis to make the data comparable to the HCRC
Map Task corpus (Anderson et al. 1991) and the AMI
meeting corpus (Carletta 2007). The transcribed laughs
were most of the times treated as words with starting
and ending times. However, a subpart of the annotated
laughs was discarded due to missing time stamps,
missing transcriptions or other technical issues. Since
we are investigating overlapping laughs, only those
laughs that have a start and end time were included in
our analysis. Table 1 gives a short description of the
corpora and laugh data used.



Table 1: Descriptive features of inspected corpora.

no. of no. of no of no. of no. of mean task visual | relationship
annotated used | speakers| convers.| speakers| duration of contact between
laughs | laughs per convers. (in speakers
convers. mins)
AMI 16477 8803 679 171 3-4 35.1(13.5) acted meeting yes mostly
strangers
ICSI 12574 8388 494 75 3-11 55.0 (15.9) real meeting yes colleagues
HCRC 1002 966 250 125 2 6.8 (3.1) giving route on amap yes/no  friends|+
strangers
DiaPix 582 575 114 57 2 7.7 (2.3) spot-the-difference no friends

4.2 Frequency of occurrence

Fig. 2 reveals that overlapping laughs represent a
substantial part of all laughs in all corpora ranging from
35% to 63% of all annotated laughs. Only the ICSI
corpus shows more overlapping than non-overlapping
laughs. This can be easily explained by the fact that in
the ICSI corpus there are many more persons present
and thus increasing the probability that two speakers
will overlap with their laughs. Additionally a
‘contagious effect' could be at work for laughter as was
already shown by Laskowski & Burger (2007b).

Number of laughs
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Figure 2: Frequency of occurrence of non-overlapping
and overlapping laughs for each corpus. Percentages
indicate the relative number of overlapping laughs.

4.3 Duration

The descriptive statistics illustrated in Table 2 and Fig.3
clearly show that overlapping laughs are longer than
non-overlapping laughs. T-tests reveal that for each
corpus these durational differences reach statistical
significance at p<0.01. Interestingly, the multi-party
meetings show higher durations in average, at least for
overlapping laughs. The ICSI corpus differs again
compared to the others by showing longer mean
durations for overlapping as well as for non-overlap-
ping laughs.
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Table 2: Mean duration and standard deviation in
seconds of all laughs (left), non-overlapping laughs
(NO) and overlapping laughs (OL) pooled over the

inspected corpora.

all NO oL
mean sd mear sd mean sd
AMI 1.042| 1.184) 0.775| 0.842] 1.54]1 1.521
ICSI 1.661| 1.298 1.195| 0.753 1.929 1.460
HCRC | 0.838| 0.652 0.715| 0.524] 1.052 0.784
DiaPix | 0.899| 0.689 0.755| 0.495 1.107 0.860

4.4 Voiced vs. unvoiced laughter

Laughter is sometimes classified in voiced vs. unvoiced
forms (e.g. Grammer & Eibl-Eibesfeldt 1990, or
Bachorowski et al. 2001). For our analysis we define
those laughs as unvoiced that show no voiced frame at
all (as obtained from a pitch analysis with a window
length of 40 ms and time step of 20 ms). The rest of the
laughs are defined as "voiced" even if the number of
voiced frames can be relatively low (in contrast to
Laskowski & Burger (2007a) who did a manual
classification of voicedness leading to a higher number
of unvoiced laughs for the ICSI corpus).

In Fig. 4, we can observe a positive correlation between
the level of voicing and duration (similar to Laskowski
& Burger 2007a). There are hardly any unvoiced laughs
longer than 1.6 sec and most unvoiced laughs are
shorter than 800 ms.

Duration overlapping and non-overlapping laughs

O non-overlapping
O overlapping

duration (seconds)

il &

MI ICSI HCRC DiaPix
Figure 3: Boxplots of the duration in seconds of
non-overlapping and overlapping laughs in the four
inspected corpora. Outliers were computed but not
shown for illustrative reasons. Whiskers indicate
1.5%inter-quartile range of the data.
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Figure 4: Histograms (for each corpus) of non-overlapping vs. overlapping laughs distinguishing unvoiced and "voiced
laughs in bins of 200 ms.

Fig. 4 also shows for all four corpora that the longer the lapping, voiced vs. unvoiced, speech-laughs), in

laugh the higher the probability that the interlocutor addition to duration.

joins in, resulting in an overlapping laugh. This effect is
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Abstract
This paper presents the results of the analysis of laughter expressive behavior. First we present the intensity annotation study of an
audiovisual corpus of spontaneous laughter. In the second part of the paper we present the analysis of audio and visual cues that
influence the perception of laughter intensity, as well as the study of audio and visual features that differ in laughter inhalation and

exhalation phases.

Keywords: laughter, audiovisual synthesis, intensity

1.

Several research works on social signals were recently un-
dertaken with possible applications in latest HCI technolo-
gies such as virtual agents. Laughter is one such signal.
It occurs frequently in human-human interaction, and may
have many functions and meanings, such as being the ex-
pression of some emotional states, as well as having a so-
cial function (Adelsward, 1989). Surprisingly enough, vir-
tual agents - software created to be able to maintain natural
multimodal verbal and nonverbal interaction with humans -
are still not able to laugh. Knowledge about the expressive
patterns of laughter is still limited. Within the long term
aim of building a laughing virtual agent, this paper presents
the results of our ongoing work on the analysis of laughter
expressive behavior. We report on the annotation of an au-
diovisual corpus of spontaneous laughter, on a study of au-
dio and visual cues that influence the perception of laughter
intensity, as well as on a study of audio and visual features
that differ in laughter inhalation and exhalation phases.
This paper is structured as follows. In next Section we ex-
plain the motivation of this research. Section 3. is dedi-
cated to the description of the intensity annotation protocol.
Then, in Section 4. we present the data analysis that we re-
alized so far whereas in Section 5. we present the detailed
results. Finally we conclude the paper in Section 6.

Introduction

2. Motivation for this work

Multimodal laughter synthesis is a complex task. In laugh-
ter, the body movements and the tight synchronization be-
tween audio and visual signals of the expression is crucial.
Laughter is a highly multimodal expression composed of
very quick rhythmic shoulders and torso movements, vis-
ible inhalation, several facial expressions which are often
accompanied with some rhythmic as well as communica-
tive gestures (Ruch and Ekman, 2001). This makes its syn-
thesis particularly challenging. Recent studies on laugh-
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ter suggest that there exist different types of laughter that
can have different expressive patterns (Huber et al., 2009).
Consequently, even a small incongruence in laughter syn-
thesis may influence its perception. Particular attention has
to be put on the synchronization between modalities which
seems to be the key factor of successful laughter synthesis.
Thus we need to study first the synchronization between
modalities in human laugh acts.

Even less is known about which audio and visual cues in-
fluence the perception of laughter intensity. Differently to
many other expressive behaviors studied so far, laughter is
a highly multimodal expression. We expect that for laugh-
ter the perceived intensity should be a global evaluation
that takes into consideration all single monomodal signals.
Thus measuring only audio loudness or only mouth open-
ness is not enough to define laughter intensity. Obviously
the knowledge about these audio and/or visual cues that in-
fluence laughter intensity perception is indispensable in re-
alistic laughter synthesis. In order to properly model laugh-
ter in virtual agents, we first need to find the factors that
influence the perception of the intensity of human laughs.

In this paper we describe the results of studies aiming to
better understand the expressive patterns of human laugh-
ter. We mainly focus on the intensity of laughter. For the
purpose of this study we used the AudioVisualLaughterCy-
cle (AVLC) corpus (Urbain et al., 2010) that contains about
1000 spontaneous audio-visual laughter episodes with no
overlapping speech. The episodes were recorded with the
participation of 24 subjects. Each subject was recorded
watching a 10-minutes comedy video. Smart Sensor In-
tegration (Wagner et al., 2009) was used to acquire the
signals and manually annotate (and segment) the laughter
episodes. The number of laughter episodes for a subject
varies from 4 to 82. Each episode was captured with one of
two motion capture systems (Optitrack or Zigntrack) and
synchronized with the corresponding audiovisual sample.



Each segmented laugh was also phonetically annotated (Ur-
bain and Dutoit, 2011). Two annotation tracks were used:
one to indicate the airflow direction (inhaling or exhaling),
the other for the actual phonetic transcription.

3.

We conducted an annotation study of laughter intensity of
the AVLC database. The annotation was realized through a
web application. This application is composed of a set of
web pages; each of them displays one AVLC episode. Par-
ticipants to this study were asked to give an overall score
of their perceived intensity of the episode using a Likert
scale from 1 (low intensity) to 5 (high intensity). Each
laugh episode of AVLC was evaluated globally with only
one score. There was no obligation to annotate all the avail-
able examples (352 episodes). There was no time limitation
for the annotation task. Participants could see each sample
several times. Once they had evaluated an episode and gone
to another one they could not change their previous score.
The episodes were displayed in random order. The whole
set of episodes was divided into subsets, each of them con-
taining the episodes corresponding to 4 subjects.

For the moment, 2 subsets of the whole database (i.e. 352
out of 995 episodes corresponding to 8 subjects) have been
annotated by 15 naive participants mainly from France and
Belgium, aged 24-40. Each episode has been annotated by
at least 3 and at most 6 coders. Overall agreement between
coders was fair: Krippendorff‘s alpha (Krippendorff, 2012)
was .66.

In total we collected 1661 answers. The distribution of the
intensity scores in the part of database annotated so far is
not uniform. Most of the episodes were evaluated as low
intense (see Figures 1 and 2). In more details, the lowest
intensity value was used 536 times, score 2 was used 512
times, 3 - 352, 4 - 222, and the maximal score has only been
given 39 times.

Intensity annotation

MNumber of annotations

Intensity

Figure 1: Laughs intensity annotations histogram

4. Data analysis

In this work we focused on two research questions:

e T1) the relation between the perceived intensity and
certain audio and/or visual features,
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e T2) the relation between the respiration phases and
certain audio and/or visual features.

Task T1. The first task relies on the annotation of perceived
intensity of laughter (see Section 3.). We aim to discover
audio and visual features that correlate with the different
degrees of intensity. For each episode we extract several
distances between markers that correspond to some action
units (Ekman and Friesen, 1978) as well as low-level acous-
tic descriptors. We are particularly interested in the au-
dio and visual features that can be associated with intense
laughs (such as maximum mouth opening).

Task T2. The second task relies on the annotation of res-
piration phases in the laughter episodes. Respiration has
an important role in the multimodal laughter expression.
We expect that information about respiration is crucial to
achieve believable audiovisual laughter synthesis: indeed,
humans can naturally distinguish these respiration phases
when listening or watching to a laugh. The audiovisual sig-
nals of the two respiration phases must thus present differ-
ent patterns. If so, this information can be later used to drive
the audio and visual synthesis modules with a common res-
piration input signal, ensuring the synchronization between
the characteristic audio and visual patterns of the two res-
piration phases. To verify this hypothesis, we analyze the
relation between the respiration phases and our audio and
visual features and we check if these features take different
values in the two respiration phases.

The extracted characteristics are 12 distances correspond-
ing to some facial actions and 58 acoustic low-level de-
scriptors:

e Facial actions are characterized by distances between
the markers in the motion capture data. The computed
distances correspond to jaw movement (D1), lip height
(D2), lip width (D3), cheek raising (D4-5), upper lip
protrusion (D6), lower lip protrusion (D7), lip cor-
ner movement (D8-9), frown (D10-12). The measure-
ments D4-D5 and D8-D9 roughly correspond to action
units considered to be specific for the facial expression
of hilarious laughter, namely cheek raising - AU 6 and
smile (lip corner up) - AU 12. The remaining mea-
surements correspond to the action units which occur-
rence in certain laughs is optional or it is still discussed



(Drack et al., 2009) such as AU4 (frowning) or AU 25
(mouth opening) and AU 26 (dropping the jaw). All
these characteristics are computed at 25 FPS.

e Acoustic low-level descriptors can be divided into 3
categories: spectral low-level descriptors, measures of
the noise level and prosody-related low-level descrip-
tors. Spectral low-level descriptors are 13 MFCCs (as
well as their first and second order derivatives), spec-
tral centroid, spectral spread, spectral decrease, spec-
tral flux and spectral variation. Measures of noise are
obtained with Harmonic to Noise ratios (HNR, 4 val-
ues corresponding to the frequency bands 250-500Hz,
500-1000Hz, 1000-2000Hz and 2000-4000Hz), spec-
tral flatness (4 values also), cepstral peak prominence,
chirp group delay and zero crossing rate. Finally,
prosody-related low-level descriptors include mea-
sures of energy and fundamental frequency. Further
details about these low-level descriptors can be found
in (Drugman et al., 2011; Peeters, 2003). All these
acoustic low-level descriptors were extracted from the
16kHz audio signals, using windows of 512 samples
(32ms) shifted by 160 samples (10ms).

For each considered segment (full episode and respiration
phase respectively for Task T1 and T2), the frame by frame
low-level descriptors (in variable number, depending on the
duration of the segment) are mapped to a fixed-length fea-
ture vector with the help of the following functionals: min-
imum over the segment, max, range, mean, standard devi-
ation, skewness, kurtosis, percentage of time spent in the
upper quartile (%25), zero-crossing rate (ZCR). Since we
had 12 facial distances and 58 acoustic low-level descrip-
tors, we obtain a feature vector of 630 audiovisual features
per segment, plus the duration of the segment.

5. Results

We present the results based on the subset of the AVLC
corpus for which we have sufficient intensity annotations
(see Section 3.). Two subjects had to be removed from the
current study due to erroneous motion capture data. Conse-
quently, we had 1336 intensity annotations for the remain-
ing 249 laughs (from 6 subjects).
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MFCCO range
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5.1. Intensity and audio visual features

In task 1 we studied the relation between the perceived in-
tensity and several audio and visual features. Concerning
the audio features we found strong correlations between
several features and the median intensity annotated for each
laugh. Spectral features provide the strongest correlations,
as well as energy: MFCCO presents a correlation coefficient
(p) with the laughter intensity above .8, while loudness is
slightly behind. Figures 3 and 4 show the best correlations
with the annotated intensity, obtained with MFCCO range
and MFCC2 range, respectively. The detailed data for the
10 best audio descriptors and pitch are presented in Table 1.
We can see that the “range” functional is yielding the best
correlations for all these lew-level descriptors. Energy de-
scriptors (M FCC0, AMFCC0, AAM FCCO0 and Loud-
ness) are the most correlated with laughter intensity, fol-
lowed by descriptors of the spectral shape (spectral flatness
and MFCCs). Pitch, extracted through the ESPS method
available in Wavesurfer (Sjolander and Beskow, 2011), is
slightly below.
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Figure 4: Correlation between median intensity and
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Visual features give slightly lower correlation coefficients.
The strongest correlation was observed for the maximum
jaw (Figure 5) and lip openings, i.e. the distances D1
and D2, with the “max” functional computed on the whole
episode (p = .68 and .65, respectively).
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Figure 5: Correlation between median intensity and jaw
opening



Table 1: Correlation between laughter median intensity and the 10 best acoustic descriptors (+ pitch)

s w =z =z =z 2 Z b B T o
- N a 3 a3 a a Z Lg 2]
2 & ) Q g Q Q a = 2 o
3 3 = Q Q z 5
[«
min 077 079 020 -078 071 -059 072 079 -075 022 -0.02
max 023 016 08 036 047 059 054 078 075 078 054
range 078 079 083 079 078 078 078 083 078 079 0.69
mean 0.56 -0.68 053 -048 -032 006 -0.11 -010 -0.07 057 030
std 066 071 067 069 062 063 068 066 063 069 055
skewness | -0.57 -0.57 007 -045 -045 -023 -039 040 -022 041 021
kurtosis | 0.44 040 010 025 036 029 031 045 055 041 039
ZCR 061 067 -022 -052 -032 -043 -057 -022 -027 -0.10 -0.14
%25 059 062 -040 020 005 -0.02 000 -049 -041 -055 0.13

Strong correlation was also observed for maximal lower lip
protrusion (D7) (p = .60). All these three measures re-
ceived comparable strong correlations when computed as a
mean for whole episodes. On the other hand these three dis-
tances correspond to the activation of the action units AU
25 and AU 26. This might suggest that the perceived de-
gree of the intensity is correlated with the mean and maxi-
mal activation of AU 25/26 and, in other words, with the
mouth opening. Similar relations were not observed for
other action units that occur in laughter expressions. In-
deed, in our test the correlation between the perceived in-
tensity and the measures D4 and DS was weak (p = .33
and .43). It suggests that the intensity of the orbicularis
oculi activity (i.e. AU6) is not related to the perceived in-
tensity. However it does not mean that this activity was
not observed in the dataset. Similarly we did not observe
a relation between the measurements corresponding to AU
12 and the perceived intensity. Indeed, the correlation be-
tween perceived intensity and the measurements D3, DS,
and D9 was only slightly higher (0.33-0.48 for maximum
functional, and 0.31 - 0.43 for mean functional) than for the
distances corresponding to AU 6. Finally, frowning is even
less correlated with the perceived intensity. The observed
correlation for the maximal value of the measurement D12
is 0.37. The detailed data are presented in Table 2.
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Interestingly, the overall duration of the laugh is not

28

strongly correlated (p = .54) with the perceived intensity
(Figure 6). In other words, an intense laugh does not nec-
essarily last long, and vice-versa.

These results show us that some audio and/or visual fea-
tures are strongly related to the perceived intensity of
laughs. Hence these features are both good candidates to
predict laughter intensity, and helpful to synthesize laughs
with the desired intensity.

5.2.

In task 2 we studied the relation between the perceived in-
tensity and the respiration phases. In total, the 249 laughs
contain 419 exhalation phases and 190 inhalation phases.
For each feature, we compare its distributions in inhala-
tion and exhalation phases. A Lilliefors test showed that
most of the features do not follow a Gaussian distribution;
hence a Kolmogorov-Smirnov test was preferred to a t-test
to compare the feature distributions over the 2 classes. The
Kolmogorov-Smirnov test yielded in highly significant dif-
ferences in the distributions of the 2 classes, for most of
the audiovisual features. Figures 7 and 8 present the distri-
butions, for the two classes, of 4 different features. These
experiments illustrate that audiovisual features present dif-
ferent patterns in exhalation and inhalation laughter phases,
which confirms our expectations since it is easy for humans
to distinguish these phases. These features can be used
for segmenting respiration phases in laughter and analyz-
ing their differences.

Intensity and respiration phases

6. Future works

In this paper we analyzed audio and visual features of spon-
taneous laughter expressive behavior. First of all we de-
scribed the intensity annotation of an AVLC audiovisual
corpus of spontaneous laughter. We also studied the re-
lation between audio and visual cues of laughter and the
perceived laughter intensity, as well as between the audio
and visual features and laughter inhalation and exhalation
phases.

Several limitations of this work should be noted. First
of all the manual annotation of phase respirations can be
only roughly done from the audio and/or visual channel.
In future we plan to extend our work by using respiration
sensor data to increase the segmentation accuracy. Sec-
ondly the referred results depend strongly on the choice of



Table 2: Correlation between laughter median intensity and the distances

DI D2 D3 D4 D5 D6 D7 D8 D9 DI0 DIl DI2
min 039 032 012 0.19 0.11 017 026 0.15 0.19 -0.08 -0.10 0.08
max | 0.68 0.65 048 0.28 030 020 0.60 043 033 0.12 0.01 037
range | 0.52 048 046 043 044 040 054 03 036 0.19 0.15 0.23
mean | 0.64 0.61 043 026 026 0.19 054 04 031 0.04 -0.03 0.29

the episodes, the segmentation method and the context in
which the data were collected. Thus, we plan to use data
from different video-corpora to confirm our results. It is
particularly important to study the relation between the per-
ceived intensity, some characteristics such as occurrence of
AUG6 and the type of laughter (social, hilarious). Last but
not least the intensity annotation score corresponds to the
whole episode but continuous annotation might be more in-
formative as the intensity may not be constant during the
laughter episode.

This is an ongoing work. Future works will consist in the
more detailed annotation of the existing corpus, more de-
tailed data analysis and finally building laughter models.
First of all we plan to extend the intensity annotation of our
video-corpus. We will annotate separately the audio and
video channels using the same protocol as the one used in
Section 3. We are particularly interested in the relation be-
tween the evaluation of the single modalities and the overall
perception of the intensity. Taking into consideration that
laughter episodes are often silent (at least in some phases),
this work will give us more knowledge about the role of
single modalities in laughter episodes.

Secondly, we are currently investigating the relation be-
tween facial actions and the produced laughter sounds,
which will also help the synchronized audiovisual laughter
synthesis, by looking at the relationship between the anno-
tated vowel-like phones of the AVLC corpus and the shape
of the mouth.

Thirdly, after finishing the annotation we discussed with
some annotators about the task they had worked on. From
these free discussions we observed that our annotators were
often trying to evaluate laughter intensity in a subject-
dependent way: they evaluated some laughs as relatively
intense, i.e. intense when considering that specific person,
even if they were not explicitly requested to do so. Our
hypothesis is that, while coders may evaluate inter-subject
intensity in the first episodes of laughter for a given sub-
ject, they rather evaluate the intra-subject intensity when
the number of episodes increases. This hypothesis needs
to be verified in future works. We ignore this factor in the
analysis presented here.

Finally, the results presented here provide new insight for
laughter synthesis. We have a better idea of how audiovi-
sual features are related to laughter intensity and respiration
phases. We can also use these results for actual prediction
of laughter intensity and segmentation of inhalation and ex-
halation phases.
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Figure 7: Distribution of mean Chirp Group Delay and mean Zero-Crossing Rate for exhalation

phases
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ILHAIRE Laughter Database—Phase 1

The ILHAIRE project seeks to scientifically analyse laughter in sufficient detail to allow the modelling of human laughter and
subsequent generation and synthesis of laughter in avatars suitable for human machine interaction. As part of the process an
incremental database is required providing different types of data to aid in modelling and synthesis. Here we present an initial part of
that database in which laughs were extracted from a number of pre-existing databases. Emphasis has been placed on extraction of
laughs that are social and conversational in style as there are already existing databases that include instances of hilarious laughter.
However, an attempt has been made to exhaustively extract all instances of laughter from databases that were not designed for the
purpose of generating hilarious laughter. Theses databases are: the Belfast Naturalistic Database, the HUMAINE Database, the
Green Persuasive Database, the Belfast Induced Natural Emotion Database and the SEMAINE Database.

Keywords: Laughter, Database, Social

1. Introduction

The ILHAIRE project seeks to scientifically analyse
laughter in sufficient detail to allow the modelling of
human laughter and subsequent generation and synthesis
of laughter in avatars suitable for human machine
interaction. As part of the process an incremental
database is required providing different types of data to
aid in modelling and synthesis. The database is termed
“incremental” as different teams within the project
require different types of data and at varying stages
during the life of the project. At the end of the project
there will be a substantial database, which will contain
laughs extracted and annotated from existing databases
in addition to the generation of specific laughter material.
The latter will be recorded and annotated in detail, using
FACS annotation and motion capture data of both facial
features and full body motion during laughter events.

The project recognises that laughter includes not only
hilarious laughter but also various forms of social
laughter. Hilarious laughter occurs typically in reaction
to a stimulus such as a joke or a funny video. Importantly,
it can occur either when the laugher is alone, or in the
presence of others. Social laughter, however, only occurs
during social interactions typically in conversations
involving two or more participants. It is thought to serve
several functions in conversations: it can regulate a
conversational interaction, alter the meaning of an
utterance, provide a backchannel signal that
acknowledges engagement in the conversation, or signal
a level of group cohesion (Vettin & Todt, 2004).

There are already existing databases dedicated to
providing instances of laughter: including the
AVLaughterCycle database produced by members of the
ILHAIRE project, which will not be reported on here; as
well as the MAHNOB laughter database (Petridis et al.,
In Press). These databases focus primarily on hilarious
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laughter. To provide a preliminary overview of laughs
that are more social in nature, we have extracted laughter
from five existing databases designed to show people
acting and interaction in a variety of situations that are
relatively natural, but emotionally coloured. Five
databases were chosen to extract these kinds of laugh.
Laughter was not a criterion in the construction of any of
these databases, and so there is no bias either towards the
presence of laughter, or towards the presence of any
particular type of laughter, in them. As this is an initial
attempt to extract and social and conversational laughter
multiple naturalistic databases were used with the goal of
an exhaustive search extracting laughter where it was
observed to occur and often in natural settings not
typically associated with laughter. The database reported
here contains all the extracts from these databases which
did contain laughter, with associated labels. An attempt
was made by one person to exhaustively extract laughter
from these databases. This was followed by further
validation of a subset of the extracted laughs. This paper
reports only on the initially extracted laughs the
validation will be reported in greater detail a future paper.
It will be made available as part of the broader ILHAIRE
database. The nature of data collection in each of these
databases is explained in greater detail in the references
associated with the original databases.

The paper will introduce each of the databases that were
used in the creation of this initial phase of the ILHAIRE
Laughter Database and address the issues that arise due
to the idiosyncrasies of the original database. This will
be followed by details of annotations that are available
and future annotation plans.

2. Belfast Naturalistic Database

The Belfast Naturalistic Database (Douglas-Cowie,
Campbell, Cowie, & Roach, 2003) was an early attempt
to gather a broad swathe of audio-visual material of
people who at least appeared to be experiencing genuine



emotion. These were primarily drawn from television
programmes, talk shows, religious and factual
programmes. The material contains a broad sample of
both negative and positive emotions, with 53 of the total
of 127 video clips containing laughter in some form.
There are copyright issues associated with many of the
video clips in the Belfast Naturalistic Database which
unfortunately means that only five of the clips can be
broadly disseminated with the ILHAIRE Laughter
Database.

3. HUMAINE Database

The HUMAINE database (Douglas-Cowie et al., 2007)
was created with the purpose of demonstrating the
breadth of material that exists related to a broad
understanding of the word emotion—termed ‘pervasive
emotion’. The database contains fifty audio-visual clips
from a variety of sources providing diverse examples of
emotional content relevant to affective computing. From
these fifty clips 46 instances of laughter were extracted
for inclusion in the current database. The quality of these
clips is variable, but they are useful as illustrations of the
variety of situations in which laughter occurs.

4.

The Green Persuasive Database (Douglas-Cowie et al.,
2007) contains a collection of audiovisual clips that were
recorded to capture a type of interaction where there are
strong feelings, but not basic emotions. The scenario
involves one participant who is trying to convince the
other participant of the moral case for trying to adopt a
more environmentally friendly lifestyle, using as
examples sustainable transport, flying less, and reducing
greenhouse gas emissions. The conversations are mildly
confrontational but persuasive and friendly rather than
overtly argumentative. There is a strong power
imbalance between participants as the persuader is a
University Professor and the listeners are students. There
were eight interactions in total lasting between 15 and 35
minutes. From these eight participants 280 instances of
laughter were extracted. The nature of the interactions
meant that most of these laughs are conversational or
social laughs that occur as a natural part of a social
interaction between two people. Very few would be
classified as hilarious laughs.

Green Persuasive Database

5. Belfast Induced Natural Emotion

Database

The Belfast Induced Natural Emotion Database (BINED)
(Sneddon, McRorie, McKeown, & Hanratty, 2012)
represents a deliberate effort to induce specific kinds of
emotional behavior. The goal of the database was to
produce material that could act as replacements to the
posed static photographs that are often used in studies of
emotion. Natural dynamic emotion was elicited either by
watching emotional video clips or by a series of tasks in
which participants actively engaged. The database is
organized into three sets based around chronological data
collection periods. The first set involved tasks designed
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to elicit: Amusement, Disgust, Fear, Frustration, and
Surprise. There are 113 participants, 43 females and 70
males in Set 1 of the database. Laughs have been
extracted from this set, 289 instances of laughter were
extracted from a total of 565 clips. These occurred at
different frequencies depending on the kind of emotion
that the task sought to elicit. Figure 1 plots the frequency
of the laugh instances for males and females in these
clips for each of the different tasks. Importantly the
number of clips differs and so this information serves
only to display the numbers of instances of each clip in
the database and not a comparison of levels of laughter
in each gender. Work is ongoing to add laughs from Set
2 and Set 3 of the database. This work includes the
extraction of laughs from the Amusement clips by 9
raters, and will provide a greater reliability to the laugh
extraction as well as providing some knowledge about
the ambiguity involved in deciding where the exact onset
and offset points are in a given laugh. While laughter
onset is typically the easier of these to distinguish,
identifying onset can be particularly challenging when
laughter is preceded by a smile; knowing how and when
a smile becomes a laugh is an open question. Greater
challenges are posed in identifying laughter offset, this
can often be further compounded by a second bout of
laughter can occurring before there is a return to a
neutral face. We hope to address some of these issues
with the clips from BINED.
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B Male Laugh Instances (from 70 Clips)
Female Laugh Instances (from 43 Clips)

Figure 1: Laughter Instances for the task types in the
BINED database

6. SEMAINE Database

The SEMAINE database (McKeown, Valstar, Cowie,
Pantic, & Schroder, 2012) provides high quality
audio-visual clips from a setting that is strongly aligned
with the goals of the ILHAIRE project. The SEMAINE
project developed a system which engages users in a
sustained emotionally coloured interaction with an
avatar—known as a Sensitive Artificial Listener
(SAL)—with a primary emphasis on creating technology
that attended to and synthesized the non-verbal
components of human interaction. As part of the project
there were different stages of interaction in which the
various levels of engagement approached the end goal of
a human machine interaction. In the initial stage known
as Solid SAL one participant took the role of the user



and another took the role of the avatar and acted as one
of the four SAL characters in the SAL system. A later
version—Semi  automatic SAL—used a human
interacting with an avatar operated by another human;
users could see only a schematic image of a face and the
operator selected pre recorded utterances from a set
script. The final stage involved interactions with an
autonomous avatar controlled by the fully automatic
SAL system. Once again there was no explicit remit
within the SEMAINE project that called for laughter in
the interactions, the laughter that occurred was largely
conversational and social laughter incidental to the task
of interacting with the avatar or with a person pretending
to be an avatar. The laughs that are included in this

version of the ILHAIRE database are taken from the
Solid SAL interactions and therefore involve interaction
between two humans. Laughs were automatically
annotated by the audio feature recognition components
of the openSMILE system within the SAL system and
then extracted using this annotation. While these laughs
were checked by a human and some false positives were
removed, it is possible that some laughs that were not
recognized by the system and, therefore, the list cannot
be considered an exhaustive extraction of the laughs in
the Solid SAL section of the SEMAINE database. In
total 443 instances of laughter were extracted from 345
video clips.

Mean
Rating

Expressing predominantly positive emotions Frequency
Happy Indicative of pleasure, contentment or joy because of a particular thing 16.3
Relieved Laughter that signifies a concern or anxiety has been laid to rest 5.9
Thankful Appreciative or expressing gratitude to a person 5.1
Hilarious Unrestrained response to something that is simply found extremely funny 7.2
Giggling Happy mixed with a sense that something is ridiculous or unimportant 13.8
Helpless Laughter that is positive, but that the person has completely lost control of 4.9
Lustful Salacious: expresses sexual arousal and anticipation 0.1
Mischievous Playful but with the intent to case trouble 2.4
Boastful Laughing out of self-admiration or excessive pride 3.1
Expressing predominantly negative emotions
Angry Laughter that conveys aggression or intimidation 0.3
Sarcastic Laughter to convey that words spoken should be taken as cynical or mocking 1.4
Contemptuous | A laugh that expresses superiority to the person being laughed at, showing disdain or

scorn towards them 1.0
Sullen Laughter that indicates someone is being pressurised to behave in ways that he/she

resents 1.4
Tense Uncomfortable laughter. Used in situations where it is unsure what should be said 6.4
Embarrassed A result of being self-conscious or an expression of confusion or shame 9.1
Hysterical Laughter that the person has completely lost control of as a result of feeling that he/she

has lost control of events. 1.7
Desperate Frenzied laughter conveying a dire need for something 1.2
Sad Laughter indicating regret that something has happened, with resignation that it cannot

be changed 2.8
Expressing emotions with positive and negative elements
Shy Nervous and quiet, trying not to make feelings too obvious 4.2
Anxious Experiencing unease and trying to lessen it with laughter 10.9
Apologetic Awkward laugh used when an individual is trying to express an apology / show remorse. 1.5
Meaningful A laugh to show there is more meaning to what has been said than is simply expressed 3.6
Cunning Laughter that is shrewd, sly or deceitful 0.4
Taunting Laughter directed at someone in particular. Intended to make fun of or belittle him/her. 1.8
Schadenfreude | Laughter expressing pleasure in the misfortune of another person 1.8
Other - not primarily expressing emotions
Physical reflex Response to physical prompt (usually tickling) 0.4
Surprised A reaction to astonishment, when something happens suddenly or unexpectedly 8.4
Backchannelling | Laughter that is part of a conversation, and conveys a routine acknowledgement of what
laughter the other speaker has just said 8.3
Polite laughter Laughter aimed at being courteous and showing good manners 7.9
Contrived A forced or planned laugh 5.2
Staged laughter | Completely forced. Usually detectable easily. The kind of laugh found in TV/films 0.9
Other Not included in the list above 2.0

Table 1. Classification Scheme for Annotation of Laughter
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7. Annotation

There are existing annotations that are provided with the
databases, which were collected for their original uses.
These give mainly information about emotional content.
To these ongoing projects are adding annotations of the
laughter in the databases. Here we will comment only on
the laughter-specific annotations. The attempt to
annotate the onset and offset of amused clips in the
Belfast Induced Natural Emotion Database has already
been outlined. Additional to the goal of establishing
inter-rater agreement of onset and offset times this data
can be used to establish duration of laughter, and raters
have also been asked to produce a rating of the intensity
of laughter on a scale between 1 and 10.

A second associated project has attempted to classify the
types of laughter using the clips found in the Belfast
Naturalistic Database and HUMAINE database. Starting
with an initial classification of 23 laughter types (Drack
& Ruch, 2007) this was extended to the laughter
classification scheme that can be seen in Table 1. The
descriptions in each category were developed in
conjunction with users to ensure that they could be
readily understood by non-experts. 16 raters have
classified the clips using these categories. The final
column in the table shows the average number of times
each label was used per rater, and so it gives a broad
indication of the frequency with which different kinds of
laughter appear in a pre-existing body of naturalistic
material. This is not conclusive, but it gives a first
indication of the kinds of laughter that should be a
priority for research concerned with facilitating
interaction.

The broader annotation strategy of the database is a yet
undetermined. Where available resources are used for
annotation will be decided depending on the outcome of
the preliminary annotation research such as that outlined
in Table 1, and the general requirements of the members
of the ILHAIRE project.

8. Future Development

The database detailed in this paper has been developed
as an initial phase in an incremental database which is
being created as part of the IHAIRE project. These initial
components will be added to with laughter data
specifically collected according to the needs of the
project. This will include full body motion capture data
with accompanying audiovisual data and face only
motion capture with accompanying audiovisual data. The
goal is to collect a broad variety of types of laughter
within the broad categories of social and hilarious and
more refined categories outlined in Table 1. As this data
is collected and annotated it will become part of the
ILHAIRE database and be made available to the research
community.
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9. Availability

We plan to make the database available for use by the
broader research community in the near future.

10. References

Douglas-Cowie, E., Campbell, N., Cowie, R., & Roach,
P. (2003). Emotional speech: Towards a new
generation of databases. Speech Communication,
40(1-2), 33-60.

Douglas-Cowie, E., Cowie, R., Sneddon, 1., Cox, C.,
Lowry, O., McRorie, M., Martin, J., Devillers, L.,
Abrilian, S., Batliner, A., Amir, N. & Karpouzis, K.
(2007). The HUMAINE database: Addressing the
collection and annotation of naturalistic and induced
emotional data. Lecture Notes In Computer Science,
4738, 488-500.

Drack, P., & Ruch, T. H. W. (2007). The Apex of Happy
Laughter: A FACS-Study with Actors. In E.
Banninger-Huber & D. Peham (Eds.), Current and
Future Perspectives in Facial Expression Research:
Topics and Methodological Questions 32-37.
Innsbruck University Press.

McKeown, G., Valstar, M., Cowie, R., Pantic, M., &
Schréder, M. (2012). The SEMAINE Database:
Annotated Multimodal Records of Emotionally
Coloured Conversations between a Person and a
Limited Agent. IEEE Transactions on Affective
Computing, 3(1). doi:10.1109/T-AFFC.2011.20

Petridis, S., Martinez B., & Pantic, M. (In Press) "The
MAHNOB-Laughter Database", Image and Vision
Computing Journal.

Sneddon, 1., McRorie, M., McKeown, G., & Hanratty, J.
(2012). The Belfast Induced Natural Emotion
Database. IEEE Transactions on Affective Computing,
3(1). doi:10.1109/T-AFFC.2011.26

Vettin, J., & Todt, D. (2004). Laughter in conversation:
Features of occurrence and acoustic structure. Journal
of Nonverbal Behavior, 28(2), 93—115. Springer.



Comparing Non-Verbal Vocalisations in Conversational Speech Corpora

Jirgen Trouvain® & Khiet P. Truong?
'Saarland University, Germany &Jniversity of Twente, The Netherlan