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Abstract
Named entity recognition of the clinical entities disorders, findings and body structures is needed for information extraction from
unstructured text in health records. Clinical notes from a Swedish emergency unit were annotated and used for evaluating a rule- and
terminology-based entity recognition system. This system used different preprocessing techniques for matching terms to SNOMED CT,
and, one by one, four other terminologies were added. For the class body structure, the results improved with preprocessing, whereas
only small improvements were shown for the classes disorder and finding. The best average results were achieved when all terminologies
were used together. The entity body structure was recognised with a precision of 0.74 and a recall of 0.80, whereas lower results were
achieved for disorder (precision: 0.75, recall: 0.55) and for finding (precision: 0.57, recall: 0.30). The proportion of entities containing
abbreviations were higher for false negatives than for correctly recognised entities, and no entities containing more than two tokens were
recognised by the system. Low recall for disorders and findings shows both that additional methods are needed for entity recognition
and that there are many expressions in clinical text that are not included in SNOMED CT.
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1. Introduction
Health records contain valuable information that can be
used for improvement of the immediate care of patients and
for medical research. A considerable amount of informa-
tion is stored in an unstructured format as free text, and
the knowledge contained in this text is not readily avail-
able for automated analysis such as text mining and deci-
sion support systems. In order to make use of the informa-
tion locked up in the free text in medical records, methods
for extracting relevant entities from it are needed. The se-
mantic classes disorder, finding and body structure are ex-
amples of such clinical entities that are significant for the
medical history of a patient.
There are several studies in which clinical entities have
been extracted from health record text through compari-
son with different medical terminologies. One of the re-
sources that have been used for this purpose is the med-
ical terminology SNOMED CT. This terminology has re-
cently been translated into Swedish, which opens up the
possibility for SNOMED CT-based extraction of clinical
entities from Swedish text. However, the natural language
of the free text sections of patient records does not follow
the precise expressions in terminologies, and is typically
written with abbreviations, misspellings and medical jar-
gon. Therefore, it is worth investigating the extent to which
SNOMED CT can be used as a resource for automatic re-
trieval of clinical entities from free text sections of health
records, as well as the extent to which expressions that are
used in daily clinical practice are included in SNOMED CT.
The present study will focus on named entity recognition
of the clinical entities disorder, finding and body structure
and has three main aims:

• To investigate to what extent it is possible to automati-

cally recognise these three types of entities using exist-
ing medical terminologies, and whether different tech-
niques for preprocessing the text and the terminologies
affect the results.

• To examine the coverage of SNOMED CT on Swedish
clinical text, that is the extent to which entities that
are used in daily clinical practice correspond to how
entities are expressed in SNOMED CT.

• To explore how abbreviations and number of tokens in
clinical entities influence entity recognition.

2. Related research
2.1. Recognition of clinical entities
Most studies on retrieval of entities from clinical text have
been performed with the intent of mapping terms in text
to specific concept codes in a terminology. One example
is the MetaMap program (Aronson, 2001), which discov-
ers UMLS concepts in biomedical and clinical text through
matching phrases to terms in the UMLS metathesaurus.
MetaMap uses techniques such as parsing to filter out rele-
vant phrases, and tools that generate inflections and spelling
variants. Studies of matches to specific concepts within
UMLS have also been carried out by for exampel Zou et al.
(2003), Huang et al. (2003) and by Friedman et al. (2004).
Long (2005) and Patrick et al. (2007) have focused on con-
cepts belonging to SNOMED CT and they use different
techniques for finding abbreviations, misspellings, inflec-
tions and different word orders when matching clinical text
to SNOMED CT.
The focus of the present study is to carry out named entity
recognition of clinical entities, thus to retrieve instances of
a certain type, not to match to an exact concept. There are
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several previous studies on named entity recognition in En-
glish clinical text. A rule- and lexicon-based approach for
named entity recognition of disorders through a match to
SNOMED CT has for example been evaluated by Savova
et al. (2010). Their approach, which relies on techniques
including spelling correction and generation of word per-
mutations (Kipper-Schuler et al., 2008), resulted in a preci-
sion of 0.80 and a recall of 0.65 for an exact match (Savova
et al., 2010).
Another example of named entity recognition is described
by Wang (2009), who compared rule-based and machine
learning methods for detecting ten different classes of clin-
ical concepts, including body structure, finding and quali-
fier. The clinical notes deal with a variety of areas within
the Intensive Care Services. The rule-based approach,
which resulted in an average precision of 0.75 and an av-
erage recall of 0.52 for exact match, uses a lexical word
lookup using word lists such as UMLS, SNOMED and
MOBY (standard English dictionary) as well as lists of
medical abbreviations. For the machine learning approach,
the output of the rule-based system was used as one feature.
Wang and Patrick (2009) have later applied other machine
learning methods on the same corpus.
Also Jiang et al. (2011) have used machine learning meth-
ods for named entity recognition in clinical text, focusing
on medical problems, tests and treatments. As in the other
described machine learning studies, they used the output
from rule-based lexical lookup systems as one feature for
their machine learning system.
Studies on entity recognition in clinical text have also been
carried out in smaller languages such as Finnish (Suominen
et al., 2006) and Swedish (Kokkinakis and Thurin, 2007).
The difficulties for these smaller languages lie in limited
terminologies and fewer language-specific natural language
processing tools. The Swedish named entity recognition
system, which used the MeSH terminology, achieved a pre-
cision of 0.98 and a recall of 0.87 for recognition of dis-
eases in discharge summaries.
In order to develop and evaluate named entity recognition
systems, annotated corpora are needed. The process of
annotating entities in clinical text has been described by
Wang (2009) and by Chapman et al. (2008). Both stud-
ies achieved an F-score of around 0.9 for inter-annotator
agreement. Annotation of clinical entities is also described
by Ogren et al. (2008).
There is a previous study on Swedish clinical text, in which
clinical findings are annotated in patient records from the
Stockholm EPR Corpus with the aim of assembling a list
of diagnoses (Velupillai et al., 2011). These annotations
have been used for an initial study of recognition of clinical
findings using SNOMED CT, and since the focus lied on
maximising the precision, the results were a recall of 0.13
and a precision of 0.80 (Skeppstedt et al., 2011).

2.2. Evaluation of terminologies
Automatic evaluation of coverage of the English
SNOMED CT has for example been studied by Penz
et al. (2004), who obtained a coverage of around 90%
when automatically matching the content of problem
list entries for various types of clinical domains to

SNOMED CT.
For Swedish, the coverage of SNOMED CT has been au-
tomatically evaluated on free text from a scientific corpus
(Kokkinakis, 2011b) and from public health portals (Kokki-
nakis, 2011a). In the scientific medical corpus the occur-
rence of SNOMED CT terms was studied and only 6.3% of
all SNOMED CT terms were found in the corpus when di-
rect match was applied. The study of text on public health
portals focused on findings, signs and symptoms and the
coverage of subsets describing findings in three different
terminologies; MeSH, SNOMED CT and ICD-10. De-
pending on type of health portal, 32% to 35% of the gath-
ered terms were found in SNOMED CT, 22% to 27% in
MeSH and 3.2% to 4.1% in ICD-10.

3. Methods
Clinical text in Swedish patient records was annotated for
the clinical entities disorder, finding and body structure.
Rule-based lexical lookup, using between one and five dif-
ferent terminologies, was thereafter applied to recognise
terms of these categories in the texts, and the resulting
matches were evaluated using the annotated data as a gold
standard. Different kinds of preprocessing of the text and/or
the terminology were carried out to increase matching.

3.1. Terminologies
The following terminologies were used in the study:

SNOMED CT aims at providing a standardised terminol-
ogy for clinical information and consists of medical
concepts that are organised into hierarchies. Each con-
cept in the terminology has a fully specified name,
which also includes a semantic tag that indicates a se-
mantic class that the concept belongs to. Examples
of semantic classes are disorder, finding, body struc-
ture, qualifier value and person. (IHTSDO, 2008a)
SNOMED CT has been translated into Swedish by the
Swedish National Board of Health and Welfare (So-
cialstyrelsen). The translation that was used for the
study described here was released in July 2011. This
version contains around 280,000 clinical terms and,
unlike its English counterpart, does not contain any
synonyms. (Socialstyrelsen, 2011)

ICD-10 is an international standard classification of dis-
eases, managed by WHO (WHO, 2012). The names
of the Swedish translation of the ICD-10 diagnosis
codes were used as one of the terminologies in this
study.

MeSH is a controlled vocabulary created for the purpose
of indexing medical literature. The English version of
MeSH has been translated into Swedish by Karolinska
Institutet University Library. (Karolinska Institutet,
2012)

Wikipedia: Projekt medicin contains 384 names of dis-
eases in Swedish, often expressed in more general
terms than in the other resources. (Wikipedia, 2012)

Medical abbreviations and acronyms from the second
part of a book about Swedish medical abbreviations
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and acronyms (Cederblom, 2005). This list contained
2,134 abbreviations.

3.2. Annotation of clinical texts

The free text sections in the assessment part of randomly
chosen clinical notes from an emergency unit of internal
medicine at Karolinska University Hospital were used in
the study.1 The chosen texts were all part of the Stockholm
EPR Corpus (Dalianis et al., 2009), which contains patient
records written in Swedish. The annotation was carried out
by one senior physician with previous experience in annota-
tion of clinical texts. A test annotation was first performed
to refine the annotation guidelines, and also to give the an-
notator the chance to become familiar with the task. The
text annotation tool Knowtator was used (Ogren, 2006).
The selected entities in this study were the three semantic
classes disorder, finding and body structure. Definitions
of the studied entities were based on the corresponding
SNOMED CT semantic classes found in the SNOMED CT
Style Guide (IHTSDO, 2008b), and can be summarised as
follows:

Disorders: Diseases or abnormal conditions that are not
momentary and that have an underlying pathological
process.

Findings: Symptoms reported by the patient, observations
made by the physician or results of a medical exami-
nation of the patient.

Body structures: Anatomically defined body parts, ex-
cluding body fluids and expressions indicating posi-
tions on the body.

The primary rule for the choice of annotation class was to
annotate words into the class in which they are perceived
in the clinical reality described in the text. The same word
or expression can therefore be a finding in one case and a
disorder in another and it was annotated in accordance with
the context. For example, hypertension can be observed as
a symptom of several disorders, but it is also a disorder in
itself with its own underlying pathological process.
Only words in sequence were annotated for each annotation
instance, and no nested annotations were allowed. Neither
was it allowed to annotate only part of a word, and there-
fore compound words were annotated as one whole word.
The shortest possible expression that still fully described
the finding, disorder or body structure was annotated. Qual-
ifiers, such as words indicating negation or level of severity,
were excluded.
In the example sentence: The patient experiences strong
stabbing pain in the left knee (Patienten känner en kraftig
stickande smärta i vänster knä), the words strong and left
are qualifiers and were therefore not annotated, stabbing
pain is a finding, and knee is a body part.

1The study was carried out after approval from the Re-
gional Ethical Review Board in Stockholm, permission number
2009/1742-31/5.

3.3. Rule-based lexical lookup of terms in
terminologies

The aim of the rule-based lexical lookup of terms in
SNOMED CT, and in some cases other terminologies, was
to assign each token in the clinical text one of the three se-
mantic classes disorder, finding and body structure, or the
class O, meaning outside of an entity.
Some of the preprocessing relied on Granska, which is a
part-of-speech tagger for Swedish (Carlberger and Kann,
1999).
The constructed algorithm first used the tokeniser in
Granska to tokenise the clinical text, and also to divide the
text into sentences through using the part-of-speech tag ma-
jor delimiter. Thereafter, the following was performed for
each sentence in the clinical text: First, the full sentence
was matched to the selected terminology, and if the full sen-
tence was found as a term in the terminology, each token
in the sentence was assigned the semantic class given by
the terminology. Thereafter, the sentence was divided into
increasingly smaller parts, with increasingly fewer tokens
and each of these smaller parts was also, in the same way,
matched to the terminology. Therefore, in this first run, a
single token could match both disorder, finding and body
structure at the same time. This would also be the case if
a single token were to match more than one concept in the
terminology, for example both a disorder and a finding.
In order to resolve the semantic class for the tokens that
had been assigned several semantic classes, priority rules
were applied. A match for body structure always had pri-
ority over a match for finding and disorder, and a match for
disorder had priority over a match for finding. These prior-
ity rules were the same priority rules that were used for the
annotation task.
The BIO format was used, i.e. besides labelling the words
with the semantic class, each word in the text was labelled
with a B (beginning of an entity), I (inside an entity) or O
(outside an entity).
Different linguistic preprocessing methods were used for
the rule-based lexical lookup of terms in SNOMED CT and
other terminologies. The following eleven preprocessing
experiments were performed:

1: Base A baseline was established by rule-based lexi-
cal lookup in the free text of terms from the three
SNOMED CT classes body structure, disorder, and
finding. An exact match to the terms in SNOMED CT
was carried out, without any preprocessing except that
all letters were converted to lower case.

2: Lemm The words in the clinical text were lemma-
tised with Granska and both the original form and the
lemmatised form of the word were compared to the
SNOMED CT terminology. Matching was therefore
considered positive if words were recognised either in
the lemmatised or the non-lemmatised form.

3: Stop The same settings as in the previous experiment,
except that terms in SNOMED CT belonging to the
semantic class body structure were stop-word filtered.
A list of unique tokens for all terms in the terminology
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belonging to that class was created. All tokens that oc-
curred more often than a threshold value were added to
the stop-word list. The total number of unique tokens
divided by 10 was found to be an optimal threshold
value.

4: Qual A token that matched a SNOMED CT term from
the semantic classes qualifier or person in addition to
matching a finding or body structure was assigned the
class O (outside an entity). The reason for also in-
cluding the class qualifier was that qualifiers were not
included in the annotated entities, whereas they are
sometimes included in a SNOMED CT finding or body
structure. The person terms were added since some of
the terms categorised as SNOMED CT body structures
are terms that also could be categorised as belonging
to the person class. Apart from this addition, the same
settings as in the previous experiment were used.

5: Leve The same settings as in the previous experiment,
but in addition generated versions of chunks of the
text with a Levenshtein distance of one from what was
originally written were compared to the SNOMED CT
terms. This was carried out in order to find misspelled
SNOMED CT terms in the clinical text.

6: Perm The same preprocessing as in experiment
4: Qual, but permutations of tokens in the clinical text
were also generated and compared to the content of
SNOMED CT. Permutations were constructed for text
chunks containing a minimum of two tokens and a
maximum of five.

7: Comp The same preprocessing as in experiment
4: Qual, but a compound splitter for Swedish was used
(Sjöbergh and Kann, 2004) for all words that con-
tained at least ten letters. If a word was split into
smaller parts by the compound splitter, each of these
smaller parts was matched to the terminology and if
any of them matched a term in the terminology, it was
assigned the semantic class of that term. Versions of
the included parts of the word with a Levensthein dis-
tance of one were also matched to the terminology.

8: ICD10 The same settings as in experiment 4: Qual, but
ICD-10 codes (WHO, 2012) were also added as one
terminology to which the clinical text was matched.
For assigning the semantic class disorder, ICD-10
codes in chapter 1–17 and 19, except codes T357–
T629, were used. For assigning the semantic class
finding, codes in chapter 18 were used. No prepro-
cessing of the ICD-10 code texts was carried out.

9: MeSH The same settings as in the previous experiment,
but terms from MeSH were also added. For assigning
the semantic class disorder, terms in category F03 and
category C were used, except terms in category C23,
which were used for assigning the semantic class find-
ing. For assigning the semantic class body structure,
terms in the MeSH categories A01–A10 were used.
The terms for body structure and disorder are often
expressed in plural in MeSH and were therefore lem-
matised with Granska.

10: Wiki The same settings as in the previous experiment,
with the addition that terms in the Wikipedia list of
diseases were used for assigning the semantic class
disorder.

11: Abbr Three lists of abbreviations were generated;
abbreviations that matched the words in the other ter-
minologies for disorders, abbreviations that matched
findings and abbreviations that matched body struc-
tures. The same settings as in the previous experiment
were used with the addition that these lists of abb-
reviations were used for capturing abbreviated entities
and assigning the corresponding class.

For evaluation, the script from the CoNLL 2000 shared
task2 was applied. This script calculates precision and re-
call as well as F-score for exact match, and to this a calcu-
lation of a 95% confidence interval for precision and recall
was added.
An error analysis, mainly focusing on occurrences of abb-
reviations and number of tokens in annotated instances, was
carried out, since it was hypothesised that those features
would affect the result.

4. Results
4.1. Properties of the annotated entities
In the evaluation data, which contained 26,011 tokens, a
total of 2,342 annotations had been made. The number of
annotation instances for each class is shown in Table 1.

Semantic class Annotated instances
Disorder 759
Finding 1,319
Body structure 264

Table 1: Total number of instances that were used for the
evaluation.

4.2. Automatic recognition of the annotated entities
The results for each one of the eleven preprocessing exper-
iments are shown in Tables 2, 3 and 4. Even though the
results for each entity type are presented in a separate table,
the system always attempted to recognise all three types of
entities, which means that the results for one entity might
affect the results for another. This is a more realistic usage
of the system than to try to recognise each semantic class
separately.
The results above the horizontal line in Tables 2–4 show
experiments using only the SNOMED CT terminology,
whereas the experiments presented under the horizontal
line show results with additional terminologies.
The baseline results for body structure show exceptionally
low recall, since terms for body structures are not indepen-
dent SNOMED CT terms, but are included in descriptive
expressions (e.g. arm as structure or arm as a whole).
Stop word filtering was therefore added to SNOMED CT
terms describing body structure, which improved the recall.

2http://www.cnts.ua.ac.be/conll2000/chunking/
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Only results from stop word filtering of the SNOMED CT
terms for body structure are presented here, since the same
technique applied to disorder and finding resulted in a de-
creased precision without an improvement of recall.
A number of minimum lengths of words for which to gen-
erate Levenshtein distance versions were tested. Only the
best results are presented here, which were obtained for a
minimum length of 8 letters.

Disorder
Nr. Prec. (95% CI) Recall (95% CI) F-Score
1: Base 0.78 (± 0.04) 0.38 (± 0.03) 0.51
2: Lemm 0.78 (± 0.04) 0.39 (± 0.03) 0.52
3: Stop 0.78 (± 0.04) 0.39 (± 0.03) 0.52
4: Qual 0.78 (± 0.04) 0.39 (± 0.03) 0.52
5: Leve 0.77 (± 0.04) 0.41 (± 0.04) 0.54
6: Perm 0.78 (± 0.04) 0.39 (± 0.03) 0.52
7: Comp 0.74 (± 0.04) 0.41 (± 0.03) 0.52
8: ICD10 0.79 (± 0.04) 0.41 (± 0.04) 0.54
9: MeSH 0.73 (± 0.04) 0.46 (± 0.04) 0.56
10: Wiki 0.74 (± 0.04) 0.49 (± 0.04) 0.59
11: Abbr 0.75 (± 0.04) 0.55 (± 0.04) 0.63

Table 2: Results for the semantic class disorder. Prepro-
cessing had no or little effect, but the inclusion of additional
terminologies (8:ICD10 – 11:Abbr) improved recall.

Finding
Nr. Prec. (95% CI) Recall (95% CI) F-Score
1: Base 0.51 (± 0.04) 0.23 (± 0.02) 0.31
2: Lemm 0.52 (± 0.04) 0.29 (± 0.02) 0.37
3: Stop 0.53 (± 0.04) 0.29 (± 0.02) 0.37
4: Qual 0.57 (± 0.04) 0.30 (± 0.02) 0.39
5: Leve 0.57 (± 0.04) 0.30 (± 0.02) 0.39
6: Perm 0.57 (± 0.04) 0.30 (± 0.02) 0.39
7: Comp 0.55 (± 0.03) 0.33 (± 0.03) 0.41
8: ICD10 0.57 (± 0.04) 0.30 (± 0.02) 0.39
9: MeSH 0.57 (± 0.04) 0.30 (± 0.02) 0.39
10: Wiki 0.57 (± 0.04) 0.30 (± 0.02) 0.39
11: Abbr 0.57 (± 0.04) 0.30 (± 0.02) 0.39

Table 3: Results for the semantic class finding. Lemmatisa-
tion (2:Lemm) and compound splitting (3:Comp) improved
recall, whereas an inclusion of a match to SNOMED CT
terms for qualifiers and persons (4:Qual) slightly improved
precision.

4.3. Error analysis
An error analysis of the false positives and false negatives
was carried out for the experiment 4: Qual. False posi-
tives are tokens that the system incorrectly assigned one of
the three classes disorder, finding and body structure. False
negatives are tokens that were assigned one of the three se-
mantic classes by the annotator but that were not assigned
a semantic class by the system, thus the instances that the
system failed to match.
The average number of tokens that were annotated for ex-
pressions of clinical entities varied between the different

Body structure
Nr. Prec. (95% CI) Recall (95% CI) F-Score
1: Base 0.11 (± 0.14) 0.01 (± 0.01) 0.01
2: Lemm 0.09 (± 0.12) 0.01 (± 0.01) 0.01
3: Stop 0.41 (± 0.04) 0.79 (± 0.05) 0.54
4: Qual 0.73 (± 0.05) 0.77 (± 0.05) 0.75
5: Leve 0.72 (± 0.05) 0.78 (± 0.05) 0.75
6: Perm 0.73 (± 0.05) 0.77 (± 0.05) 0.75
7: Comp 0.6 (± 0.05) 0.78 (± 0.05) 0.68
9: MeSH 0.74 (± 0.05) 0.80 (± 0.05) 0.76
11: Abbr 0.74 (± 0.05) 0.80 (± 0.05) 0.77

Table 4: Results for the semantic class body structure.
Stop word filtering (3:Stop) improved recall considerably,
whereas an inclusion of a match to SNOMED CT terms for
qualifiers and persons (4:Qual) improved precision. The
best F-score was obtained for 11:Abbr.

semantic classes, as shown in Table 5. Body structures
were almost exclusively annotated as one-token expres-
sions, whereas disorders were annotated as two-token ex-
pressions in many cases. For findings, two-token as well
as three-token expressions were common, and expressions
containing up to 13 tokens existed. The distributions of the
number of annotated tokens for disorders and findings, di-
vided into false negatives and true positives, are shown in
Figures 1 and 2. No entities containing more than two to-
kens were recognised by the constructed system.

Figure 1: Distribution of the number of tokens for anno-
tated disorders, divided into true positives and false neg-
atives (for 4:Qual). No disorders longer than two tokens
were recognised by the constructed rule-based system.

It could also be concluded from the error analysis that some
findings were expressed in a combinations of two or more
separate findings (e.g. ECG and urine sample both OK).
Since the annotation scheme did not allow nested anno-
tations, combined findings were annotated as one entity,
which resulted in annotated entities that were not likely to
be present in the terminology.
The number of false negatives that contained abbreviations
and the number of correctly matched instances that con-
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Figure 2: Distribution of the number of tokens for anno-
tated findings, divided into true positives and false nega-
tives (for 4:Qual). No findings longer than two tokens were
recognised by the constructed rule-based system.

tained abbreviations are shown in Table 5. As can be seen
in the table, almost no correctly matched instances con-
tained abbreviations, and abbreviations were more common
among false negatives than in general. In experiment 11:
Abbr, the abbreviation list matched two types of disorders
and one body structure correctly.

The manual estimation of the false positives showed that
32% of the false positives for disorder, 12% of those for
finding and 24% of those for body structure were terms
that could be classified as actually belonging to the se-
mantic class that they had been assigned to by the sys-
tem. However, among the 32% for disorders, there were
also instances that were annotated as findings but that were
assigned the class disorder by the system, showing that
whether a term is a finding or a disorder can be context-
dependent.

Class Contains Avg. number
abbreviation of tokens

Disorder Tot. 14% 1.28
False neg. 22% 1.34
True pos. 0% 1.16

Finding Tot. 12% 1.61
False neg. 17% 1.84
True pos. 0.8% 1.05

Body Tot. 1.9% 1.03
structure False neg. 8.3% 1.05

True pos. 0% 1.01

Table 5: Percentage of annotated instances that contain
abbreviations and average number of tokens in the anno-
tated entities. 11% of the total number of annotated entities
contained abbreviations.

5. Discussion
The best results were obtained for recognition of the en-
tity body structure which received a maximum F-score of
0.77. This was also the class that was most influenced by
preprocessing. Disorder showed the second best results,
with an F-score of 0.63. The recognition of entities of
this class was only marginally improved by preprocessing
techniques, but were instead improved when more termi-
nologies were added. The lowest results were obtained for
recognition of entities of the class finding, with a maximum
F-score of 0.41. Recognition of this class was somewhat
improved by preprocessing techniques such as lemmati-
sation and compound splitting, but no improvement was
shown through inclusion of additional terminologies.
The best average F-score, 0.60, was obtained for the last
experiment, 11: Abbr, which showed an average precision
of 0.69 and an average recall of 0.55.
The results obtained by Wang (2009) for the rule- and
terminology-based named entity recognition show higher
recall and lower precision than the results presented here,
whereas Savova et al. (2010) achieved both higher preci-
sion and higher recall. The study by Savova et al. (2010) is
more comparable, since results for recognition of the entity
disorder are presented, whereas Wang (2009) presents av-
erage results for a number of different entities. Studies on
English text are not directly comparable, since medical ter-
minologies for Swedish are not as extensive as for English.
However, the most comparable study, carried out by Kokki-
nakis and Thurin (2007) on Swedish discharge summaries,
showed much higher precision and recall than the results
presented here. One reason for the large difference could be
that more formal language is used in discharge summaries
than in the type of clinical text used in the present study.
The evaluation demonstrates limitations in the coverage of
SNOMED CT on expressions used in Swedish clinical text.
Even though there are probably many false negatives that
could be matched to SNOMED CT terms through a fur-
ther improvement of the preprocessing, the increase in re-
call for the class disorder with the inclusion of additional
terminologies shows that there are still expressions for dis-
orders that occur in clinical language that are not included
in SNOMED CT.
The study by Penz et al. (2004) on coverage of the English
SNOMED CT shows better results than the results pre-
sented here, but since that study was carried out on problem
lists and not on free text, the results are only partly com-
parable. The results presented by Kokkinakis (2011a) are
more comparable to the present study and they also show a
low coverage in the terminologies for expressions of find-
ings. The results of that study also correlate with the results
presented here in that the recognition of findings does not
improve when terms from ICD-10 and MeSH are included.
The error analysis showed that many of the false negatives
contained abbreviations. It also showed that longer expres-
sions were not recognised at all by the system. From this re-
sult it could be argued that the guidelines ought not to have
allowed annotations of these complex expressions. How-
ever, it was deliberately chosen not to include such restric-
tions in the annotation guidelines, but instead to annotate
all findings and disorders mentioned in the text, regardless
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of how they were expressed. Thereby a corpus was cre-
ated that enabled an evaluation of how much of the actual
content of the text that automatic methods recognise.
From the error analysis of the false positives, it can be con-
cluded that there is a need to further develop the annotated
corpus in order to capture entities missed by the annotator.
It can also be concluded that a system that aims at distin-
guishing findings from disorders needs to incorporate the
context of words in order to classify them correctly.

6. Future work
The planned future work includes:

• Allowing multiple annotators to annotate the corpus in
order to measure inter-annotator agreement and estab-
lish the degree of reliability of the annotation.

• Evaluating the constructed rule-based system on clin-
ical text from another domain.

• Applying machine learning methods in order to recog-
nise the annotated entities. The rule-based entity
recognition system that was developed for this study
will then be used as a baseline against which the re-
sulting machine learning model can be compared. The
output of the rule-based system will also be used as
one feature for the machine learning system. This is
a similar strategy to those applied by the previous ma-
chine learning studies described above.

• Developing methods for further expansion of abb-
reviations.

More long-term future work includes applying this entity
recognition system to a larger clinical corpus in order to
study the prevalence of different clinical findings as well
as connections between them. The constructed system can
easily be expanded into also retrieving the SNOMED CT
concept ID of a term in the text in addition to retriev-
ing its semantic class. This would open up the possibility
of using the information from the hierarchical structure of
SNOMED CT.

7. Conclusions and main contributions
The most important contribution of the study is that a rule-
based system for recognising the clinical entities disorder,
finding and body structure in Swedish clinical text has been
constructed and evaluated. Even though the system shows
relatively low precision and low recall for the entities find-
ing and disorder, the constructed system is still very use-
ful for two purposes; firstly to function as a baseline when
evaluating a machine learning system that recognises these
entities and secondly to be utilised for generating features
to be used by this machine learning system.
Another contribution of this work is that the way in which
the three kinds of clinical entities are expressed in every-
day clinical text, and how this manner of expression corre-
sponds to the use of language in SNOMED CT, has been
explored.
There are two main conclusions from this work. First, it
can be concluded that rule-based methods using existing

Swedish medical terminologies are not sufficient for recog-
nising clinical entities with high precision and recall, espe-
cially not when it comes to the entities disorder and find-
ing. Further work is needed in order to achieve a system
that performs better. Secondly, it has been shown that the
studied clinical entities often are expressed in a way that
varies from how they are expressed in the SNOMED CT
terminology.
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