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Abstract
Current search engines are used for retrieving relevant documents from the huge amount of data available and have become an essential
tool for the majority of Web users. Standard search engines do not consider semantic information that can help in recognizing the
relevance of a document with respect to the meaning of a query. In this paper, we present our system architecture and a first user study,
where we show that the use of semantics can help users in finding relevant information, filtering it ad facilitating quicker access to data.
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1. Introduction
Search engines are an essential tool for the majority of Web
users for finding information in the huge amount of docu-
ments available online. For most ad-hoc search tasks they
perform satisfyingly, however certain fundamental prop-
erties still leave room for improvement. For example, if
users perform general questions, they frequently get lost in
the huge amount of documents returned. More recent ap-
proaches, such as Yippi1 (formerly Vivı́simo (Koshman et
al., 2006)) organize search results into categories (hierar-
chical clusters), based on textual similarity. However, these
methods only consider the word distribution in documents,
without taking into account linguistic criteria derived from
the underlying query, such as different meanings of a term.
Therefore, the assigned categories usually do not represent
the categories a user is expecting for the issued query. Lin-
guistic information (e.g. semantics) can provide valuable
support for the user’s search process. Retrieved documents
could for instance be grouped by the meanings of the query,
allowing the user to choose one of these meanings and nav-
igate only the documents related to it.
Wordnet-based Categorization. Currently there are no ef-
ficient systems that support the user in searching informa-
tion with semantic knowledge. In this paper, we want to
evaluate our approach that aims to help users in searching
and browsing information using lexical resources, based on
the idea of supporting them with meanings in an interactive
search process.
Lexical resources contain the different meanings of the
words and the related linguistic relations providing seman-
tic information. In order to access information by their
meanings, different problems have to be solved: disam-
biguating words contained in the query, and categorizing
and presenting the results appropriately. Ideally, with a
semantic-based approach the system should understand the
users without having them reformulate their query.
Different work has been already done on semantic

1http://search.yippy.com/

WordNet-based categorization methods ((Gonzalo et al.,
1998; Tokunaga et al., 1998; Varelas et al., 2005)). These
categorization techniques have been criticized from the per-
formance point of view, where linguistic information seems
not to be useful and too poor for text categorization (Mos-
chitti and Basili, 2004; Bloehdorn et al., 2006). Hovewer,
different other approaches have shown that it can be bene-
ficial if linguistic information is combined with clustering
techniques (De Luca and Nürnberger, 2006b; Elberrichi et
al., 2008; Li et al., 2009; Buscaldi and Rosso, 2010).

2. Sense Folder System (SFS)
In the following we describe our Sense Folder System
(SFS) architecture and how we build the semantic con-
cepts provided for supporting the user during the inter-
action process. The SFS combines linguistic informa-
tion with knowledge-based word sense disambiguation and
clustering methods (De Luca, 2008) like described also in
(Gliozzo et al., 2004; Mihalcea, 2006).

2.1. SFS Architecture
The search process starts after the user submits her query
by means of a user interface (see Figure 1). The query
is simultaneously sent to the search engine and to the
Sense Folder Engine (SFE). While documents are retrieved
and indexed, the SFE retrieves the different meanings
[q1, ..., qn] (SynSets) of the query from a lexical resourceR
(in our case Wordnet), thus forming different Sense Fold-
ers. For every meaning qi a Sense Folder ~Si is created as
described in Section 2.2. Then, every document (retrieved
from the search engine) is first assigned to its nearest pro-
totype vector derived from the lexical resource and after-
wards this classification is revised by the clustering pro-
cess. This additional clustering step has been introduced
in order to enhance the semantic-based classification (only
based on lexical resources) by considering also similari-
ties in-between documents. This approach has shown to
strongly improve the classification (or disambiguation) per-
formance (Gonzalo et al., 1998; De Luca and Nürnberger,
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Figure 1: Sense Folder System Architecture

2006b; Elberrichi et al., 2008; Li et al., 2009). The se-
mantic information assigned is appended to the document
as additional information in order to help the user in find-
ing the relevant documents, without the need of browsing
all documents.

2.2. Sense Folder Definition

Users interacting with the SFS are asked to choose a ”main
query word” Q describing the concept they are searching
for (in our case e.g. chair) and have the possibility to
add other ”optional query words” O that better specify the
meant concept for disambiguation purposes (e.g. furniture,
wood, etc.). Given the main query word Q = {q1, ..., qn},
we create different Sense Folders S = { ~S1, ..., ~Sn} that
define the different meanings [q1, ..., qn] of the query Q.
We also define the linguistic context C = {c1, ..., cn}, that
contains the different linguistic relations [c1, ..., cn] of ev-
ery meaning [q1, ..., qn] retrieved from a lexical resourceR.
Different ”optional query words” O = {o1, ..., on} can be
given by the user and are included in all Sense Folders, be-
cause they could help in better describing the user context.
Thus, the system builds, on the basis of the ”main word”,
the Sense Folders (representing all meanings of this ”main
word”). Every Sense Folder ~Si is a container that includes
only one meaning of the main word qi, all its related lin-
guistic information (linguistic context) ci retrieved from a
lexical resource R (in our case Wordnet) and the user typed
”optional query words” oi.

3. User study

User studies (Dumais et al., 2001), (Labrou and Finin,
1999) have shown that categorized information can im-
prove retrieval performance. Motivated by these evalua-
tions, the SFS has been evaluated within an interactive user
interface to verify the assumption that the semantic filtering
support is beneficial for the users. We provided a user in-
terface, where additional disambiguating information was
added to the documents of a search result. This additional
information is used in order to enable categorization, re-
structuring or filtering of the retrieved document set (see
Figure 2(c)).

(a) Results for “chair” from Google. The results are a
ranked list without considering the sense of the word.

(b) Results for “chair” from Yippi. Yippi clusters search
results based in key terms, it does however not seem to
base the clusters on the semantic meaning of the query.

(c) Results for “chair” in the Sense Folder System.
There are 4 Sense Folders, one for each sense.

Word Synonyms Domain
chair professorship Pedagogy
chair Furniture
chair electric chair, hot seat Law
chair president, chairperson Person

(d) WordNet noun collocation of the term “chair”. The
same presented by the Sense Folder System in Fig-
ure 2(c)

Figure 2: Examples of retrieved results for the query
“chair” from three search engines.
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Questionnaire
1. How many concepts can you find on the first page? (0-5 — 5-10 — More)
2. Would you agree with the concepts found by the SF engine? (Yes — No, why?)
3. How do you find the SF search engine concept? (Easy — Difficult — Abstract, why?)
4. Which are the differences you noticed to common search engines?
5. Did you notice the ”Sense Folder” column on the left side? (Yes — No)
5.1 If yes, was it helpful to you? (Yes — No, why?)
5.2 Could you shortly describe its function?
6. Would you like to see similar features in search engines in the future? (Yes — No, why?)
7. What would you suggest to change/improve for the SF search engine? (Yes — No, why?)
8. Would you like to use this search engine instead of common search engines? (Yes — No, why?)
9. For which purpose would you use this search engine? (All searches — Some searches, give an example)

Table 1: Questionnaire used for the evaluation.

3.1. Evaluation Results.
In order to evaluate the performance of the SFS, a user
study was conducted. A total of 9 questions covering dif-
ferent aspects of the Sense Folder search results presenta-
tion were asked. Sixteen participants were presented with
results of the same queries from Google2, Yippi3 and a lo-
cal deployment of the Sense Folder System (see Figure 2).
Yippi was chosen because it groups similar results together
into ”clouds”4. Table 1 summarizes the questionnaire used
in the user study including questions and answers given to
the users. All questions had at least one negative and one
positive answer, most allowed the participants to leave short
comments and motivations to their answers.

1. Users were asked to recognize the different concepts
of one given word related to the search results re-
trieved by the search systems. Most of them (94%)
recognized between one and five concepts. 6% said
that there are more than five concepts.

2. Users were asked whether or not they agreed with the
concepts found by the Sense Folder System. 94% said
that all expected concepts were presented. 6% said
that other concepts were missing.

3. The participants had to estimate the difficulty of the
interaction with the Sense Folder System. 75% found
it easy, while 19% difficult and the remaining 6% ab-
stract.

4. Users were asked to describe the differences between
Google, Yippi and the Sense Folder System. 81%
were positive to the added value of the Sense Folder
Annotation. The system was intuitive and supported
them in disambiguating the concepts related to the
query. 50% of the users saw the list of semantic con-
cepts as positive. 25% said that the Sense Folder Sys-
tem clustered documents similarly to Yippi. They also
noticed that Google and Yippi only covered one domi-
nant concept. 6% of the participants observed that the
Sense Folder System did not allow search for different
media types. 19% did not notice any difference.

2http://www.google.com
3http://search.yippy.com/
4http://search.yippy.com/

about-yippy-search

5. We asked if the Sense Folder System had been helpful
and why. 81% explained that the use of filtering by
semantic concept for the query was very positive and
they could access information quickly and categorized
by concepts. They also saw an easy way of filtering re-
sults. 19% claimed the coverage of topics was incom-
plete and said that they prefered to use longer queries
instead.

6. Participants were asked whether they would like to
use features similar to the Sense Folder System in fu-
ture search engines. 81% where positive. They also
said that the feature reduces non-relevant information
and gives quick access to good results. 19% said
they preferred e.g. the Wikipedia disambiguation page
due its clustering. However, Wikipedia only presents
concepts, without clustering documents related to the
found concepts or to a given query.

7. We asked if the participants had suggestions for im-
proving the Sense Folder System. 31% liked it as-is.
25 % would like to choose concepts not to consider.
This functionality is implicity available as documents
are already filtered by concepts, by clicking on a con-
cept, others are automatically excluded. 19% would
however prefer a nicer graphical user interface. 13%
wanted to search not only for text, but also for other
media and 12% would like to have more explanations
about the concepts retrieved.

8. Users were asked if they would use the Sense Folder
System instead of common search engine. 81%
would. 31% because of the better support for find-
ing relevant of documents, as well as the filtering of
search results (50%). 19% who would not, said that
old habits die hard and questioned the usability.

9. We wanted to know from the 81% of the users (that
would use the Sense Folder System instead of com-
mon search engines) for which kind of search they
would use the Sense Folder System. 62% of them
would use it for all searches, while 38% for specific
searches.

4. Coarse-grained Evaluation
In addition to the user study, we decided to evaluate the
performance of the Sense Folder approach considering two
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word sense granularity levels. In some cases word senses
derived in WordNet belong to the same meaning and could
be merged in one sense (De Luca and Nürnberger, 2006a).
This is what we call a coarse-grained representation of
the sense inventory. It is useful for making results more
meaningful for evaluation. On the other hand, the sense
distinction might not be detailed enough, so that a fine-
grained representation is needed in order to distinguish the
word senses on a more detailed level. In the following, we
wanted to discover, if a more accurate selection of linguistic
parameters, in combination with document categorization
techniques enhances the automatic classification performed
by the Sense Folder approach.
The combination of different linguistic parameters with dif-
ferent clustering and stemming methods in a fine-grained
setting has been already evaluated, in order to recognize
the best performing setting for retrieval and categoriza-
tion (De Luca, 2010).
The coarse-grained evaluation treats a more general distinc-
tion of word senses as semantically related word senses are
merged. To achieve a coarse-grained word-senses represen-
tation an additional merging step is included. If the similar-
ity between two reference vectors exceeds a given thresh-
old, they are merged together. The merging methods are ap-
plied on the reference vectors created from the Sense Fold-
ers before the document classification starts. Four merg-
ing methods have been implemented for grouping word
senses by context (considering all linguistic information
available), domain, hyperonyms and hyponyms (consider-
ing respectively the overlapping domain information, hy-
peronyms and hyponyms available).

4.1. Parameter Settings
Different combinations of linguistic relations (synonyms,
coordinate terms, hyperonyms, hyponyms, glosses and se-
mantic domains, and the semantic domain hierarchy) were
taken into account, in order to create the Sense Folders
for classifying the documents semantically and evaluating
them in a coarse-grained framework. The tf and tf × idf
encoding, as well as pre-processing methods like stem-
ming (for reducing - possibly only the potentially important
terms - a document to a representative minimum, bringing
all words to their base form (Croft, 1995)) are considered
in order to find an optimal representation. The resulting pa-
rameter settings are: tf -based (Tf) and respective stemmed
one (Tf + Stem), tf × idf -based (TfxIdf) and respec-
tive stemmed one (TfxIdf + Stem).
Three Sense Folder clustering methods (k-Means, Density-
Based and Expectation-Maximization algorithms) that have
been implemented in previous work are used (De Luca,
2008).
The k-Means clustering algorithm (KM) does not require
any parameters, because the number k of cluster centers,
corresponds to the number of word senses available in
WordNet used as initial prototypes for the clustering pro-
cess. The Density-Based Clustering method (DB) uses sim-
ilar to k-Means Sense Folders as initial prototypes. The pa-
rameter λ has been set to 0.9 and the n parameter that rep-
resents the number of neighbors to be considered, is set to
2. The Expectation-Maximization(EM)-λ algorithm adopt

the Sense Folders in the role of “labeled data,” whereas the
vectors representing the documents supply the “unlabeled
data”. The weight parameter λ for the unclassified data
points is set to 0.9. The parameter settings for the last two
clustering algorithms (EM-λ and DB) have been set accord-
ing to the evaluation results presented in (Honza, 2005).

4.2. Evaluation Results

The evaluation of the merging methods described above is
combined with the evaluation of different thresholds that
can be subdivided into four different steps:

• Combining the Sense Folder Approach with Single
Merging Methods (SMM) and Tresholds (SMT)

– Finding the Best Performing SMM

– Finding the Best Performing SMT

• Combining SMM and SMT into Multi-Stage Merging
Methods

In the following, we summarize the most important coarse-
grained evaluation results.

Best Performing Single Merging Methods (SMM)
While for the context and domain merging methods we use
on the one side all linguistic relations available and on the
other side the domain information, for merging by hyper-
onyms and hyponyms we added the respective linguistic
parameter hyperonyms and hyponyms that are used for the
creation of the semantic prototypes and influence the merg-
ing and classification process.
Basing on the best performance results reached in the fine-
grained evaluation (see (De Luca, 2010) and Table 2) , if the
tf × idf document vectors of the retrieved documents are
used alone (TfxIdf+Merge+NoStem), while tf docu-
ment vectors of the same documents perform best in com-
bination with stemming methods (Tf+Merge+Stem). We
decide to compare these two document representations, for
analyzing which of them works better with coarse-grained
concept classes.

Best Performing Single Merging Thresholds(SMT) In
addition, we explore all thresholds in order to discover
which are the most suitable in merging word senses. Be-
cause good results were already achieved by setting the
thresholds to 0.5 (De Luca and Nürnberger, 2006a), we de-
cide to hold this threshold for all merging methods and try a
higher one (0.7), in order to see if the merging performance
could be more enhanced (for merging by hyperonyms and
hyponyms) and a lower one for all (0.1). Because the merg-
ing methods applying hyponyms did not merge any word
senses in the previous evaluation (De Luca and Nürnberger,
2006a), we also use two lower thresholds to explore if these
helped in merging similar word senses by hyponyms (0.1
and 0.3). We only use the 1.0 threshold for the merging by
domains, where two word senses are only merged if they
have exactly the same domain description. This decision is
also based on the same experiments conducted in (De Luca
and Nürnberger, 2006a).
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SF [tf] KM [tf] EM [tf] DB [tf]
0.37 0.43 0.28 0.33
SF [tf] [stem] KM [tf] [stem] EM [tf] [stem] DB [tf] [stem]
0.41 0.45 0.28 0.43
SF [tfxidf] KM [tfxidf] EM [tfxidf] DB [tfxidf]
0.42 0.41 0.30 0.41
SF [tfxidf] [stem] KM [tfxidf] [stem] EM [tfxidf] [stem] DB [tfxidf] [stem]
0.31 0.39 0.32 0.32

Table 2: Overall Fine-grained Evaluation [Syn, dom, gloss]

SF [tf] [stem] [merge] KM [tf] [stem] [merge] SF [tfxidf] [merge] KM [tfxidf] [merge]
Dom 0.1/1.0 0.49 0.44 0.52 0.49
Cxt 0.7 0.45 0.46 0.45 0.43
Hyper 0.7 0.40 0.42 0.42 0.37
Hypo 0.3 0.40 0.41 0.43 0.38

Table 3: Overall Single Coarse-grained Evaluation [Syn, dom, gloss]

Single and Multi-Stage Coarse-Grained Evaluation
Comparison Comparing the results presented in Table 3
and Table 4 it emerges that in both cases the single and
multi-stage merging methods that consider the hyperonyms
or hyponyms for merging word senses decrease the classi-
fication performance, because these terms are too general
or too specific to be helpful for classification. When such
linguistic information is combined with clustering methods,
in some cases, the classification performance is strongly en-
hanced, because similar documents are recognized. Some-
times this semantic information already contained in lexical
resources is sufficient to recognize the linguistic context of
a document given a query, so that clustering methods are
not needed or their use affects negatively the classification.
An overall improvement of the “pure” Sense Folder classi-
fication performance applying the k-Means clustering algo-
rithm has been shown. The few exceptions from that trend
refer to cases where the only use of the Sense Folders was
already sufficient to achieve good results.
Merging word senses using the the single “context” and
“domain” merging methods (Cxt0.7 and Dom0.1) enhance
good results, but their multi-stage coarse-grained combi-
nation results show a better performance (Cxt0.7Dom0.1),
outperforming all baselines. We can face up to the facts
that as in the fine-grained evaluation the multi-stage coarse-
grained classification works better with the tf -based doc-
ument representation and stemming methods than with
the tf × idf -based document representation. Comparing
the results with the “Random” and “First Sense”baselines
(see (McCarthy et al., 2004)) in more detail, we can see
that all baselines are outperformed in the overall perfor-
mance, except in single cases for “argomento” “lingua”
or “regola”, due to the known unbalanced class distribu-
tion problem that persists. Considering the “Most Fre-
quent Sense” (MFS) baseline (Mihalcea, 2006), we can no-
tice that the multi-stage merging methods behave similar to
the respective single methods, apart from the multi-stage
Cxt0.7Dom0.1 merging method. It uses tf document vec-
tors and outperforms the overall baseline, hence classify-
ing better both for English and Italian. This baseline is
outperformed of 0.10 for English with the k-Means algo-

rithm and 0.03 for Italian and in the overall performance
the “pure” Sense Folder classification overbids the base-
line of 0.06 while k-Means of 0.02. The same multi-stage
merging method combined with tf × idf document vectors
outperformed the English MFS baseline, but not the Italian
one. The lower quality of results achieved when applying
the Italian stemmer are an indication that this stemmer does
not reduce the terms to their correct base form. Its applica-
tion is partially beneficial and partially not. For the English
language the stemmer works better and could be used for
this language, for achieving better results.
Nevertheless, the multi-stage coarse-grained classification
works better with the tf -based document representation
and stemming methods than with the tf × idf -based doc-
ument representation. This is most likely to be attributed
to the idf measure that cannot be estimated very good and
be meaningful adopted, because the document collection is
still relative small. When the number of documents would
be higher, a more reasonable weight of idf would be avail-
able.

5. Conclusions
In this work, lexical resources (WordNet) have been used
for providing the possible meanings of query words. We
presented a user study that proved that the use of seman-
tics (and the related semantic classification methods) can
help users in finding relevant information, filtering it and
facilitating quicker access. It should be said that the user
study showed that even this simple prototype received over-
all positive opinions from the participants. In addition, we
discussed a coarse-grained evaluation of the semantic clas-
sification methods. Here, we have shown that an accurate
selection of linguistic parameters, combined with clustering
and merging methods, can enhance retrieval performance
and the categorization of semantically similar documents.
Best results have been achieved in most cases using the
“pure” Sense Folder approach (SF) and the k-Means algo-
rithm (KM) with synonyms, glosses and semantic domains
as linguistic parameters. Using these settings, we outper-
formed the Most Frequent Sense heuristic (Mihalcea, 2006)
by 10% for English and by 3% for Italian.
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SF [tf] [stem] [merge] KM [tf] [stem] [merge] SF [tfxidf] [merge] KM [tfxidf] [merge]
Cxt 0.7 Dom 0.1 0.57 0.53 0.55 0.47
Cxt 0.7 Hyper 0.7 0.48 0.49 0.47 0.42
Hyper 0.7 Dom 1.0 0.53 0.52 0.46 0.46
Hypo 0.3 Dom 1.0 0.50 0.47 0.49 0.44

Table 4: Overall Multi-Stage Coarse-grained Evaluation [Syn, dom, gloss]
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