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Abstract
This paper describes the derivation of distributional semantic representations for open class words relative to a concept inventory, and
of concepts relative to open class words through grammatical relations extracted from Wikipedia articles. The concept inventory comes
from WikiNet, a large-scale concept network derived from Wikipedia. The distinctive feature of these representations are their relation
to a concept network, through which we can compute selectional preferences of open-class words relative to general concepts. The
resource thus derived provides a meaning representation that complements the relational representation captured in the concept network.
It covers English open-class words, but the concept base is language independent. The resource can be extended to other languages,
with the use of language specific dependency parsers. Good results in metonymy resolution show the resource’s potential use for NLP
applications.
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1. Introduction

The NLP community has long explored various meth-
ods for representing word meaning. We capture word
meaning in dictionaries, ontologies, or as points in multi-
dimensional spaces, whose dimensions represent various
facets of the word’s behaviour in texts, based on Firth’s
observation that we can “know a word by the company it
keeps” (Firth, 1957). The workshop series on Geometrical
Models for Natural Language Semantics (GEMS)1 show
the continuing interest of the community in this issue.

We present such a distributional representation of concepts
based on dependency relations obtained from Wikipedia
articles. Concepts – roughly corresponding to Wikipedia
articles – are represented through the open-class words
with which they are grammatically related. For open-class
words we compute their strength of association to general
concepts, determining thus their selectional preferences.
Resnik (1996) describes selectional preferences (also called
selectional constraints or selectional restrictions) as limita-
tions on the applicability of predicates to arguments. For
example, the predicate expressed by the verb ‘say’ imposes
constraints on the semantic classes of, e.g., its subjects: In
the most frequent literal usage the required subjects of ‘say’
belong to the semantic class PERSON2.

Our purpose for building a distributional representation
connected to an ontology was to bring together two comple-
mentary meaning representations: while ontologies convey
the meaning of concepts in terms of semantic relations to
other concepts, grammatical collocations express the mean-

1The latest: http://sites.google.com/site/
geometricalmodels/

2Expressions in SMALL CAPS denote concepts.

ing of the concepts in terms of their involvement in events,
or their functionality (e.g. an ARTICLE can be written, pub-
lished, read...), and their attributes ( it can be a newspaper,
journal, magazine or recent, excellent, short, prohibited ...
ARTICLE). And selectional preferences show the affinity of
context for specific concepts.

Distributive representations of meaning assembled from
collocations found in texts are subjected to one main cri-
tique – that they mix different senses for the target words.
A partial solution for this comes from using topic mod-
els, where it is commonly assumed that the same word has
different senses in different topics (Steyvers and Griffiths,
2007). By using Wikipedia and its “concept annotated”
articles, as we will show in section 3. we bypass the am-
biguity problem, at least with respect to the arguments of
open-class words.

Distributive representations of meaning and selectional
preferences can help in a variety of NLP tasks like word
sense disambiguation, semantic role labeling, metonymy
identification and resolution. We test the representation de-
rived here, in particular the computed selectional prefer-
ences in the task of metonymy resolution, where we must
determine whether a term has a literal interpretation – i.e.
the meaning that fits the context best can be retrieved from
a dictionary/sense inventory, or it has a particular figurative
interpretation. To clarify, let us consider the sentence I rode
my Kawasaki on Sunday. Kawasaki in this context refers to
a product made by the Kawasaki company, as opposed to
the company itself. Selectional preferences can be used to
rank the possible interpretations of a word in context – in
this case rode/ride prefers a vehicle as its object, rather than
a company.
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Figure 1: An example from WikiNet: snapshot of the word book and the chosen concept DERRIAL BOOK and its relations,
partly expanded.

The paper will present first a brief overview of Wikipedia
and WikiNet, the inventory of concepts used and to which
the distributional representations derived are linked (Sec-
tion 2.). We then describe how grammatical collocations
are extracted and processed (Section 3.) to finally abstract
concepts and compute selectional preferences for verbs and
adjectives by generalizing their concept collocates using
WikiNet (Section 4.). The metonymy resolution experi-
ments will show the benefits of using the derived resource
for the task (Section 5.).

2. Wikipedia and WikiNet

To build the representations and compute selectional pref-
erences we use the set of English Wikipedia articles, which
describe specific concepts. Wikipedia contributors are en-
couraged to insert hyperlinks, which link important terms
in an article to the corresponding articles. A hyperlink con-
sists of two parts, the actual link (i.e. a URL) and a phrase
to appear in the text. Hyperlinks then constitute a bridge
from the textual level to the conceptual level without the
need for word sense disambiguation. We exploit these links
in building the representations described in this paper.

The version we used (January 2011) provided over 3.5 mil-
lion English articles, interconnected through a hierarchy
of categories and hyperlinks. Based on these, Nastase et
al. (2010) constructed WikiNet, a large-scale, multilingual
semantic network whose nodes are concepts correspond-
ing to articles or categories in Wikipedia. Concepts in this
network are connected through a variety of semantic rela-
tions (e.g. is a, member of, nationality) derived from cate-
gory names and infoboxes. WikiNet had 3,707,718 nodes
and 49,931,266 relation instances of 494 types. Figure 1
shows a snapshot of a small part of the network produced
by WikiNetTK, our toolkit for working with WikiNet3.

3WikiNet and WikiNetTK are available for download from

We use WikiNet as a concept inventory, and its links and
structure to generalize more specific concepts identified in
texts to general concepts4.

3. Extracting Concept Collocates

To compile our resource we tackle two sub-tasks: (1) ex-
tract predicate-argument collocations from a corpus and (2)
abstract (generalize) the arguments extracted in step 1.

To extract grammatical collocations, all triples
(w, r, c) or (c, r, w) are extracted from Wikipedia ar-
ticles – w is an open-class word, c is a concept, and r is the
grammatical dependency between w and c, e.g. (ride, obj,
KAWASAKI).

We extracted the texts of all articles from an English
Wikipedia dump5, wikified it and split it into sentences.
Wikifying an article is essentially linking phrases in the text
to articles in Wikipedia (Mihalcea and Csomai, 2007). For
this process we use the hyperlinks (anchor texts and targets)
explicitly marked in the article, and apply the “one sense
per discourse” assumption (Gale et al., 1992), whereby all
occurrences of the hyperlink’s anchor text in the same ar-
ticle refer to the same article/concept. Each expression
found that refers to a concept is replaced with an expres-
sion that contains the concept’s numeric ID (in WikiNet):
e.g. CON 12 represents the concept with WikiNet ID 12 –
ANARCHISM.

We collect all sentences that contain at least one concept
(approx. 18 million), which are tokenized and POS tagged.

Tokenization and tagging was performed separately, as the

http://www.h-its.org/english/research/nlp/
download/wikinet.php.

4A tool kit for WikiNet is presented in Judea et al. (2011)
5The 2011/01/15 version.
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Token word lemma POS POS - head ID syn. role
1 CON 12 Anarchism NN NN - 2 nsubj
2 is be VBZ VBZ - 0 root
3 often often RB RB - 2 advmod
4 ...

Table 1: Processing output in CoNLL format for the begin-
ning of the sentence “Anarchism is often considered to be
a radical egoism”. ‘CON 12’ is the output of the wikifi-
cation process and represents the WikiNet concept with ID
12, namely ANARCHISM.

parser used did not have embedded the corresponding com-
ponents. This turned out to be an advantage, as we could
control the assignment of part-of-speech tags to the con-
cept ID – for concepts the tagger was presented with the
corresponding concept name – which otherwise may have
caused parsing problems. The results of preprocessing are
represented in the EMNLP-CoNLL 2007 shared task for-
mat, as presented in Table 1.

The final step for collecting co-occurrence triples was pars-
ing (columns 7 (head ID) and 8 (syntactic role) in the
CoNLL format). Considering the amount of data (18 mil-
lion sentences) it was crucial to select a fast (and reli-
able) parser. We use Ensemble (Surdeanu and Manning,
2010), which we parallelised to speed up the processing.
21 threads were used for parsing, 7 for Ensemble instances,
each of which used 3 threads for the different parser mod-
els. In total, 150 GB of RAM were needed. The processing
time was about 72 hours, parsing about 70 sentences per
second on average.

Figure 2 shows an example of grammatical collocations for
the verb say obtained after the processing described above.

say
nsubj

RICK MARTIN (3457416), ROOSEVELT (10979),
JESUS (1095706), G.I. JOE (28713688),
TELETUBBIES (31015), PORTUGAL (23033), . . .

prep to
LIZO MZIMBA (2113568),
RALPH ALLEN (1121430), . . . ,
MINERVA (19845), . . . ,
MAURITIUS (19201), . . .

Figure 2: Concept collocates for the verb “say” and the de-
pendencies nsubj and prep to. Numbers in parentheses are
WikiNet IDs.

4. Abstraction for Selectional Preference
Computations

The extracted collocations can be used to represent the con-
cepts in the data, and can be further processed to compute
selectional preferences. For this, the extracted concept col-
locates were abstracted to more general concepts: e.g. for
the verb say (in Figure 2) RICK MARTIN, ROOSEVELT, and
JESUS are all PERSON, which represents better the selec-

tional preference in the subject position for this verb than
the individual persons.

The question is how to determine the most appropriate ab-
straction level. For example, RICK MARTIN could be ab-
stracted to HOCKEY PLAYERS, PERSON, or CONCEPT6. In-
tuitively, for ‘say’ and the role nsubj, RICK MARTIN should
rather be abstracted to PERSON than to HOCKEY PLAYERS
or CONCEPT.

To find an appropriate trade-off between abstraction and
expressiveness, we developed the following three-step al-
gorithm, performed for each open-class w and grammatical
relation r:

1. gather a list of candidate abstractions, Aw,r,

2. prune the list,

3. compute a score for each abstraction based on a mea-
sure of semantic relatedness.

Steps (1) and (2) determine a list of abstractions, step (3)
outputs the scores of abstractions given a specific collocate.

For step (1), given an open-class word w and a grammati-
cal dependency r, each collocated concept (c, r, w)7 is ex-
panded based on its is a relations in WikiNet, up to a max-
imum number of steps (from our previous experience with
WikiNet, we set this number to 4). The result is a list of
abstraction candidates with associated frequencies.

In step (2) the list is pruned according to the score sh of
each abstraction candidate h, which is measured in terms of
ontology depth, number of hyponyms, and relative number
of votes of h:

sh =
1

depth(h)
+

log(hyponyms(h) + 1)

log(|concepts(WN)|)
+
votes(h)

|votes|
(1)

depth(h) denotes the estimated depth of h computed based
on the category hierarchy. The second term expresses the
generality of the candidate as a function of the number of
its hyponyms in WikiNet. The third term is the relative
amount of votes the candidate received. Pruning is done by
filtering out concepts with sh < τ . If there are no concepts
with a score above τ , the threshold is gradually decreased
until some abstractions pass it or τ = 0. The candidates
that passed the threshold constitute the set of abstractions
Aw,r.

The final step involves scoring the selected abstractions us-
ing a measure of semantic relatedness based on concept
paths in WikiNet. It aims to assign a higher score to those
abstractions which are more strongly related to the collo-
cates they stem from. The number of paths from a concept
collocate to an abstraction is a good indicator of related-
ness, though longer paths are weaker indicators than shorter
ones. The path score – ps – formalizes these propositions:

6In WikiNet, PERSON is a CONCEPT.
7(w, r, c) triples are treated in a similar manner.
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Algorithm 1 Determine abstractions (general concepts) for
an open-class word w and a grammatical role r, and com-
pute selectional preferences with respect to w and r.
Input:
Wcooc = {(c, r, w)or(w, r, c) ∈Wikipedia,

c is a concept, w is an open class word,
r is a grammatical relation},

WikiNet – a concept network extracted from Wikipedia, with
is a relations

Output: As – a set of scored abstractions

As = {}
for all (w, r) such that (∗, r, w) ∈ Wcooc do
Cw,r = {c|(c, r, w) ∈ Wcooc}
Aw,r = gatherAbstractions(Cw,r,WikiNet);
As/w,r = scoreAbstractions(Aw,r,WikiNet);
As = As ∪ (w, r,As/w,r)

return As

gatherAbstractions
Input:
C – a set of concepts,
WikiNet – a concept network with is a relations

Output: A – a set of abstractions

for all c ∈ C do
for all hypernyms h : (c, is a, h) ∈WikiNet do
A ∪ (h, votes(h) + 1)

while A = ∅ ∧ τ ≥ 0 do
for all (h, votes(h)) ∈ A do
sh = 1

depth(h)
+ log(hyponyms(h)+1)

log(# concepts)
+ votes(h)

# votes

if sh ≥ τ then
A ∪ (c, sh)

if A = ∅ then
τ = τ − 0.1

return A

scoreAbstractions
Input:
A – a set of abstractions
WikiNet – a concept network with is a relations

Output: As – a set of scored abstractions

for all abstractions a ∈ A do
Pa

c := WikiNet paths between a and all c ∈ Wcooc

psa = 0
for l = 1 . . .max path length(Pa

c ) do
pl := number of paths with length l
psa = psa + ( pl

l
)

As ∪ (a, psa)
return As

psa,c =
maxi∑
i=1

|pi|
i

(2)

with
{pi ⊂ Pa

c |length(p) = i}. (3)

Pa
c is the set of paths from the concept c to an abstraction a,

pi is the subset of paths of length i, and maxi is the length
of the longest path in Pa

c .

After psa,c is computed for every a ∈ A and concept c in
relation (c, r, w) for a given word-relation pair (w, r), the

scores are aggregated over all c, resulting in a scored list
illustrated in Figure 3.

say
nsubj

PERSON 29.777
GEOGRAPHY 4.108
SOCIETY 4.021
. . .

prep to
PERSON 13.476
. . .

announce
nsubj

PERSON 48.243
ORGANIZATION 6.632
POLITICS 6.418
. . .

prep in
SOCIETY 6.050
GOVERNMENT 5.726
. . .

beautiful
amod

CULTURE 2.396
PERSON 2.37
. . .

big
amod

GEOGRAPHY 2.447
CULTURE 1.921
. . .

Figure 3: Examples of scored abstractions as selectional
preferences.

Selectional preferences for adjective arguments are weaker
than those for verbs, indicating that the same adjective can
modify a more varied array of concepts than verbs do.

The method presented here can distinguish between com-
peting abstractions. For example, it determines that PER-
SON is preferred to CONCEPT and LEADERS, given say and
the dependency nsubj. It can also abstract single concepts
(as opposed to pairs or sequences of concepts). Algorithm
1 formalizes this.

5. Evaluation through metonymy resolution

The resource built (cSR) was evaluated as part of a
metonymy resolution system. Metonymy is a pervasive
phenomenon in natural language, whereby a term is used
to express a (semantically) related concept. In most cases
of metonymy, the relation between the metonymic term and
what it refers to is systematic: a company name is used to
refer to its products, location, employees, etc.

The selectional preferences were used to compare, for a po-
tentially metonymic word (PMW), its literal interpretation
and the preferred meaning based on its grammatically re-
lated verbs and adjectives which induce the required read-
ing of the PMW.

Consider the example: I bought a new BMW. Here,
BMW is metonymic, because not the BMW company is
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XML tagged text
<sample id=”samp114”>
<bnc:title> Computergram international
</bnc:title>
<par>
LITTLE FEAR OF MICHELANGELO
The computer industry equivalent of “Small earth-
quake in Chile” ...
The Michelangelo computer virus that received
worldwide attention last year is expected to cause
even fewer problems this Saturday than it did
when it struck last year, a team of <annot><org
reading=”literal”> IBM </org></annot> re-
searchers said.
</par>
</sample>

Figure 4: Sample annotation

meant, but a car produced by it. The noun is syntactically
linked to the verb bought through a direct object relation
and to the adjective new through an adjectival modification.
The highest-scored restriction of bought/buy in cSR is OR-
GANIZATION, the highest-scored restriction of new is PER-
SON, but the latter does not belong to both buy and new in
the resource. What the two have in common are the restric-
tions, e.g., ORGANIZATION and CULTURE. The individual
scores they have for the restrictions are summed and CUL-
TURE is selected as the highest-scored restriction – this is
considered to be the required reading of BMW. Note that
in most cases the computed required reading is not an ap-
propriate literal interpretation of the potentially metonymic
word but lies on a more general level in the semantic net-
work.

Based on required readings (and other sources of evidence,
like the syntactic context of a PMW), a metonymy predic-
tion model is trained. We work with the data from the
metonymy resolution task at SemEval 2007 (Markert and
Nissim, 2007), generated based on a scheme developed by
Markert and Nissim (2003).

The metonymy resolution task at SemEval 2007 consisted
of two subtasks – one for resolving country names, the
other for companies. For each subtask there is a train-
ing and a test portion. Figure 4 shows the text fragment
for one sample, and Table 2 the data statistics. The read-
ing column shows the possible interpretations of a PMW
for countries and companies respectively. For example,
org-for-product would be the interpretation of the
PMW BMW in the previously shown example. The task
was three-fold: In the ‘coarse’ task, only literality or non-
literality was to be predicted, in the ‘medium’ task literal-
ity was to be distinguished from the categories ‘metonymy’
and ‘mixed’ (if a PMW has a literal interpretation accord-
ing to part of the context, but metonymic according to the
rest), finally, the ‘fine’ task required systems to resolve
the broad category ‘metonymy’ to fine-grained metonymy
classes like organization-for-product (org-for-product).

To test the usefulness of the selectional preferences com-

reading train test
locations 925 908
literal 737 721
mixed 15 20
othermet 9 11
obj-for-name 0 4
obj-for-representation 0 0
place-for-people 161 141
place-for-event 3 10
place-for-product 0 1

organizations 1090 842
literal 690 520
mixed 59 60
othermet 14 8
obj-for-name 8 6
obj-for-representation 1 0
org-for-members 220 161
org-for-event 2 1
org-for-product 74 67
org-for-facility 15 16
org-for-index 7 3

Table 2: Reading distributions

puted, we add them to a set of features commonly used for
the metonymy resolution task, proposed first by Nissim and
Markert (2005):

• grammatical role of PMW (subj, obj, ...);

• lemmatized head/modifier of PMW (announce, say,
...);

• determiner of PMW (def, indef, bare, demonst, other,
...);

• grammatical number of PMW (sg, pl);

• number of grammatical roles in which the PMW ap-
pears in its current context;

• number of words in PMW;

We add a feature for each abstraction a associated with each
of the open class word w through the same grammatical re-
lation r with which w and the annotated PMW are related
in the data. For each PMW, its grammatically related open-
class w and each abstraction a, the value of the correspond-
ing feature a is the computed selectional preference from w
to a.

Table 3 presents accuracies for the medium granularity for
several configurations: bl. – baseline: all test instances are
assigned the most frequent category ‘literal’; SemEval – the
best result obtained by a system in task8 at SemEval 2007;
M&N – results obtained using only the features proposed
by Nissim and Markert (2005); cSR – the metonymy reso-
lution system when using only the derived abstractions as
features (and their selectional preferences as feature val-
ues); cSR+M&N – the system when it combines abstrac-
tions and selectional preferences, with the M&N features.
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domain bl. SemEval M&N cSR cSR+M&N
org. 61.8 73.3 69.4 69.1 72.0

location 79.4 84.8 82.3 82.3 85.6

Table 3: Accuracies for the medium-grained metonymy
resolution task in two domains, organizations and locations.
The baseline is the most frequent class in the test data (‘lit-
eral’).

Using selectional preferences clearly improves accuracy re-
sults over the baseline, and in combination with the fre-
quently used contextual features, it improves over the best
result obtained in the metonymy resolution task at SemEval
2007 for the location domain, but lags behind on the orga-
nization domain. One of the reasons for these results is
the fact that our process relies on automatically derived re-
sources (both WikiNet and grammatical collocations from
Wikipedia articles were automatically extracted), which are
not perfect. We plan to further explore the task and inves-
tigate the reason for the difference in performance on the
two domains, and develop more robust methods that can
deal with noisiness in the grammatical collocations and hi-
erarchical relations in WikiNet.

6. Discussion and conclusions

The resource described here8 provides semantic descrip-
tions for concepts in terms of their syntactic collocations,
and concept-based selectional preferences for open-class
words.

The distributional semantic representation thus obtained
complements an ontology (concept network) obtained from
processing various facets of Wikipedia – category-article
network, infoboxes, disambiguation, redirect and cross-
language links, etc. The combination of the two mean-
ing representations have allowed us to obtain selectional
preferences from collocations, by abstracting collocation
instances based on a concept’s position and relations in
the concept network. The resource obtained was evaluated
through metonymy resolution, and the results indicate that
the computed preferences are reliable and useful.

We plan to extend the resource by extracting and comput-
ing preferences within verb frames, instead of single rela-
tions, to expand it to other languages as competitive taggers
and parsers become available, and to try other, probability-
based, scoring methods for abstractions.
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