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Abstract
We present Korp, the corpus infrastructure of Språkbanken (the Swedish Language Bank). The infrastructure consists of three main
components: the Korp corpus pipeline, the Korp backend, and the Korp frontend. The Korp corpus pipeline is used for importing
corpora, annotating them, and then exporting the annotated corpora into different formats. An essential feature of the pipeline is
the ability to leave existing annotations untouched, both structural and word level annotations, and to use the existing annotations as
the foundation of other annotations. The Korp backend consists of a set of REST-based web services for searching in and retrieving
information about the corpora. Finally, the Korp frontend is a graphical search interface that interacts with the Korp backend. The
interface has been inspired by corpus search interfaces such as SketchEngine, Glossa, and DeepDict, and it uses State Chart XML
(SCXML) in order to enable users to bookmark interaction states. We give a functional and technical overview of the three components,
followed by a discussion of planned future work.
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1. Introduction
Språkbanken1 (the Swedish Language Bank) was estab-
lished in 1975 as a national center with a remit to col-
lect, process and store (Swedish) text corpora and other
linguistic resources, and to make linguistic data extracted
from the corpora available to researchers and to the pub-
lic. Since then, Språkbanken has developed into a research
unit whose work focuses on the development of linguistic
resources and tools, and methodologies for using the re-
sources in research in language technology and a number
of other disciplines.

As a consequence of the typical research project life
cycle, an increasing share of the available manpower in
Språkbanken was being tied down in maintaining a plethora
of old and new corpus search interfaces that had emerged
organically over the years, with different kinds of func-
tionality, corpora, annotations, and storage and search so-
lutions.2 However, in the last few years we have been in the
fortunate position to revert this trend of fragmentation by a
targetted effort aiming at the development of a centralized
corpus infrastructure, where a crucial shift of perspective
has been to put the corpus in the center, instead of the tool
used to inspect the corpus.

An important aim informing the development of the
corpus infrastructure has been a strong bidirectional con-
nection to a lexical infrastructure (Borin et al., 2012) be-
ing simultaneously developed. In essence, this aim involves
up-to-date lexical annotations together with search facilities
enhanced by lexical information, and conversely, the use of
corpus examples and statistics in the lexical infrastructure.

1<http://spraakbanken.gu.se>
2When the development of the infrastructure described here

was initiated, Språkbanken had on the order of ten different search
interfaces to three different storage solutions for access to cor-
pora in four or five different – mutually incompatible – format-
annotation combinations. The maintenance of this variety of sys-
tems represented a major effort, with no discernible added value.
The same was true for our lexical resources (Borin et al., 2012).

The corpus infrastructure, referred to as Korp,3 has
three main components: the Korp corpus pipeline for im-
porting, annotating and exporting corpora; the Korp back-
end consisting of a set of web services for searching and
retrieving information about the corpora; and the Korp fron-
tend, a graphical web user interface. The corpus collection,
at the time of writing, consists of 73 corpora with a total
of 910M tokens and 57M sentences. The collection cov-
ers mostly modern written Swedish, where a sizable part
(265M tokens) is a monitor corpus of Swedish blog text.

We will in the rest of the paper give a brief overview
of the three components of the infrastructure, and conclude
describing some planned future work.

2. Korp corpus pipeline
The Korp corpus pipeline is used for importing corpora,
annotate them, and then exporting the annotated corpora
into different formats.

The Korp pipeline requires an XML4 document as in-
put. An essential feature of the pipeline is the ability to
leave existing annotations untouched, both structural and
word level annotations, and to use the existing annotations
as the foundation of other annotations. E.g., if someone
has manually tagged a material with PoS tags, it would be
unproductive not to keep and use that information in the
annotation process. In addition, the pipeline has been care-
fully crafted to enable processing of large corpora, e.g., by
allowing a corpus to be split into independent chunks that
are processed in parallel. This could even be done in a dis-
tributed fashion, given that a grid of computers is available.

The automatic annotation process of the Korp pipeline
provides, at the time of writing, the following annota-
tions: tokenization, sentence splitting, links to the lexi-
cal persistent identifiers, lemmatization, compound analy-
sis, PoS/msd tagging, and syntactic dependency trees. The

3The Swedish word korp means ‘raven’, hence the korp logo
(see Fig. 4).

4Raw text data is trivially transformed into XML by embed-
ding the text into an arbitrary XML tag.
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links to the lexical persistent identifiers provide the strong
bidirectional connection to the lexical infrastructure, i.e.,
the lexical persistent identifiers are the keys to a rich array
of information categories present in the lexical resources.

After a corpus has been annotated, it is exported into
the following formats: the backend format (see Sec. 3.);
various corpus statistics; and a downloadable citation cor-
pus, i.e., the corpus where the order of the sentences has
been randomized, for IPR reasons.5

3. Korp backend
The Korp backend consists of a set of REST-based web ser-
vices (Fielding, 2000) for searching in and retrieving infor-
mation about the corpora. We are currently using Corpus
Workbench (Christ, 1994) with the CQP query language,
but we are at the same time exploring other technologies
that will potentially deal better with data not naturally ex-
pressed as tables (e.g., hierarchical structures such as syn-
tactic trees). In the case of using other technologies, e.g.,
an XML database and XQuery, we plan to keep CQP query
language as an alternative query language, but translate it
into the new query language in the backend.

The web services of the Korp backend are open to the
rest of the world, which means that if a language technol-
ogy researcher is in need of corpus material with up-to-date
annotations, it will be readily available through the Korp
backend. We are also planning to make the whole corpus
pipeline available as a set of web services through the CLT
Cloud (Forsberg and Lager, 2012), in order to make the lat-
est developments of our tools generally available, and to be
able to offer analyses of (shorter) modern Swedish texts on
the fly.

4. Korp frontend
The Korp frontend6 is the graphical search interface that
interacts with the Korp backend. The interface has been
inspired by corpus search interfaces such as SketchEngine
(Kilgarriff et al., 2008b), Glossa (Nygaard et al., 2008), and
DeepDict (Bick, 2009).

On the one hand, in building the frontend, we have
been able to draw upon a couple of decades of experience
of providing online corpus search and browsing solutions
to Swedish linguists and others. This has informed the de-
sign of the basic functionality of the frontend. On the other
hand, we have also made an effort to cater to the preferences
of a modern, web-aware category of users. This user cate-
gory expects, e.g., to be able to bookmark a corpus search
in order to return to it later. For this kind of functionality,
as a novel technical solution in this kind of application we
have turned to State Chart XML (SCXML), an emerging

5The randomization allows us to provide large amounts of lan-
guage material in a form which does not preserve the original
texts, yet may be useful for all purposes where no extra-sentential
context is required. This format and the corpus statistics were de-
veloped for our corpora as part of our effort in the META-NORD
project (<http://www.meta-nord.eu>; funded by the European
Commission under the ICT PSP Programme, grant agreement no
270899), where they are being made available through META-
SHARE.

6<http://spraakbanken.gu.se/korp>

W3C specification for control abstraction (Barnett et al.,
2009), which provides a declarative syntax for state man-
agement. The use of SCXML enforces the identification of
view states, which gives us a well-structured application to-
gether with the possibility to implement deep linking, i.e.,
to enable users to bookmark interaction states – combina-
tions of corpus selections and searches – instead of only the
page itself.

The search interface has three search views: simple,
extended, and advanced and three independent result views:
KWIC, Statistics, and Word picture.

All three views offer some common components: a
corpus selection drop-down menu, a search history list, a
link for switching between the single and parallel corpus
search views, and links to a brief user guide and some other
information about Korp.

Figure 4 shows a simple search in the KWIC result
view, with a lemgram search of gnaga (verb) ‘gnaw’. The
lemgram, which is essentially an inflection table, is re-
trieved from the lexical infrastructure and combined with
the lexical annotations of the corpora. The KWIC view
gives a traditional sentence concordance view of the search,
where the selection of a token brings up a side bar on the
right hand side that displays the annotations, both struc-
tural and for the token itself. In the KWIC view, the con-
text shown is the sentence in which the hit occurs. The
choice of the sentence concordance format is motivated by
IPR considerations; for most of the corpora, concordances
are not shown in corpus order, and the restriction to single
sentences prevents reconstruction of the texts by malicious
software.

The close integration to the lexical infrastructure is
seen in the Related words box, where semantically related
words to the search term are displayed, which have been
retrieved from the WordNet-like Swedish lexical resource
SALDO (Borin and Forsberg, 2009). SALDO has a lexical-
semantic structure which combines features of WordNet
and Roget’s Thesaurus (Roget, 1852), so that the related
words are in the same semantic field as the search term,
but do not necessarily stand in a classical lexical-semantic
relation to it, or even have the same part of speech. Click-
ing a related word will initiate a new corpus search for this
word.7 The tight integration with the lexical infrastructure
ensures that the related-words box contains only items ac-
tually found in the corpora.

The statistics result view gives a statistical overview of
the search, with a row for every unique hit and a column for
every selected corpus. There are also a couple of graphical
diagram views available, in the form of a pie chart and a
trend curve. Fig. 1 shows a partial statistics result view for
the lemgram gnaga (verb) ‘gnaw’, showing its most fre-
quent word forms and how they are distributed over a sub-
set of the corpora. Fig. 2 exemplifies the use of a trend di-

7However, it should be mentioned that while the related-words
box contains word senses, the corpus search is actually for all
the lemgrams – form-level units – which may realize the sense
in question, since we do not have word-sense annotated corpora.
This of course means that a search for one sense of a polysemous
or homonymous word will actually return hits for all the senses of
the word, and not only that listed in the related-words box.
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Figure 1: Korp frontend: Statistics result view

Figure 2: Korp frontend: trend diagram of surfplatta (noun)

agram, where we have searched for the lemgram surfplatta
(noun) ‘tablet (computer)’ in eleven corpora, each corre-
sponding to a yearly production of the newspaper GP in the
years 2001 to 2011. The statistics in the diagram are in rel-
ative numbers (words per million), and we can clearly see
that this word has exploded in use in the last few years.

The word picture result view gives an overview of se-
lected syntactical environments of a word, e.g., for the lem-
gram gnaga (verb) ‘gnaw’ we get typical subjects, objects
and adverbials. In Fig. 3 we can see that it is the ‘con-
science’ (samvete) that typically gnaws ‘in the back of the
head’ (i bakhuvud). Further down in the lists we see sub-
jects such as ‘beaver’ (bäver) and objects such as ‘bark’
(bark).

Figure 3: Korp frontend: Word picture result view

In other words, a word picture is a statistical overview
of a selected set of syntactic relations of a word. The anno-
tations used in the word picture are produced by the depen-
dency parser MaltParser (Nivre et al., 2007), and they are
ordered by a collocation measure on selected dependency
triples (word1–syntactic dependency–word2).

The extended view supports the building of complex
queries graphically, in a similar fashion as Glossa, and the
advanced view allows for querying using the CQP query
language of Corpus Workbench.

5. Future work
Korp is under constant development by a team consisting
of a handful of people. There is a long list of more or less
technical issues which will be dealt with over the coming
year or so, such as:

• a parallel corpus search interface;
• a better interface for specifying and viewing syntactic

structures (dependency trees);8

• a text-format export function for KWIC concordances
(at present only JSON can be exported);

• more statistics views, including one showing compar-
ative statistics, e.g., a comparison of the usage of hon
‘she’ and han ‘he’ over a range of corpora;

• explicit reference to start and end of sentence in search
expressions;

• better mechanisms for metadata filtering.

As a longer-term goal we are aiming to introduce vir-
tual corpora. A virtual corpus is a sequence of sentences
(or larger non-overlapping units) defined by a set of meta-
data constraints, which can be saved and used as if they
constituted a normal corpus. The rationale behind this is
to move away from corpora that are treated as units solely
because of accident or convenience, rather than for theoret-
ical reasons.9 In this connection, the metadata constraints
encompass also the linguistic aspects of the texts, so that
a virtual corpus in this sense can be the result of a normal
corpus search.

The present version of Korp was largely custom-built
for our setup in Språkbanken, especially the close interac-
tion between the annotated corpora and the SALDO lexi-
cal resource. There have been inquiries from other groups
(outside Sweden) about the availability of the Korp soft-
ware. Although the software is open-source, its adaptation
to another language and another set of annotations is not
straightforward. For this reason, we have started the devel-
opment of a version of Korp which makes minimal assump-
tions about these things, and which will be configurable to
a particular local situation wrt corpus and lexical resources
as well as to the language(s) of the user interface. The first

8The current frontend has a poor man’s visualization of the
syntactic structures: when a word is clicked upon its syntactic
head becomes highlighted.

9Even though the term “corpus” ideally should refer to a col-
lection of texts compiled by careful consideration of the available
text ‘population’ and the purposes of the corpus, in actual prac-
tice, the term is often used as a cover term for any collection of
linguistic material, sometimes not even texts.
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version of this ‘vanilla’ Korp is scheduled for release by
early summer 2012.

The current infrastructure employs state-of-the-art an-
notations tools for modern Swedish text, but we are work-
ing on extending the set of annotation tools in various di-
rections. While some tools have been developed in-house
– e.g., the morphological analyzer – we are most happy
to take advantage of good open-source tools developed by
others. However, at present this has the consequences that
(1) the tools are largely disconnected from each other, and
do not really make up a processing pipeline (e.g., the Malt-
parser does not use the output of the morphological analy-
sis); and (2) there is a noticeable ‘text type effect’ on the
quality of annotations (Giesbrecht and Evert, 2009), partic-
ularly in the blog corpus.

Thus one planned direction of research aims at better
integration of annotation tools – which has both theoretical
and practical aspects – as well as the adaptation and re-
training of tools on a wider range of text types. The former
goal includes the aim of fully integrating multi-word units
into the annotation, which involves all stages of the annota-
tion pipeline, from tokenization to dependency parsing.

Another planned research topic is adaptation of the
tools to enable annotation of historical Swedish text. The
starting point of this work are digitized versions of a set of
historical lexical resources, one 19th century Swedish dic-
tionary, and three Old Swedish dictionaries. In this way we
plan to create a diachronic corpus of Swedish ranging from
the 13th century until the present day, with rich linguistic
annotations, and language stages interlinked via the lexical
infrastructure.

Finally, we are also working on ways to order and dis-
play the search results based on criteria of appropriateness,
for instance to enable the population of the lexical resources
with good examples. The task is to define what is meant by
a good corpus example (Kilgarriff et al., 2008a) as well as
an optimal set of examples for a particular word or phrase,
and to find a technical solution to enable the ordering.

More generally, when corpora grow beyond a certain
size, the concordance view – at one time devised as a con-
venient way of dealing with a text mass too large to browse
in its original form – quickly becomes unmanageable: A
search for the word kvinna ‘woman’ yields almost 450,000
hits in the full collection of Korp corpora. We are currently
investigating how large numbers of hits can be grouped and
presented in a way which will reflect their linguistic prop-
erties in a way which makes sense to the users, who are
mainly linguists. At present the most promising approaches
that we are pursuing have been inspired by work on word-
sense disambiguation and word-sense induction (Navigli,
2009), which puts our work on this particular aspect of the
Korp infrastructure right at the forefront of language tech-
nology research.
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Figure 4: Korp frontend: KWIC result view
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