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Abstract
Thanks to the advent of Web 2.0, the potential for opinion sharing today is unmatched in history. Making meaning out of the huge
amount of unstructured information available online, however, is extremely difficult as web-contents, despite being perfectly suitable for
human consumption, still remain hardly accessible to machines. To bridge the cognitive and affective gap between word-level natural
language data and the concept-level sentiments conveyed by them, affective common sense knowledge is needed. In sentic computing,
the general common sense knowledge contained in ConceptNet is usually exploited to spread affective information from selected affect
seeds to other concepts. In this work, besides exploiting the emotional content of the Open Mind corpus, we also collect new affective
common sense knowledge through label sequential rules, crowd sourcing, and games-with-a-purpose techniques. In particular, we
develop Open Mind Common Sentics, an emotion-sensitive IUI that serves both as a platform for affective common sense acquisition
and as a publicly available NLP tool for extracting the cognitive and affective information associated with short texts.
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1. Introduction

The Social Web has changed the ways people communi-
cate, collaborate, and express their opinions. The potential
for opinion sharing today is unmatched in history. Never
before have so many knowledgeable people been connected
by such a time and cost efficient and effective network.
The distillation of useful knowledge from the huge amount
of unstructured information available online, however, is an
extremely difficult task as today web-contents are perfectly
suitable for human consumption but they remain hardly ac-
cessible to machines. The Web, in fact, mostly owes its
success to the development of search engines like Google
and Yahoo, which represent the starting point for informa-
tion retrieval. Such engines, which base their searches on
keyword-based algorithms relying on the textual represen-
tation of the web-page, are very good in retrieving texts,
splitting them into parts, checking the spelling, counting
their words. But when it comes to interpreting sentences
and extracting useful information for users, their capabili-
ties result still very limited.
Current attempts to perform automatic understanding of
text, e.g., textual entailment and machine reading, still
suffer from numerous problems including inconsistencies,
synonymy, polysemy, and entity duplication, as they focus
on a mere syntactical analysis of text. To bridge the cogni-
tive and affective gap between word-level natural language
data and the concept-level opinions and sentiments con-
veyed by them, we need intelligent systems able to learn
new affective common sense knowledge and to perform
reasoning on it, in order to semantically and affectively
analyse natural language text. In human cognition, think-
ing and feeling are mutually present: emotions are often the
product of our thoughts as well as our reflections are often

the product of our affective states. Emotions, in fact, are in-
trinsically part of our mental activity and play a key role in
decision-making processes: they are special states, shaped
by natural selection, to adjust various aspects of our organ-
ism to make it better face particular situations, e.g., anger
evolved for reaction, fear evolved for protection and affec-
tion evolved for reproduction (Minsky, 2006). For these
reasons, we cannot prescind from emotions in the devel-
opment of intelligent systems: if we want computers to be
really intelligent, not just have the veneer of intelligence,
we need to give them the ability to recognize, understand,
and express emotions.
To this end, in this work we exploit games-with-a-purpose
(GWAP) techniques, together with label sequential rules
(LSR), and crowd-sourcing methods, to collect new affec-
tive common sense knowledge that we need, within sen-
tic computing, for tasks such as social media marketing
(Cambria et al., 2011), patient opinion mining (Cambria et
al., 2012a), and affective resource design (Cambria et al.,
2012b). In particular, the paper is organised as follows:
Section 2 presents an overview on the use of games for
knowledge acquisition, Section 3 explains the motivations
for collecting affective common sense knowledge, Section
4, 5 and 6 illustrates the adopted LSR, crowd-sourcing, and
GWAP techniques respectively, and Section 7 comprises
concluding remarks and future directions.

2. Games with a Purpose
The Casual Games Association1 reports more than 200 mil-
lion casual gamers worldwide this year. People play games
for different reasons, e.g., to relax, to be entertained, for the
need of competition and to be thrilled (PopCap, 2010).

1http://casualgamesassociation.org
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Additionally, they want to be challenged, both on a men-
tal and on a skill-based level. Such army of gamers could
be exploited for performing tasks that are relatively easy to
complete by humans, but computationally rather infeasible
to solve (von Ahn et al., 2003). The idea is to integrate
such tasks as goal of games (von Ahn, 2006) by producing
a win-win situation where people have fun playing games
while actually doing something useful. The nature of these
games, in fact, focuses on exploiting player inputs to both
create meaningful data and provide a funnier game experi-
ence (Thaler et al., 2011).
Such a human-based computational power can be exploited
for tasks such as video annotation, e.g., OntoTube (Sior-
paes and Hepp, 2008), PopVideo (Fig. 1), Yahoo’s Video-
taggame (van Zwol et al., 2008), and Waisd (Addis et al.,
2010), in which two players have to timely agree on a set
of tags about the same streaming YouTube2 video.
Similarly, in ESP game (von Ahn and Dabbish, 2004)
and Google Image Labeler (before being discontinued last
September) players have to consensually guess content ob-
jects or properties of random images by simultaneously typ-
ing what they see. Other games for image annotation in-
clude Matchin (Hacker and von Ahn, 2009), which focuses
on image perceived quality by asking players to pairwise
choose the picture they like better, Phetch (von Ahn et al.,
2006a), a game that collects explanatory descriptions of im-
ages in order to improve accessibility of the Web for the
visually impaired by letting a player describe an image and
others retrieve it using an image search engine, Peekaboom
(von Ahn et al., 2006c), which focuses on locating objects
within images by letting a player reveal specific parts of
an image in order for the other to guess the correct object
name, Squigl, in which players have to spot objects in im-
ages previously annotated within ESP Game, and Picture
This, which asks players to choose, among a set of images,
the one that best suits the given query.
Among games for image annotation, there are also games
for streamlining the robustness evaluation of CAPTCHAs,
namely: Magic Bullet (Yan and Yu, 2009), a team
game in which players need to agree on the meaning
of CAPTCHAs, and TagCaptcha (Morrison et al., 2009),
where players are asked to quickly describe CAPTCHA im-
ages with one word each. GWAPs are also exploited to au-
tomatically tag music with deeper semantic labels. HerdIt
(Barrington et al., 2009), for example, asks players have to
accomplish different tasks related to the song they are lis-
tening to, while in Tagatune (Law et al., 2007) two players
have to listen to an audio file and describe to the other what
they are hearing, in order for him/her to decide whether the
game has played the same soundtrack to both or not.
Several games have also been designed for text annotation.
Verbosity (von Ahn et al., 2006b), for example, is a real
time quiz game for collecting common sense facts. In the
game, two players take different roles at different times:
a narrator, who has to describe a word using templates,
and a guesser, who has to guess such word in the shortest
time possible. Sentiment Quiz, instead, gathers information
about the polarity associated to words.

2http://youtube.com

Figure 1: A screenshot of PopVideo. Two or more players
are shown the same video and have to timely describe the
objects that appear in the video in order earn points.

It asks its players to evaluate random words on a five grade
scale, from very negative over neutral to very positive. An-
other approach to collecting common sense knowledge is
the FACTory Game (Lenat and Guha, 1989), published by
Cycorp. FACTory randomly chooses facts from Cyc and
presents them to players, in order for them to guess whether
a statement is true, false, or does not make sense. A variant
of the FACTory game is the Concept Game on Facebook
(Herdagdelen and Baroni, 2010), which collects common
sense knowledge by proposing random assertions to users
in a slot machine fashion and asking them to decide whether
this assertion is meaningful or not (Fig. 2).
Page Hunt (Ma et al., 2009) is a GWAP for the annotation
of web-sites. It allows to index web sites and hence to im-
prove the search index of a search engine (Microsoft Bing).
The player gets assigned a random web-site and is asked
to describe it with keywords. The game then shows play-
ers the top five page hits for the entered keywords and they
are rewarded depending on how high ranked the previously
assigned web page is in the result set.
Other GWAPs engage players in building ontologies. On-
toPronto (Siorpaes and Hepp, 2008), for example, is a quiz
game for vocabulary building that attempts to build a huge
domain ontology from Wikipedia3 articles. This is achieved
by mapping random articles to the most specific class of the
Proton ontology using the subClassOf relationship.
Virtual Pet Game (Kuo et al., 2009) aims to construct a
semantic network that encodes common sense knowledge.
The game is built on top of PPT, a popular Chinese bulletin
board system that is accessible through a terminal interface.
Each player owns a pet, which they should take care of by
asking and answering questions. The pet in this game is just
a substitute for other players, who receive such questions
and answers, and have to respond or validate them. Rapport
Game (Kuo et al., 2009), similarly to Virtual Pet Game,
exploits player labour for constructing a semantic network
that encodes common sense knowledge.

3http://wikipedia.org
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Figure 2: A screenshot of Concept Game, a turn-based sin-
gle player game taking advantage of the Facebook platform
for collecting random pieces of common sense knowledge.

Rapport Game, however, is built on top of Facebook and
uses direct interaction between players. An interesting
game for the creation of formal domain ontologies from
Linked Open Data is Guess What?! (Markotschi and
Volker, 2010). Given a seed concept, a player has to find a
matching URI in DBpedia, Freebase and OpenCyc. The re-
sulting labels/URIs are analyzed by simple NLP tools in or-
der to identify expressions that can be translated into logical
operators and break down complex descriptions into small
fragments. The game starts with the most general fragment
and, at each round, a more specific fragment is connected to
it through a logical operator, with players having to guess
the concept described by it.
There are GWAPs that try to align ontologies. Wordhunger,
for example, is a web-based application that maps Word-
Net synsets to Freebase. Each game round consists of a
WordNet term and up to three suggested possible Freebase
articles, among which players have to select the most fit-
ting ( or pass or select ‘no match’). SpotTheLink is a two
player game focusing on the alignment of random concepts
from the DBpedia Ontology to the Proton upper ontology.
Each player has to select Proton concepts that are either the
same as or more specific than a randomly selected DBpe-
dia concept. The data generated by SpotTheLink is a SKOS
mapping between the concepts of the two input ontologies.
Based on Wikipedia, there are three Wikiracing game, The
Wiki Game, Wikispeedia and WikipediaMaze, where the
objective is to find connections between two Wikipedia ar-
ticles by clicking links within the text. WikipediaGame and
Wikispedia focus on completing the race faster and with
fewer clicks than other players. In WikipediaMaze, instead,
players are allowed to create races for each other and are in-
centivised to create and play races by earning badges.

3. Sentic Computing
Sentic computing (Cambria and Hussain, 2012) is a multi-
disciplinary approach to opinion mining and sentiment
analysis at the crossroads between affective computing and
common sense computing, which exploits both computer
and social sciences to better recognize, interpret and pro-
cess opinions and sentiments over the Web.

In particular, sentic computing involves the use of AI and
Semantic Web techniques, for knowledge representation
and inference; mathematics, for carrying out tasks such
as graph mining and multi-dimensionality reduction; lin-
guistics, for discourse analysis and pragmatics; psychology,
for cognitive and affective modelling; sociology, for under-
standing social network dynamics and social influence; fi-
nally ethics, for understanding related issues about the na-
ture of mind and the creation of emotional machines. Un-
like statistical classification, which generally requires large
inputs and thus cannot appraise texts with satisfactory gran-
ularity, sentic computing enables the analysis of documents
not only on the page or paragraph level but also on the sen-
tence and clause level.
This is possible thanks to an affective common sense
knowledge base built upon ConceptNet (Havasi et al.,
2007) and WordNet-Affect (Strapparava and Valitutti,
2004), which provides the cognitive and affective informa-
tion associated to concepts extracted from opinionated text
by means of a semantic parser. Affective common sense
knowledge consists of information that people usually take
for granted and, hence, normally leave unstated. Affective
common sense, in fact, is not a kind of knowledge that we
can find in Wikipedia but it consists in all the basic rela-
tionships among words, concepts, phrases, emotions and
thoughts that allow people to communicate with each other
and face everyday life problems. Therefore, in this work,
we collect such kind of knowledge through label sequential
rules (LSR), crowd sourcing, and GWAP techniques.

4. Sentic Patterns
Human emotions and their modelling are increasingly un-
derstood to be a crucial aspect in the development of in-
telligent systems (Picard, 1997; Minsky, 2006; Cambria
and Hussain, 2012). Emotions are a basic part of human
communication and have therefore to be taken into account
for the development of more effective interfaces for human-
machine communication such as chat systems, e-house, e-
learning, e-health or emphatic voice boxes.
The Open Mind Common Sense project has been collecting
general common sense knowledge from volunteers over the
Web since 2000. Part of such knowledge contains affec-
tive information, e.g., “a gift is for celebrating a birthday”
or “making a mistake causes embarrassment”, as common
sense encompasses, among many other aspects, also knowl-
edge about the emotional facets of typical everyday life.
However, the amount of affective information contained in
the Open Mind corpus is still very limited, as relationships
such as ArisesEmotion, MakesFeel or AffectivelyRelated
are missing from the set of properties that are currently used
for collecting pieces of common sense knowledge from the
public. Since computers now have the ability to search vast
amounts of data in little time, the use of a search engine to
collect the affective information we need is pretty tempting.
To this end, we use different lexical patterns, which we call
sentic patterns, for extracting affective information from the
Web. We build such patterns using label sequential rules
(LSR), which are generated from sequential patterns in data
mining (Liu et al., 2005). A rule is of the form X → Y ,
where Y is a sequence and X is a sequence produced from
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Y by replacing some of its items with wildcards, denoted
by a ‘*’, which can match any item. During the learning
process, each segment is converted to a sequence. Each
sequence element is a word, which is represented by both
the word itself and its POS tag in a set. In the training
data, all concepts are manually labelled and replaced by the
label $concept. A concept can be expressed with a noun
(NN), adjective (JJ), verb (VB) or adverb (RB). The labels
and their POS tags used in mining LSRs are {$concept,
NN}, {$concept, JJ}, {$concept, VB} and {$concept,
RB}, where $concept denotes a concept to be extracted.
For example, the sentence segment “chocolate makes me
feel happy” is turned into the sequence <{chocolate,
NN}{make (me|you) feel, VB}{happy, JJ}>. After la-
beling, it becomes <{$concept, NN}{make (me|you) feel,
VB}{happy, JJ}>. All the resulting sequences are then
used to mine LSRs. A typical rule, for example, is
<{*, NN}{put (me|you) on, VB}{cloud nine, NN}>
→ <{$concept, NN}{put (me|you) on, VB}{cloud nine,
NN}> confidence = 80%, where the confidence is the con-
ditional probability, Pr(Y |X), which measures the accuracy
of the rule. Concept extraction is performed by matching
the patterns with each sentence segment in a new web-page
to extract affective information about concepts contained
AffectNet. That is, the words in the sentence segment that
both match $concept in a pattern and an AffectNet concept
are extracted. In the pattern match, only the right-hand side
of each rule is used. In rule generation, both the right- and
the left-hand sides are needed to compute the conditional
probability or confidence.
Such patterns yield some useful data, however, they are not
good enough for our purposes for three reasons. Firstly,
most of the affective common sense knowledge we are try-
ing to collect is so obvious that no one has bothered to
record it. Secondly, there exists incorrect knowledge on
the Web (for example, the query “plastic can love” returns
33,200 results on Google, while “plastic cannot love” re-
turns just a few links). Thirdly, the text on the Web is
unstructured and turning it into a directly useful format is
a non-trivial task. For these reasons, we mainly rely on
crowd-sourcing techniques.

Figure 3: A typical output on Open Mind Common Sen-
tics contains a list of extracted concepts, their valence and
polarity, a list of sentics and a polarity value.

Figure 4: A screenshot of the Hourglass Game. The GWAP
aims to collect affective common sense knowledge from the
general public by engaging users in a speed game.

5. Hourglass Game
Distributed online knowledge acquisition projects have be-
come quite popular in the past years. Examples include
Freebase4, with its 1,450 concepts, WikiTaxonomy, count-
ing 127,000 concepts, YAGO5, with 149,162 instances,
NELL6, containing 959,654 beliefs, ProBase7, Microsoft’s
universal probabilistic ontology, and the different projects
associated with the Open Mind Initiative, e.g., OMCS,
Open Mind Word Expert (Mihalcea, 2003), an active learn-
ing system that aims to create large annotated corpora, and
Open Mind Indoor Common Sense (Gupta et al., 2004),
which aims to develop intelligent mobile robots for use in
home and office environments.
In a similar fashion to the Open Mind family of distributed
knowledge capture projects, Open Mind Common Sentics8

aims to collect affective common sense knowledge for sen-
timent analysis (Fig. 3). Whereas previous approaches have
mainly relied on paid experts or unpaid volunteers, we put
much stronger emphasis on creating a system that is appeal-
ing to a large audience of people, regardless of whether or
not they are interested in contributing to AI.
The fundamental aim of Open Mind Common Sentics, in
fact, is to transform as much as possible the activity of
entering knowledge into an enjoyable interactive process.
To this end, the system adopts a two-fold strategy: crowd
sourcing, that is challenge volunteers over the Web through
mood-spotting and fill-in-the blank questions, in the same
wake as Open Mind Commons (Speer, 2007), and GWAPs,
that is engage users through online games, in the same
wake as Verbosity and ESP game. In particular, the mood-
spotting questions consist in asking users to select an emoti-
con according the overall affect they can infer from a given
sentence. The fill-in-the blank questions, in turn, are sen-
tences to be completed such as “opening a Christmas gift
makes feel ”.

4http://freebase.com
5http://mpi-inf.mpg.de/yago-naga/yago
6http://rtw.ml.cmu.edu/rtw
7http://research.microsoft.com/probase
8http://omcsentics.labs.sitekit.net
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Sometimes, one or more taboo affect concepts are shown in
the game window. Such concepts are entries that have been
validated a sufficient amount of times; hence they are not
valid input any more (in order to collect synonyms or alter-
natives of a given affective common sense concept). As for
the GWAPs, we developed the Hourglass Game (Fig. 4),
a speed game consisting in selecting from the Hourglass
model the sentic level that is most likely associated with a
given affective concept. Players earn points not only ac-
cording to accuracy but also quickness in clicking on the
right area of the Hourglass. The game is quite engaging,
although very simple, and players like to challenge each
other to see who has higher emotional quotient (EQ) but
users are not too keen on playing more than once. What
is lacking from most of crowd-sourcing and GWAP tech-
niques, in fact, is stickiness.
GWAPs can be fun to play for a relatively short period of
time but then players are not too much keen on returning.
In other words, GWAPs generally have a pretty low sticky
factor. The sticky factor is defined as the amount of daily
active users (DAUs) of an application divided by the num-
ber of monthly active users (MAUs). MAU is the most-
quoted measure of a game’s size, but it is effective only to
discuss size or reach, not engagement.
DAU, in turn, can be a very valuable number as it relates
how much activity your game is seeing on a daily ba-
sis, but it falls into the same trap as MAU in that it does
not discriminate between retention and acquisition. The
single-most important metric for engagement is stickiness,
i.e., DAU/MAU, which allows to more accurately calcu-
late repeat visits and average knowledge acquired per user
(AKAPU). A key for driving the sticky factor, besides great
game play, is the ability of the application to prompt users
to reach out to their friends, e.g., via stories and pictures
about their gameplay.

6. Sentic Pet
To this end, we are developing Sentic Pet (Fig. 5), a mas-
sively multi-player online (MMO) game in which players
have to raise and take care of their own pets. Unlike old-
style tamagotchi games, in Sentic Pet, raising and caring
pets is not about cleaning, feeding and petting them but
rather training them, both at mental and skill level, by play-
ing mini-GWAPs. Targeting players of a wide age range
(10 to 50 year old), the game should appeal anyone who
enjoyed and enjoys PetVille9 or FarmVille10.
Players start from level 1 with their pet being a baby born
having very little affective common sense knowledge. The
game involves balancing two main activities: training the
pet and testing its skills by challenging other players. Train-
ing does not involve simply teaching the pet new knowl-
edge, but also refining acquired knowledge. Challenges can
be taken both at mental and skill level, which involve dif-
ferent kinds of activities. At mental level, for example, pets
can be challenged according to different modalities, e.g., af-
fective vocabulary learning (in the same wake of Verbosity)
or affective meaning of images (in the same wake of ESP
game).

9http://petville.com
10http://farmville.com

Figure 5: Sentic Pet. Icons in the up-right corner specify
the abilities of the pet. Icons in the up-left corner allow
players to train their pets according to different modalities.

Pets can level-up according to the combination of IQ (light
bulb icon) and EQ (heart icon) points earned playing the
mini-GWAPs. Data are validated by majority and reputa-
tion, that is, the confidence score with which a piece of af-
fective common sense knowledge is saved into the knowl-
edge base depends on how many players validated it and on
the expertise level of these.

7. Conclusion and Future Work

Affective common sense knowledge consists in all the basic
relationships among words, concepts, phrases, emotions,
and thoughts that allow people to communicate with each
other and face everyday life problems. It is not a kind of
knowledge that we can easily find in text documents and
web pages as people usually take it for granted and, hence,
normally leave it unstated. However, it is a kind of informa-
tion that can be extremely useful for tasks such as sentiment
analysis.
In this work, we aim to collect affective common sense
knowledge through label sequential rules (LSR), crowd
sourcing, and GWAP techniques. Open Mind Common
Sentics, in particular, is an example of an emerging class
of games that can be considered ‘human algorithms’, since
humans act as processing nodes for problems that comput-
ers cannot yet solve. By providing an incentive for players,
we gain a large quantity of computing power that can be
harnessed for multiple applications.
In the future, we plan to further develop and exploit Sentic
Pet and the GWAPs related to it in order to gather and refine
more and more pieces of affective common sense knowl-
edge that can be shared among the different games and,
hence, improve their stickiness. Constructing a comprehen-
sive affective common sense database, finally, will be ex-
tremely beneficial for many research and business commu-
nities working in fields such as social data mining, human-
computer interaction, social media marketing, and patient-
centred health-care, and we believe Open Mind Common
Sentics can be highly effective in doing so.
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