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Abstract
In the implementation of a surface realisation engine, many of the computational techniques seen in other AI fields have been widely
applied. Among these, the use of statistical methods has been particularly successful, as in the so-called ‘generate-and-select’, or 2-stages
architectures. Systems of this kind produce output strings from possibly underspecified input data by over-generating a large number of
alternative realisations (often including ungrammatical candidate sentences.) These are subsequently ranked with the aid of a statistical
language model, and the most likely candidate is selected as the output string. Statistical approaches may however face a number of
difficulties. Among these, there is the issue of data sparseness, a problem that is particularly evident in cases such as our target language
- Brazilian Portuguese - which is not only morphologically-rich, but relatively poor in NLP resources such as large, publicly available
corpora. In this work we describe a first implementation of a shallow surface realisation system for this language that deals with the
issue of data sparseness by making use of factored language models built from a (relatively) large corpus of Brazilian newspapers articles.
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1. Introduction
In a standard Natural Language Generation (NLG) archi-
tecture (Reiter, 2007), the surface realisation task consists
of taking abstract sentence specifications as an input and
generating output strings in a given target language. As-
suming that other tasks such as lexical choice have already
been performed, surface realisation proper (i.e., as imple-
mented by a surface realisation engine (Gatt and Reiter,
2009)) focuses on language-dependent tasks such as per-
forming constituents agreement and sentence linearization.
Surface realisation is an active research topic in NLG, and
it has been recently the focus of the first Surface Realisation
Challenge Task competition (Belz et al., 2011)..
In the implementation of a surface realisation engine, many
of the computational techniques seen in other AI fields have
been widely applied. Among these, the use of statisti-
cal methods has been particularly successful, as in the so-
called ‘generate-and-select’, or 2-stages NLG architectures
introduced in Langkilde, (2000). Systems of this kind pro-
duce output strings from possibly underspecified input data
by over-generating a large number of alternative realisa-
tions (often including ungrammatical candidate sentences.)
These are subsequently ranked with the aid of a statistical
language model, and the most likely candidate is selected
as the output string.
Statistical approaches to NLG may however face a num-
ber of difficulties. Among these, there is the issue of data
sparseness, a problem that is particularly evident in cases
such as our target language - Brazilian Portuguese - which
is not only morphologically-rich, but relatively poor in NLP
resources such as large, publicly available corpora. In this
work we describe an implementation of a shallow surface
realisation system for this language that deals with the is-
sue of data sparseness by making use of factored language
models (Bilmes and Kirchhoff, 2003) built from a (rela-
tively) large corpus of Brazilian newspapers articles.
The reminder of this paper is organised as follows. Sec-

tion 2 presents an overview of our system, and section 3
describes the language models under consideration. Sec-
tion 4 presents the results of the evaluation work. Section 5
describes related work and section 6 draws conclusions.

2. System Overview
Our system takes as an input an unordered dependency tree
representing the sentence to be generated, in which all con-
tent words have been previously determined. The input data
may optionally convey information such as gender, number,
tense, definiteness etc. but in case the underlying applica-
tion is not able to provide these details, default values will
be applied and subsequently adjusted with the aid of dictio-
nary information described in (Muniz et al., 2005).
The following is an example (adapted from Portuguese)
of possible input to our system including gender (m), and
definiteness (def) information, but not number. This in-
put could be realised as the NP ‘the Indian writer Amitav
Ghosh’.

Input : concept(s15, [[‘amitav=ghosh’], [‘indian’],
head(‘writer’), def, m ]).

Output : ‘the Indian writer Amitav Ghosh’ / ‘o escritor in-
diano Amitav Ghosh’

Example 1 - Input specification and expected output

The input is processed by selecting an appropriate sentence
template (e.g., active or passive voice etc.) and then treat-
ing each sentence constituent (Agent, Action and Patient)
individually, starting with Agent.
For each constituent, head terms are scanned and their fea-
tures, if available, are enforced to all subordinated terms.
For instance, the male (m) gender in the head term of Ex-
ample 1 guarantees that all terms within concept s15 will
have the same gender and, if necessary, the same feature
will be applied to other sentence constituents (e.g., verb
complement etc. not shown in the example.)
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If the information provided by the head term is incom-
plete, the system will attempt to inherit a non-ambiguous
feature from the existing terms with the aid of the dic-
tionary. For instance, the search for non-ambiguos gen-
der/number features of concept NP terms starts by looking
for proper names (which are more likely to have a single
gender/number value) and, if necessary, considering nouns
and modifiers, in that order. Thus, the missing number
feature for the NP in Example 1 may be inherited from
the information provided by the (singular) proper name
‘Amitav Ghosh’, if available from the dictionary. On the
other hand, if the required information is not available, or
if the term under consideration is ambiguos (e.g., as most
nouns, ‘writer’ has distinct male and female forms in Por-
tuguese) the system will attempt to inherit from any other
constituent.
Finally, if there is still any missing information after consid-
ering all alternatives, the system will select a default value
consistent with all terms. If no such value is available (e.g.,
if some terms can only be expressed in singular form, and
others in plural) the input is considered invalid.
Once all relevant features of the Agent constituent have
been determined, Action features are determined first by
inheriting (likewise in the English language) the verb num-
ber feature from the Agent constituent. Next, other features
(mode, tense etc.) are determined using the same rules as
above (i.e., by inheritance and/or use of default values.)
Patient features are determined in the same way as in the
case of the Agent, or, in the particular case of auxiliary
verb usage (e.g., ‘She is beautiful’) Portuguese grammar re-
quires the verb complement to agree with the subject, that
is, Patient gender and number information are also inherited
from the Agent constituent (making the female form ‘Ela é
bonita’, and not ‘Ela é #bonito’, which is ungrammatical).
After agreement has been established, all that remains to be
done is sentence linearization. In our current implementa-
tion, only active voice sentences in the form <NP VP NP>
are supported. Thus, given that we have a fixed sentence or-
dering, the actual linearization to be performed is a matter
of finding the correct order of VP and NP constituents.
Writing linearization rules for VPs can be costly, e.g., if
a large number of target languages are considered, and
the task may become even more complex in the case of
the ordering of noun modifiers (Malouf, 2000; Mitchell,
2009). For that reason, instead of handcrafting lineariza-
tion rules for VPs and NPs in every target language, we
follow (Langkilde, 2000) and others and leave the task to
be decided by a statistical language model. More specifi-
cally, we over-generate all possible permutations of NP and
VP constituents and select the most likely output with the
aid of a language model.

3. Language Modelling
Statistical NLP for morphologically-rich languages may
make more explicit the issue of data sparseness, possibly
requiring much larger amounts of data to obtain results that
are comparable to those observed in languages such as En-
glish (Novais et al., 2011) In the case of our target language
- Brazilian Portuguese - the largest corpus that is publicly
available for research purposes is the 32 million word NILC

corpus in (Nunes et al., 1996), which is clearly insufficient
for our purposes.
As a means to overcome these limitations, we collected ad-
ditional documents from the web and created an extended
142-million words corpus of Brazilian newspapers articles.
This is, to our knowledge, the largest corpus of this kind for
Brazilian Portuguese, even though still small if compared to
the resources that may be available for other languages.
Besides using a larger corpus, we also attempt to over-
come data sparseness by using so-called Factored Lan-
guage Models (FLMs), cf. (Bilmes and Kirchhoff, 2003).
FLMs generalise the notion of n-gram models by taking
into account, besides word counts, any other source of in-
formation (or factors) deemed relevant, such as gender,
number, POS etc. When taking only the word (W) factor
into account, an FLM may be set to behave exactly like an
ordinary n-gram model. FLMs are commonly seen in the
speech research community, and have been successfully ap-
plied to a number of NLG tasks in high-inflected language
generation, e.g., (Novais et al., 2011).
The corpus was part-of-speech tagged using MXPOST1

and additional gender and number information was ob-
tained from the Brazilian Portuguese lexicon described in
(Muniz et al., 2005). After a number of pilot experiments,
the tagged corpus was used for training a number of FLMs
conveying up to three factors: words (W), lemmas (L) and
part-of-speech (P). However, given the amount of data to be
processed and limitations in both hardware and software,
only FLMs of order 2 and 3 are presently discussed, called
2WL, 3WL, 2WLP and 3WLP models2. These models are
defined as follows:

2WL : p(Wt|Wt−1, Lt−1).

3WL : p(Wt|Wt−1, Lt−1,Wt−2, Lt−2).

2WLP : p(Wt|Wt−1, Lt−1, Pt−1).

3WLP : p(Wt|Wt−1, Lt−1, Pt−1,Wt−2, Lt−2, Pt−2).

Likewise an ordinary bigram model, the first model (2WL)
considers word (W) frequencies in the first place. How-
ever, in case the given word is not found, the 2WL model
will take the corresponding lemma (L) into account if this
information is available at all. The 3WL is similar, but tak-
ing the two previous words/lemmas into account (i.e., as
in a trigram model). The 2WLP model is similar to 2WL,
but goes one step further by considering - as a last resort -
part-of-speech (P) information as well, and 3WLP is once
again the trigram alternative. All models use Kneser-Ney
smoothing when applicable. For details on how FLMs are
built and the related issue of parallel back-off, see (Bilmes
and Kirchhoff, 2003).

4. Evaluation
A preliminary evaluation work of our systems was carried
out as follows. First, we collected a test corpus of 4,297
on-line newspaper headlines of up to 9 words in length.
As in the case of the training corpus, the test corpus was

1www.inf.ed.ac.uk/resources/nlp/local doc/MXPOST.html
2Earlier work in (Novais et al., 2011) also described a number

of experiments with FLMs that take gender and number factors
into account, which have been presently abandoned for similar
reasons.
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also tagged with POS, gender and number information. In
addition to that, the tags in the test corpus were manually
verified to ensure correctness. This was particularly nec-
essary in the case of proper names, which occur in large
numbers in the newspapers domain, and were often incor-
rectly tagged as nouns etc.
In order to minimize the possible effects of incorrect tag-
ging, all errors identified in the test corpus were subse-
quently corrected in the training corpus as well, and the
language models described in the previous section were re-
generated using the corrected data.
Each sentence in the revised test data set has undergone a
process of abstraction (likewise Example 1 in section 2) in
which every content word was replaced by its lemma, and
sentence structure was represented in form of dependency
trees with random linear order of NP and VP constituents.
Existing features such as gender, number etc. were pre-
served when available from the tagged test corpus.
Although the main focus of our evaluation work is to com-
pare different statistical models among themselves, it is
of course interesting to compare these models to a non-
statistical approach as well. To this end, we developed an
additional baseline system - hereby called Rule-based - that
makes use of agreement and linearization rules for Brazil-
ian Portuguese to model NP and VP constituency ordering.
The Rule-based system is a surface realisation engine for
the Brazilian Portuguese language, in many ways not unlike
the SimpleNLG system (Gatt and Reiter, 2009) developed
for the English language. Full details of the Rule-based
system are to be described elsewhere. Briefly, the system
makes use of basic grammar rules and the dictionary imple-
mented in (Muniz et al., 2005) to generate the most typcal
structures of the Portuguese language (e.g., verb and noun
phrases, sentences in active and passive voice etc.) from the
same input specification in previous Example 1. As in the
case of the statistical methods, the Rule-based system as-
sumes that lexical choice has already been performed, and
focus on the agreement and the linearization tasks.
The Rule-based system consists of a collection of JAVA
methods to incrementally build sentence constituents and
then entire sentences. The following is a simplified exam-
ple showing a sequence of calls to realise the noun phrase
np1 as ‘the Indian writer Amitav Ghosh’, which consist of
a NP head (Amitav Ghosh) and two pre-modifers m1 (In-
dian) and n1 (writer). The exact order of the modifiers is
left to be decided by the system.

NounPhrase np1 = new def();
np1.setLemma(”Amitav Ghosh”);
Modifier m1 = new Modifier();
m1.setAdjective(”Indian”);
Modifier n1 = new Modifier();
n1.setProperName(”writer”);
np1.setAdjectiveModifier(m1);
np1.setProperNameModifier(n1);

The 4,297 abstract sentence specifications in the test corpus
were taken as the input to the four versions of the statis-
tical generator (2WL, 3WL, 2WLP and 3WLP) described
in the previous section, and also to the Rule-based system.
In the case of the statistical models, over-generation pro-

duced (4 systems * 37,462 alternative output strings each)
= 149,848 candidate sentences (or an average of 8 alterna-
tives for each input specification, out of which the single
most likely alternative is to be selected3.) The Rule-based
system produced one output string for each input, making
4,297 output strings in total.
Evaluation proper was carried out by comparing each of the
(5 systems * 4,297 sentences) = 21,485 output sentences
to the original version in the test corpus while computing
BLEU, NIST, Edit-distance and Accuracy (i.e., exact string
match) scores. The results are summarised in Table 1. Re-
call that higher BLEU, NIST and Accuracy scores - but
lower Edit-distance - represent closer proximity to the tar-
get corpus.

Strategy Accuracy Edit-dist. BLEU NIST

Rule-based 0.69 4.55 0.85 14.97
2WL 0.84 2.69 0.93 14.99
3WL 0.86 2.34 0.94 15.02
2WLP 0.88 2.07 0.94 15.04
3WLP 0.89 1.84 0.95 15.06

Table 1: Results

Results for one-way ANOVA comparing edit-distance val-
ues4 (4,297 instances for each system) followed by a Tukey
HSD test (α = 0.01) showed highly significant differences
between the systems (F(4,21480)=118.03, MSE=42.67,
p<0.01). The homogeneous subsets found are shown in
Table 2.

Strategy

3WLP A B
2WLP A B C
3WL B C D
2WL C D
Rule-based E

Table 2: Homogeneous subsets for Edit Distance scores.
Systems which do not share a letter are significantly differ-
ent at α = 0.01.

5. Related Work
The literature in the field presents a large number of
generate-and-select approaches to language generation,
starting with works such as (Langkilde, 2000; Oh and Rud-
nicky, 2000; Ratnaparkhi, 2000) and many others. As
pointed out in (Gatt and Reiter, 2009), most of the exist-
ing surface realisation systems tend to perform two rela-

3Given the small scale of the evaluation work, the system sim-
ply performs exhaustive search over all potential candidate sen-
tences.

4Since BLEU and NIST scores are computed for each system
as a whole, and Accuracy is simply a binary value representing
each string pair comparison, edit-distance was considered to be
the most suitable metric for this analysis.
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tively independent tasks: a more domain-dependant map-
ping from the application semantics onto linguistic forms
(including, for instance, the lexical choice task), and a more
language-oriented task of sentence linearization.
Likewise the SimpleNLG system presented in (Gatt and
Reiter, 2009), our current system is more suitably described
as a surface realisation engine, that is, we assume that all
lexical choices and other domain-dependent decisions have
already been made, and focus on agreement and sentence
linearization issues. Differently from SimpleNLG, how-
ever, we do not implement realisation rules of any kind,
relying entirely on statistical filters. To some extent, our
baseline system is closer to SimpleNLG, but once again the
system architecture is different, as in the present implemen-
tation it was necessary to rely on dictionary information to
support the more complex Portuguese morphology.
Our current work builds on a series of previous experiments
on individual lexicalization and surface realisation subtasks
using n-gram and factored language models alike: the ex-
periments in (Novais et al., 2010) used n-grams models to
address the issues of Portuguese NP and VP lexical choice,
ordering of NP modifiers, and verb-complement agreement
in active and passive voice. Among these issues, the more
problematic VP lexical choice, ordering of noun modifiers
and verb-complement agreement in passive voice were re-
visited in (Novais et al., 2011), this time making use of fac-
tored language models.
Also in (Novais et al., 2011) a preliminary version of the
present system was first sketched. The current work is how-
ever our first attempt to generate complete, real sentences
using a fully implemented version of the system, and mak-
ing use of a much larger, purpose-built training corpus.

6. Discussion
Our initial evaluation work suggests that FLMs outperform
the non-statistical baseline system, and that the more com-
plex FLMs (2WLP and 3WLP, which take into account
word, lemma and part-of-speech factors) are best of all.
One important limitation of the current work is that all pos-
sible orderings of NP and VP constituents are evaluated by
the language models, including not only more standard NP
structures (e.g., NPs such as ‘the cover of the magazine’,
‘the magazine of the cover’5 etc.) but also ungrammati-
cal structures (e.g., NPs starting by a preposition, as in ‘the
of cover magazine’ etc.) While this strategy is currently
adopted to provide maximum language-independency and
minimal development costs, the addition of simple (but pos-
sibly more language-dependent) rules to prevent some of
these illegal candidate structures is likely to have a great
impact on the number of alternatives under consideration
and, as a result, increase the overall accuracy of the system.
In a preliminary study of the sentences in our test corpus,
we estimate that by implementing basic rules to avoid the
most inconsistent NP syntactic structures our current set
of 149,848 candidate sentences could be reduced to less
than 20,000 alternatives, that is, achieving some 87% re-
duction on the number of alternatives under consideration.

5In which the second example is of course less likely to be
selected than the first one.

Although many - or perhaps most - candidate sentences that
would be discarded in this way are unlikely to be selected
by the statistical models in the first place, it is still tempting
to implement additional rules and examine their impact on
the overall accuracy.
Thus, as future work we also intend to add NP constituency
rules to the system, and re-evaluate the present strategies
using a more limited number of candidate sentences. In do-
ing so, we expect to reach performance levels that are closer
to what is required for real-world applications, at the cost
of losing some language-independency of the more purely
statistical approach discussed in this paper.
Finally, in this paper we have focused on FLMs of order
2 and 3 that use only word, lemma and POS information,
and we no longer address the use of FLMs of order 4 or
above, or those that take gender and number factors into
account. Although this limitation may suggest room for
improvement, these simpler models were chosen for prac-
tical reasons, as our previous work seems to suggest that
these models provide a more suitable balance between ac-
curacy and computational efficiency for the surface realisa-
tion task.
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