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Abstract

We describe a new Arabic spelling correction sysidiith is intended for use with electronic dictionaearch by learners of Arabic.
Unlike other spelling correction systems, this egstdoes not depend on a corpus of attested stedams but on student- and
teacher-generated ratings of confusable pairs ohg@imes or letters. Separate error modules fordeegbmistypings, phonetic
confusions, and dialectal confusions are combioectéate a weighted finite-state transducer thigultzgies the likelihood that an
input string could correspond to each citation fanra dictionary of Iragi Arabic. Results are radky the estimated likelihood that
a citation form could be misheard, mistyped, ortraisscribed for the input given by the user. Taleate the system, we developed a
noisy-channel model trained on students’ speednsand use it to perturb citation forms from didi@ry. We compare our system to
a baseline based on Levenshtein distance andhiaiidwhen evaluated on single-error queries, ostiegy performs 28% better than
the baseline (overall MRR) and is twice as goaeirning the correct dictionary form as the topked result. We believe this to be
the first spelling correction system designed fepaken, colloquial dialect of Arabic.

its ability to guide users in correcting errors dzhon
1. Introduction mishearings of spoken Arabic. Accordingly, we eadé
our system based on a corpus of hearing and
pronunciation errors made by English-speaking kerarn
of Arabic (Sethyet al, 2005).

Non-native learners of Arabic attempting to usetetmic
lexicons make errors in several categories: theyuse
visually similar letters, fail to discern phonensimntrasts,
and incorrectly reconstruct the citation formsrdfdacted . .
words. Theseyproblems are magnified when studests a 2~ Modern Standard and Colloquial Arabic

faced with input from a colloquial, regional digleeas The Arabic language presents several difficultm@sthe

they often are in Arabic-language websites, podcasid second language learner, not the least of whicthas
social media. These written and spoken texts déevémg  noted phenomenon diglossia In the paper ‘Diglossia’,
orthography, morphology, and lexical content frdme t Ferguson (1959) used Arabic (along with German and
Modern Standard Arabic commonly taught in foreign Greek) to illustrate how some linguistic commursitiray
language classrooms. In addition, learners of Arabi be split between what he calletigh prestiggH) variety
without access to Arabic keyboards may make errorsand andow prestige(L) variety. In the case of German,
based on an unfamiliar or unintuitive Romanization the contrast was made between Standard German and

scheme. Finally, any user may make simple Swiss German. The Swiss live in a diglossic situatihat
typographical errors, such as hitting a key adjatethe requires them to be functionally bilingual. Swissr@an
one intended. is the native variety and is needed for commumgati

Spelling correction, with a wide range of suggested locally, but Standard German, which is learnecthosls,
alternate inputs, can provide a way around thedelgms is needed for communication with the wider
by making it easier for the learner to find unfaaril German-speaking world and for access to the ligerar
words in existing lexicons. We have created a gpgell  history of German.

corrector for Arabic dictionary lookup which accept The case of Arabic can be considered slightly more
input in the Standard Arabic Technical Translitemat complex. Arabic also has a linguistic standard, the
System (SATTS) Romanizatifrverifies whether or not  so-called Modern Standard Arabic (MSA) that is tattig

the query matches a citation form in a bilingualglr ~ schools, used in newspapers, in literature andeinwsn
Arabic to English dictionary, and suggests citafiamms broadcasts. MSA also forms the basis for most idrab
that the user may have meant to query. Unlikedst@h  foreign language courses both in the West and én th
edit-distance approaches, this system incorporatesMiddle East. This variety, though standard, isanoative
specific knowledge about English-speaking learradrs  language to any Arabs, and it is not based offof a
Arabic to detect and correct the most likely eryoasher variety of Arabic currently spoken in the Arabicesph
than relying on strict orthographic similarity. community. Instead, MSA is a modern construction,
While our system takes into account errors based oncreated during the rise of Arab nationalism inldte 19"
mishearings, transcription mistakes, and typogeghi and early 26 centuries and is based upon the Classical
errors, we believe that the greatest impact objlséem is  Arabic that was standardized in the eighth centideaeri,
2003; Owens, 2006; Versteegh, 1997).

MSA sits in contrast with the local varieties ofahic,
generally termedlialects These are the spoken varieties

1 A table of SATTS equivalents can be found at
http://en.wikipedia.org/wiki/SATTS
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that exist across the Arabic-speaking world, and th
dialects spoken in daily life hold a lower prestigih

unlike fully automatic processes that must commiait
single correction, we have the luxury of displayiag

respect to MSA. Because MSA was constructed from aarbitrary number of corrections to a user (limitedy by

much older form, MSA can differ from the dialectgh{ch
often differ from each other) in terms of phonology
lexicon, syntax and morphology. The chart beloavgh
how lexical items and morphological particles atics

differ between MSA and some Arabic dialects.

“he said' “table” Future
Tense
MSA /qala/ /tawila/ /sawfa
Emirat /qal/ /miz/ /bi-/
Iraqi /qal/ /méz/ [rah-/
Syriar ral/ /tawle/ Irah-/
Egyptiar ral/ /tarabéza/ Iha-/
Yemen /qal/ /mayidih/ [fa-l, IR
Moroccar [qal/ /tabla/ lyad/
Maltest all /meyda /he-/, fadl

Table 1: Examples of variation among various dizsle¢
Arabic and a closely related language (Maltese).

This diglossic situation creates several challenfpes
second-language learners, the greatest of whiches
simple fact that the language they learn in thesttaom is
not spoken natively by any Arab. When they find
themselves conversing with Arabs, learners faceatgre
difficulty adapting their learning of the formal MS
variety to the linguistic differences of the diakeavhich
are spoken in everyday Arab life. In order to beedrly
proficient in Arabic, a learner must learn not oMBA
but also a dialect in addition to having a famitiation
with other dialects. Compounding this problem &s fct
that many Arabs view the dialects as “corrupt” or
“incorrect” Arabic and unworthy of teaching.
Consequently, dialect materials for the learner ban
sparse.

3. Spelling Correction

3.1 Usesof Spelling Correction

Error correction and normalization generally arefuis
for a variety of tasks, including optical character
recognition, cross-language information retrieaald the
handling of out-of-vocabulary words for machine
translation (cf.e.g. Habash, 2009). Most of these tasks,
however, assume spelling correction for native spea
We focus here on spelling correction for languagerers
and non-native language professionals such adatars
The primary purpose of our spelling corrector is to
facilitate dictionary look-up of Arabic words inlinigual
Arabic-to-English dictionaries.

This requires a different approach than other tasksr
example, unlike post-processing of optical characte
recognition, normalization of Arabic texts, or
out-of-vocabulary handling, we are not so concerimed
this work about variation in native spelling patier
(except as they impact lookup in dialect dictioagrof
Arabic) as we are of mistakes by English learners.
Furthermore, we do not have the luxury of surrongdi
context to help in disambiguating ambiguous forms o
deciding between multiple corrections. On the ottand,
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constraints of the visual user interface and ther'sis
patience in scrolling through alternatives). Hemwee can
focus on returning a sensible ranking of alterrestiv
without a hard constraint that the right answeragtvbe
the highest-ranked one. That being said, haviagitiht
answer in the top ranked results is important for
establishing the user’s confidence in the tool.

3.2 Spelling Correction Techniques

A very simple way to create a spell corrector ie th
absence of any training data is to rank the sugdest
alternatives to a misspelled word in order of distance,

or the number of string operations needed to chémge
query into the suggested alternative. Perhapsribst
common formulation of edit distance is Levenshtein
distance (Levenshtein, 1965; Wagner, 1974), which
considers three string operations (insertion, dweletor
substitution) each with equal cost.

We suspect, however, that ranking alternative gériny
Levenshtein distance will be less useful for thek taf
non-native Arabic dictionary lookup than the task o
native English spell correction, for three reasdfisst,
non-native learners of a language are more likegnt
native writers to make multiple errors in a woctl €.g,
Okada, 2004; Mitton & Okada, 2007; Boyd, 2008).
Secondly, since Arabic words are typically written
without short vowels, the average length of aicitefiorm
tends to be shorter than in English, and the I&space
denser (in terms of edit distance). Lastly, Leteis
distance, taken as a measurement between two proadl
transcribed sound tokens, does not accuratelyctefhe
difference in linguistic features between the twarsls,
since it treats all symbols equally without regdod
linguistic similarity between pairs of phones ottdes
(Nerbonne & Heeringa, 1997). Hence, Levenshtein
distance may provide rankings too coarse-grainedde
with non-native errors in Arabic orthography.

Other approaches to spell correction, either fdivaa
speakers (Church & Gale, 1991; Brill & Moore, 2000)
non-native speakers (Boyd, 2008), assume the ekste
of a training corpus consisting of pairs of miskgel
words and their corresponding intended words. Such
corpora are relatively easy to collect for resouice
languages such as English or Japanese, partictitarly
native speakers. However, the few extant corpdra o
spelling errors made by adult learners of Arabie @0
small for use in training. Such resources are particularly
scarce for the local spoken dialects.

Consequently, we employed a modular approach,
developing separate modules for mistypings, phoneti
confusions, and other dialectal confusions, eactiated
through a weighted finite state transducer (F$T)The
resulting FSTs are composed with a finite statehinzc

% For example, the error corpus described by Abumales al

(2008) describes errors at all levels of linguigtioduction,
including syntax and style, yet analyses less #3000 word
tokens. Less than 50 spelling errors are reporfadteo few to
learn any reliable statistics from.

3 We used the AT&T finite state toolkit, availabterh AT&T at
http://www.research.att.com/~fsmtools/fsm.



accepting all strings corresponding to entries m a
electronic dictionary. The composed FST calculétes
best paths yielding unique, valid stringses the
dictionary entries most likely to have been therinted
query given the misheard, mistransliterated, otypéesd
input string. The corresponding dictionary enteesthen
displayed, ranked by likelihood.

To populate the confusion matrices for the phonetic
confusion module, we collected data from a collleye!
Arabic instructor on her students’ orthographic and
listening comprehension errors. We also collected
self-report data from six current or former student
Arabic on errors they believed they made in Araliiech
participant used a 5-point rating scale to rank rtizest
common insertions, deletions, and substitutionseniad
native-English students of Arabic. The average#irgs
were used to assign weights to the confusion ma®iks
mentioned above.

A similar procedure was used to construct the nmeétur
transcription-based errors. A list of likely suhsions,

and Lebanese Arabic spoken by native English spsake
collected through an “elicited imitation” task, whesach
participant heard an Arabic sentence and was atked
repeat it from memory. The elicited imitations wer
recorded and transcribed phonetically. This corjsus
further described in Sethst al. (2005)! Because this
corpus focused on common greetings and other
conversational data, rather than a large numbevood
types suitable for dictionary look-up, we could osée the
corpus directly. Instead, we constructed a noispael
model (Shannon, 1948) by extracting the probaeditf
substitutions, insertions, and deletions the padits
made in their elicited speech and applied the fwitibas

of these errors to a list of correctly spelled vgofidm a
dictionary. To construct the noise model, thedcaipt of

the recorded speech is compared to the elicitation
transcript for each trigram in the Setley al. (2005)
corpus. For each of these trigrams, we recorded th
probability that the participant inserted or deletbe
center phone in the trigram, in the context ofl¢feand

insertions, and deletions was developed and ratingghe right phone. If the center phone was a swibistit, the

obtained from three native speakers of English whie
proficient both in Arabic and in the SATTS tranelétion
system.

The module for handling keyboard-related (typogregi
errors uses a constant weight for all pairs ofzowrially
contiguous neighbors on the QWERTY keyboagdy(
{C,V}). The module also includes, at a slightly diea
cost, the pair {;} which differ only in use of thehiftkey,
and (at a greater cost) the pairsHland {",;} which
involve both a horizontal slip and a misuse ofghiétkey.
No insertions or deletions are used in this module.
Preliminary tests by potential users of this toalicated
that correcting for keyboard-related errors was leseful
than corrections from the other two modules; thetcof
operations from this module were increased accghglin
(making these substitutions less likely to be used)

The modules are combined into a single weighted ST
taking a union of operations found in the three uhesl

probability was recorded that the original phoneldde
replaced with the substituted phone, in the contéxtte
left and the right phone.

We applied the noise model to a list of source waal
form three conditions, controlling for the maximum
number of errors per word (1 Error per word, 1-PoEy
per word, or 1-3 Errors per word — henceforth 1EPW,
1-2EPW, 1-3EPW).

We formed the source word list by choosing 40Cticia
forms at random fromA Dictionary of Iraqi Arabic
(Woodhead & Beene, 2003). To apply the noise mtmlel
the word list, an error point is chosen acrosssihece
word at random. At this error point, an operation
(insertion, deletion or substitution) is chosendobsn the
probability of what happened to that phone in thth§et

al. (2005) corpus, in the context of the left and rilgéat
phones surrounding that point. If the insertiomoferror

at the error point was not attested to in the noiséel,

If two modules allow the same operation but assignthe error point was abandoned and another oneatiéelm

different weights, the weight corresponding to the
minimum cost is used. Transitive operations asgasd
the sum of their costs. For example, since emplidtic
(SATTS V) is phonetically confusable with unempbati
/d/ (SATTS D), and V can be mistyped as C (due to
keyboard proximity), then the ‘double’ substitutiafi
D—->C would require two errors on the part of the user.
The cost of the corresponding correctiorXD) is equal

to the summed cost of the corrections=>) and
(V->D).

4. Evaluation

To our knowledge, there are no spell-checkers or

dictionary look-up aids described in the literature
specifically designed for native-English adult teans of
a colloquial Arabic dialect. Therefore, we evaadhbur

technique by comparing it with a baseline based on

Levenshtein distance.

4.1 Creating an evaluation cor pus

In the absence of an established corpus of diatyona
look-up errors by native-English adult learnersirefi
Arabic, we constructed a corpus of pseudo-errors fo
evaluation purposes. First, we examined a corpluragi
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As the presence of at least one error in each warsl
desired, attempts were made repeatedly on each wpord
until the maximum number of errors for that coruiti
was reached. Source words in which no acceptatie e
could be created were removed from the evaluatin s
Multi-word entries were also discarded, leaving 398
forms for evaluation.

Since both the dictionary citation forms and thésyo
model are given in terms of pronunciations (strings
phonemes), both the query strings and the origitetion
forms were converted into orthographic strings (as
transliterated in SATTS). Queries containing oy in
the SATTS {.e., pairs where the query string matched the
intended citation form exactly) were discardeditese
would provide no difficulties in lookup even withicgpell
correction. This left 213 queries with orthograpaicors

for our evaluation in the 1EPW condition, 237 ire th
1-2EPW condition, and 247 in the 1-3EPW condition.

4.2 Scoring

Results for each query were scored using reciprace
(Voorhees, 2000) given up to 35 suggested strings f

4 We thank Nicolaus Mote for providing this corposus.



each query.
suggested the intended citation form with rank was
awarded a score ofil/Otherwise, a score of 0 was given
for that query. If the intended citation form wiged in
cost (edit distance for Levenshtein, FST path faysour
proposed system) with other forms, then we average
over the reciprocal rank for each possible ordeahthe
tied forms. The mean reciprocal rank (MRR) over sbt

of 398 queries is reported below, along with the MR
over the set of queries with orthographic errors.

5. Reaults

5.1 Metrics
The reciprocal ranks for the proposed system aed th

When the spell corrector successfully

Syster Topl | Top?2 Top < Top 5
(RR=1) | (RR=5) | (RR>.3) | (RR=.2)
Proposed | 303 332 348 351
_(all queries)| (76.1%) | (83.4%) | (87.4%) | (88.2%)
Levenshtein| 232 304 326 347
(all queries) | (58.3%)| (76.4%) | (81.9%) | (87.2%)
Proposed 118 147 163 166
(errors only) | (55.4%)| (69.0%) | (76.5%) | (77.9%)
Levenshtein| 47 119 141 162
(errors only) | (22.1%)| (55.9%) | (66.2%) | (76.1%)

Table 3: Numbers and percentages of correct results
returned in the top 1, 2, 3, or 5 ranked returna byvel
confusion matrix for English learners of Arabic and

Levenshtein baseline were Compared using a paired'base“ne based on Levenshtein distance. Thedm$

two-tailed t-test.
significantly better than the Levenshtein baselfieR

for the 1EPW condition (t -5.1887, df 397,
p <0.0001), but not for the 1-2EPW condition

The proposed system performed is constrained to allow one phonological erroryperd.

RR stands for reciprocal rank, averaged over aite
ranks in case of ties.

(t=-1.7344, df= 397, p = 0.0832) or the 1-3EPW/| Syster Topl |Top2 | Top: Top 5
condition (t = -1. 4753, df = 397, p = 0.1409).sB¥s for (RR=1) | RR25) | RR=.3) | (RR=.2)
the MRR are shown in Table 2. Proposed | 275 301 317 322
Further results can be seen in Tables 3-5, whiolw she (all queries)| (69.1%) | (75.6%) | (79.6%) | (80.9%)
number and percentage of items in which the taxget Levenshtein| 222 296 319 338
appeared within the tapsuggestions, fan=1, 2, 3and 5. | (all queries)| (55.8%) | (74.4%) | (80.2%) | (84.9%)
Table 3 shows this_ f_or the 1IEPW condition, Tabl®i Proposed 114 140 156 161
the 1-_2EPW condition, and Table 5 for the 1-3EPW (errors only) | (48.1%) | (59.1%) | (65.8%) | (67.9%)
condition. Levenshtein| 61 135 158 177
(errors only) | (25.7%)| (57.0%) | (66.7%) | (74.7%)
System 1 Error per1-2 Errors| 1-3 Errors
word per word per word Table 4: Numbers and percentages of correct results
Proposed 0.828 0.756 0.732 returned in the top 1, 2, 3, or 5 ranked returna bypvel
all queries confusion matrix for English learners of Arabic and
(@lq )
i baseline based on Levenshtein distance. Thedgsis
Levenshtein| 0.748 0.726 0.706 ) ! !
i is constrained to allow 1 or 2 phonological erfmesword.
(all queries) . X
RR stands for reciprocal rank, averaged over asinte
Proposed 0.678 0.591 0.569 ; ;
(errors only) ' ' ’ ranks in case of ties.
Levenshtein| 0.529 0.540 0.527 Syster TOp 1 TOp 2 TOp : TOp 5
(errors only) (RR=1) | (RR>5) | (RR>3) | (RR>.2)
. . Proposed | 263 290 308 316
Table 2: Mean reciprocal rank, averaged over albjtie (all queries)| (66.1%)| (72.9%) | (77.4%) | (79.4%)
ranks in case of ties, for a novel confusion mdtsix :
Enalish | £ Arabi d a baseline based Levenshtein| 213 284 310 337
nglish learners of Arabic and a baseline based on (all queries)| (53.5%) | (71.4%) | (77.9%) | (84.7%)
Levenshtein distance. Values are given for afsg9® Proposed 112 139 157 165
gueries and for the subset of these queries whemguery
string differs from the target string. Bold typalicates (errors only) (45.3%) | (56.3%) | (63.6%) | (66.8%)
results significantly better than baseline Leveeisht Levenshtein| 62 133 159 186
errors onl (25.1%) | (53.8%) | (64.4%) | (75.3%)
( Y)
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Table 5: Numbers and percentages of correct results
returned in the top 1, 2, 3, or 5 ranked returna hypvel
confusion matrix for English learners of Arabic and
baseline based on Levenshtein distance. Thedgstis
is constrained to allow 1-3 phonological errorswerd.
RR stands for reciprocal rank, averaged over a$inte
ranks in case of ties.



7. Conclusion

5.2 Discussion and Error Analysis Our system provides interactive spell correctiorttie

In the 1IEPW condition, the proposed system outpa$o  context of dictionary lookup for a spoken Arabialdit.

the Levenshtein baseline by all measures. It alsoTo our knowledge, it is the first such resourcecdeed
outperforms the baseline in all conditions withpesst to ~ for a spoken, colloquial dialect of Arabic. It foems
the percentage of items where the top-ranked returrsignificantly better than the baseline approachijclwh
corresponds to the target word. However, in t2EPW assumes no language-specific knowledge. Yet the
and 1-3EPW conditions, the proposed system performsknowledge required to build this was easily obtdibg a
under the baseline in returning the correct resithin few interviews with teachers and students of thglage.
the top 5 returns. More generally, our evaluation gives an indicatian
This was a somewhat surprising result, but in sgiect it ~ what can be achieved for a language even with feswy

is a useful caution for limitations of the methofl o resources other than a primary source dictionang a
creating the confusion matrices and the evaluationparticularly without the use of training corporecisias
proposed. While the confusions mentioned and chbge  those required by Church and Gale (1991), Brill and
teachers and students cover the most common ¢asgs, Moore (2000), and Boyd (2008).

do not cover every possible error. In particuliwe

confusion matrices currently used do not takeaetmunt 8. Acknowledgement of Support
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