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Introduction 

 
This decade has seen an upsurge of interest in systems that register emotion (in a broad sense) and 

react appropriately to it. Emotion corpora are fundamental both to developing sound conceptual 

analyses and to training these 'emotion-oriented systems' at all levels - to recognize user emotion, to 

express appropriate emotions, to anticipate how a user in one state might respond to a possible kind 

of reaction from the machine, etc. Corpora have only begun to grow with the area, and much work 

is needed before they provide a sound foundation. 

 

This workshop follows a first successful workshop on Corpora for Research on Emotion and Affect 

at LREC 2006. Papers are in the area of corpora for research on emotion and affect.  They raise one 

or more of the following questions. What kind of theory of emotion is needed to guide the area? 

What are appropriate sources? Which modalities should be considered, in which combinations? 

What are the realistic constraints on recording quality? How can the emotional content of episodes 

be described within a corpus? Which emotion-related features should a corpus describe, and how? 

How should access to corpora be provided? What level of standardization is appropriate? How can 

quality be assessed? What are the ethical issues in database development and access? 

 

The organizers are members of the Humaine association (http://emotion-research.net). 
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The Sensitive Artificial Listener: an induction technique for generating 
emotionally coloured conversation 
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Abstract  

The aim of the paper is to document and share an induction technique (The Sensitive Artificial Listener) that generates data that can be 
both tractable and reasonably naturalistic. The technique focuses on conversation between a human and an agent that either is or 
appears to be a machine. It is designed to capture a broad spectrum of emotional states, expressed in ‘emotionally coloured discourse’ 
of the type likely to be displayed in everyday conversation. The technique is based on the observation that it is possible for two people 
to have a conversation in which one pays little or no attention to the meaning of what the other says, and chooses responses on the 
basis of superficial cues. In SAL, system responses take the form of a repertoire of stock phrases keyed to the emotional colouring of 
what the user says. The technique has been used to collect data of sufficient quantity and quality to train machine recognition systems. 
 

1 Introduction 
It is a difficult problem to generate recordings of 
emotionally coloured conversation data that are 
reasonably natural, but still suitable for machine 
analysis. This paper describes an induction method that 
generates data which has been successfully used in a 
machine learning environment. The technique is called 
the Sensitive Artificial Listener Technique, developed 
at Queen’s University Belfast. The aim is to document 
this tool and share it with the research community. 
 
There have been several published descriptions of 
analyses that use data from SAL exercises, but there is 
no generally available description of the technique 
itself. This paper remedies that omission. 

1.1 Background and Context  
It has become clear that for different reasons, emotion-
oriented computing cannot rely either on data from 
actors or on fully naturalistic recordings. As a result, 
there is great interest in data generated by techniques 
designed to elicit emotion deliberately. This type of 
approach produces data that can be both tractable and 
reasonably naturalistic. Many induction techniques are 
in use in the machine learning context, such as 
computer games (Bechara, Damasio, Damasio & 
Anderson 1994; van Reekum et al 2004; Wang and 
Marsella 2006) or tasks involving computers (Batliner, 
Fischer et al, 2003; Batliner, Hacker et al. 2003; 
Aubergé, Audibert & Rilliard 2004) and sometimes 
tasks involving human-human interaction (Bachorowski 
& Owren 1995; Abassi et al 2007; Martin et al. 2006). 
 
The Sensitive Artificial Listener is a specific type of 
induction technique that focuses on conversation 
between a human and an agent that either is or appears 
to be a machine. It is designed to capture a broad 
spectrum of emotional states, expressed in ‘emotionally 
coloured discourse’ of the type likely to be displayed in 
everyday conversation.  
 
It is a challenge to collect records of human-machine 
conversation, because machines are not actually able to 

carry out conversations. However, there are obvious 
reasons to try, since it seems very likely that human-
machine interactions will differ from human-human 
interactions in significant ways. Not the least of these is 
that for the foreseeable future, human-machine 
interactions will break down in ways that human-human 
interactions do not, and it is important to have ways of 
recognising the signs of breakdown. 

2 The SAL technique 

2.1 The basic context  
The Sensitive Artifical Listener technique (SAL for 
short) is based on the observation that it is possible for 
two people to have a conversation in which one pays 
little or no attention to the meaning of what the other 
says, and chooses responses on the basis of superficial 
cues. The point was made long ago by the ELIZA 
scenario (Weizenbaum 1996). In the SAL technique, 
system responses are keyed to the emotional colouring 
of what the user says, rather than (as in Eliza) words or 
phrases. The versions used so far have used Wizard of 
Oz techniques where a human operator follows a script 
that specifies possible responses. Because the aim is to 
evoke emotionally coloured responses, the statements 
are stock phrases chosen to evoke strong reactions in 
the listener. In current versions, the SAL operator 
chooses which statement to use at any given time from a 
menu that is organised to simulate four personalities – 
Poppy (who aims to make people happy), Obadiah (who 
aims to make people gloomy), Spike (who aims to make 
people angry) and Prudence (who aims to make people 
pragmatic). Users choose at any time which 
‘personality’ they want to talk to. The response that is 
chosen will depend on the ‘personality’ that is active 
and the user’s state. The combination creates an 
environment rich enough to provoke exchanges that are 
extended, and quite highly coloured emotionally. 

2.2 The SAL structure  
The four characters are equipped with a set of 
characteristic responses encouraging the user into 
responding in differing emotional states. The SAL has 
no intelligence, only prespecified stock responses. 
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FIGURE 1: Structure governing interaction in SAL 
  

The scripts for the characters were developed, tested 
and refined in an iterative way. Each character has a 
number of different types of script depending on the 
emotional state of the user. So, for example, Poppy has 
a script for the user in each of four emotional states - a 
positive active state, a negative active state, a pragmatic 
state, a negative passive state. There are also script 
types relevant to the part of the conversation 
(beginning, main part) or structural state of the 
conversation (repair script).Each script type has within 
it a range of statements and questions. They cannot be 
context specific as there is no ‘intelligence’ involved. 
Figure 1 illustrates the type of structure that governs an 
interaction between one of the personalities of SAL 
(taken from an early version of SAL).   
 
There have been different versions of SAL moving from 
an early Wizard of Oz version where the scripts for each 
personality/character are read by an experimenter who 
used different tones of voice for the four characters  
(SAL 0) to a more sophisticated version developed in 
conjunction with the University of Twente where the 
phrases are pre-recorded and the experimenter selects 
phrases from a menu (SAL 1). A fully automated 
version is currently being developed under the 
SEMAINE project (http://www.semaine-project.eu/). 
The original version of SAL was in English and was 
successful enough for versions to be developed in 
Hebrew (at Tel Aviv University) and Greek (at National 

Technical University of Athens, ICCS) with 
adjustments to suit cultural norms and expectations.   

2.2 User experience  
SAL has been described as an emotional gym. It does 
not manipulate users’ emotions: that would need far 
more sophistication. Rather, it gives them prompts to 
which they can react emotionally if they choose to. It is 
easy to build up quite a high level of involvement 
during a sequence of exchanges on an emotive topic. 
That may be partly because SAL does not inhibit 
emotional expression by introducing different subjects 
or perspectives. Various factors lead engagement to 
break down eventually. SAL responses may simply be 
too ridiculous for the user to accept; they may become 
too repetitious; the user may become hopelessly 
frustrated with SAL’s inability to answer questions. 
Nevertheless, experienced users in particular can easily 
sustain quite protracted conversations with the system, 
on the order of half an hour. It appears that listeners 
learn to use the system, which means that longitudinal 
use by small numbers has some advantages over 
occasional use by many.  

3 Data 
The SAL scenario has been used successfully in three 
major EU projects (ERMIS, HUMAINE and 
SEMAINE) to generate large amounts of data that has 
been labelled and used in a machine learning context.  
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Figure 2: Labelled SAL data from the HUMAINE Database 
 
The data generated is rich in facial and non verbal 
signals (e.g. aspects of pitch, spectral characteristics, 
timing), and shows a considerable range of emotions 
and emotional intensities.  
 
Data was collected using the SAL 0 version from 20 
users, 10 male and 10 female. In total 105 minutes of 
footage was collected . This has been segmented into 
files and is in avi and mpeg format. There are 
accompanying files of what was said. SAL 1 was used 
to collect data from four users, each recorded for two 
sessions, each of approximately 30 minutes.  The data is 
segmented into files in avi and mpeg format and four 
raters have labelled the data using the dimensional 
FEELtrace tool (see Cowie et al. 2000). This gives 
labels on two dimensions related to emotion (activation 
and evaluation), and produces traces of how a user’s 
emotional state is perceived over time. A substantial 
body of data from SAL 1 has also been labelled in a 
more detailed way as part of the HUMAINE Database 
(www.emotion-research.net/download/pilot-db/). Data 
from SAL 1 is releasable under an agreement governing 
the use of the data. The Hebrew version has undergone 

a number of translations and data has now been 
collected from 5 users, totalling 2.5 hours. 
 
Figure 2 illustrates the kind of data that is produced. It 
presents a SAL 1 sequence labelled as part of the 
HUMAINE Database. The emotionality in the user’s 
facial expression is evident. This is borne out by the 
accompanying traces from a rater for emotion intensity 
and activation – first and fourth trace lines respectively. 
The point at which the shot of the face is taken (marked 
by the vertical red line) corresponds to a rise in the 
emotional intensity and degree of activation perceived 
by the rater. The second and third trace lines 
respectively indicate the degree to which the rater 
perceives the user to be acting or masking her emotion. 
The pattern of the ActTrace line indicates a low level of 
perceived acting at the start rising to absence of acting 
as the intensity of the emotion rises, indicating the 
naturalness of the emotion generated. 
 
It is beyond the scope of this paper to describe the 
statistical properties of the ratings, but Figure 3 
summarises some key points. It shows ratings of 

Intensity 

ActTrace 

MaskTrac

Activation 

Valence 
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valence (x axis) and activation (y axis) in the circular 
FEELtrace space from two raters. The data covers most 
of the space except strong negative emotion. The raters 
agree on the broad pattern, but one (data points in 
white) is more conservative. Ensuring acceptable 
consistency is too complex an issue to address here.  
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 3: Emotional spread of SAL 1 data  
 
The SAL data that is already available is of sufficient 
quantity and quality to train machine recognition 
systems. Published reports of research using the 
material include Ioannou et al. (2005) and 
Fragopanagos & Taylor (2005). More recent research 
reports very high recognition rates when the multimodal 
character of the data is exploited (Kollias et al. 2008). 

4 Conclusion 
The success of SAL has led to a new EU funded project 
called SEMAINE (http://www.semaine-project.eu/) 
which aims to build an automatic human-computer 
conversation system based on SAL. It will identify the 
user’s emotional state itself, using evidence from face, 
upper body, voice, and key words. Its range of replies 
will include some ELIZA-like use of key words 
extracted from the user’s speech. Its own speech will be 
synthesised, not recorded, and express its emotional 
stance towards the user. That stance will also be 
expressed through a graphical display of the ‘listener’s’ 
face and shoulders. While the user is speaking, the 
‘listener’ will also use vocalisations, facial expressions, 
and gestures (e.g. nodding) to signal its stance and 
prompt the speaker to continue or break.  
 
The point of the project is that SAL provides a context 
in which sustained emotionally coloured human-
machine interaction seems to be achievable. Hence, it 
provides a testbed where it is possible to develop the 
‘soft skills’ needed to sustain such interactions.   
 
Acknowledgement The research reported here has 
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Abstract 

This paper presents the NIMITEK corpus of affected behavior in human-machine interaction. It contains 15 hours of audio and video 
recordings produced during a refined Wizard-of-Oz (WOZ) experiment designed to induce emotional reactions. Ten native German 
speakers participated in the experiment. The language used in the experiment was German. During the process of collecting the corpus 
proper attention was devoted to the issue of its ecological validity. Besides the fact that the refined WOZ simulation gave the 
opportunity to control development of the dialogue, the problem of role-playing subject was also successfully addressed. The 
evaluation of the corpus with respect to its emotional content demonstrated a satisfying level of ecological validity. We summarize 
evaluation results in the following points. The corpus contains recordings of genuine emotions that were overtly signaled. It is not 
oriented to extreme representations of a few emotions only but comprises also expressions of less intense emotions. Emotional 
expressions of diverse emotions are extended in modality (voice and facial gesture) and time. In addition, different classes of 
non-neutral talking style are marked in the obtained data. 

 

1. Introduction 

It is a widely accepted fact that research on the role of 

emotions in human-machine interaction (HMI) is 

essentially supported by corpora containing samples of 

emotional expressions. For example, Douglas-Cowie et al. 

(2004) define the kind of corpus that is needed to support 

the development of emotion-sensitive interfaces and 

assess what has been achieved in the field. They 

emphasize the ecological validity of corpora as one of 

fundamental requirements – collected samples should be 

representative of emotions as they occur in everyday life 

(Douglas-Cowie et al. 2004, p.7). However, they conclude 

that this requirement is not adequately addressed in 

existing corpora. Their criticism is leveled against the 

often used practice of using material produced by actors 

and disregarding less intense emotions (Douglas-Cowie et 

al. 2004, p.6-7). 

The essence of the problem of assessing the phenomenon 

of affective behavior as it naturally occurs lies on the 

methodological level. The question that remains to be 

open is how to collect such corpora. To illustrate this 

claim, let us make a simplification of our long-term 

research aim – we want to develop a spoken natural 

language dialogue system that should be able to perform 

two tasks: (1) to determine, based on the recognition of 

negative user's emotional states, critical phases in 

interaction and (2) to resolve problems emerged in 

communication by applying an appropriate dialogue 

strategy. It should be kept in mind that Brewer emphasizes 

that we cannot speak of the validity or invalidity of 

research per se – validity must be evaluated in light of the 

purpose for which the research was undertaken in the first 

place (2000, p.3). Thus, for the former demand, it is 

preferable that material contained in the corpus was 

collected from people experiencing genuine emotions 

rather than produced by actors. For example, Batliner et al. 

(2000) show that classification results of a statistical 

prosodic classifier for emotion recognition from user's 

spoken input may depend to a high extent on the fact 

whether it was trained on genuine or acted expressions of 

emotions. To satisfy this demand for genuine emotions in 

laboratory settings, it is crucially important (1) to address 

the problem of role-playing subjects. To satisfy the latter 

demand, it is useful if the corpus contains samples of 

dialogues between the user and the system that provide 

insight in various dialogue strategies that could be applied 

in order to resolve problems emerged in communication. 

In other words, researchers should have the possibility (2) 

to control development of the dialogue between the 

subjects and the system during the collection of samples. 

2. Collecting the NIMITEK corpus 

Gnjatović and Rösner (2006) address the methodological 

desiderata in obtaining a corpus of affected speech in HMI. 

They propose a refinement of the Wizard-of-Oz (WOZ) 

technique that meets the two aforementioned 

requirements to obtain ecologically valid data. The 

NIMITEK multimodal corpus of affected speech and 

accompanying facial expressions is collected in the 

framework of such a refined WOZ simulation. Subjects in 

the WOZ experiment were asked to undertake a test of 

both intelligence and communication abilities supported 

by the spoken natural language dialogue system. In fact 

they were confronting a set of graphically based tasks 

specified with the intention to stimulate the verbal 

interaction between subjects and the system. Tasks were 

successively displayed on the screen with accompanying 

descriptions spoken by the system. In order to force 

subjects to verbally interact with the system, they were 

only allowed to give spoken instructions to the system. To 

determine and to formulate acceptable instructions and 

questions was imputed to be a part of the test as an 

additional stimulus for subjects to express themselves 
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verbally. Stimuli used for an emotional response were e.g., 

intentional misunderstanding of subject’s request and 

performing an incorrect operation, pretending not to 

understand subject’s request and asking for a repetition, 

confronting subjects to unsolvable tasks, capturing 

subject’s image and displaying it as a part of graphical 

puzzles, etc. Ten healthy native German speakers (7 

female, 3 male) in the age from 18 to 27 (mean 21.7) 

participated in the experiment. Almost 15 hours of session 

time were recorded. The language used in the experiment 

was German. 

3. Evaluation of the NIMITEK corpus 

We evaluated the NIMITEK corpus with respect to 

requirements for ecological validity introduced by 

Douglas-Cowie et al. (2000, p.39-40). Three types of 

evaluators participated in this process. The first group 

(three German native speakers) was allowed only to hear 

audio recordings. These evaluators were influenced by 

lexical meaning as well. The second group consisted of 

three non-German speakers: two Serbian native speakers 

and one Hungarian native speaker (however, the last 

evaluator was born and living in Serbia, attending schools 

in Serbian language, etc.). These evaluators did not have 

knowledge of German language, have never lived in a 

German speaking environment, and did not have any 

contact with German language in everyday life. This 

group was also allowed only to hear audio recordings, but 

for this group the lexical meaning was missing and thus 

the prosody became central for evaluating emotions. 

Finally, one additional German native speaker was 

allowed to simultaneously hear and see video recordings. 

Four randomly selected sessions were evaluated in 

complete duration (approximately five hours), in order 

that evaluators take the history of interaction into account. 

The evaluation unit was a dialogue turn or a group of 

several successive dialogue turns. Only subjects' 

expressions were evaluated, while wizard's expressions 

were ignored. The total number of evaluated units was 

424. 

Evaluators performed this perception test independently 

from each other. They were given a starting set of "basic" 

labels {joy, sadness, anger, fear, disgust, neutral}, but they 

were also allowed to extend this set with additional labels, 

if necessary, according to their own perception. To each 

evaluation unit evaluators assigned one or more labels. 

Recordings evaluated as emotional were further graded 

with respect to their intensity (three different levels: low, 

medium, high). Introduced labels are classified in three 

groups: 

 Emotion labels, 

 Subject’s state labels, 

 Talk style labels. 

We used majority voting in order to attribute labels to 

evaluation units. Table 1 shows all the introduced labels 

and the numbers of cases with majority voting for the first 

two groups of evaluators (i.e., German native speakers 

and non-German speakers that were allowed only to hear 

audio recordings). We consider two kinds of majority 

voting: 

 weak majority – exact two evaluators in a group 

agreed, 

 strong majority – all three evaluators in a group 

agreed. 

A total number of cases with majority voting is the sum of 

numbers of cases with weak and strong majority voting. 

Labels with no majority voting (i.e., Fear and Disgust) are 

also given in the table. 

 

Labels 
 

German 
speakers 

majority voting 

non-German 
speakers 

majority voting 

 total weak strong total weak strong 

Emotions 

Anger 77 46 31 18 12 6 

Nervousness 8 8 - 224 131 93 

Sadness 8 7 1 1 1 - 

Joy 17 14 3 1 1 - 

Contentment 12 12 - 4 4 - 

Boredom 9 5 4 13 10 3 

Fear - - - - - - 

Disgust - - - - - - 

Neutral 205 124 81 54 45 9 

Subject’s state 

Interested 2 1 1 1 1 - 

Surprised 6 4 2 22 16 6 

Insecure 26 19 7 71 60 11 

Disappointed 17 14 3 12 12 - 

Impatient 35 32 3 - - - 

Confused 30 21 9 - - - 

Accepting 8 5 3 - - - 

Pleased 2 2  - - - 

Stressed 47 43 4 - - - 

Thinking 10 10 - - - - 

Talk style 

Commanding 53 47 6 137 94 43 

Off-talk 59 38 21 94 40 54 

Pedagogical 15 10 5 73 60 13 

Ironic 4 4 - 36 34 2 

 

Table 1: Introduced labels and majority voting. 

 

It should be mentioned that the main aim of this 

evaluation phase was to demonstrate the naturalness of 

the collected recordings. Thus, selected evaluation units 

are rather long in duration. Such units were selected to 

demonstrate that emotional expressions are extended in 

time. The second evaluation phase was performed for the 

purpose of defining a user state model that is appropriate 

for implementation of a prototype spoken dialogue 

system. We used finer selection of units—the same 

evaluation material was divided in 2720 evaluation units. 

For details please see Gnjatović and Rösner (2008b). 

4. Discussion 

The evaluation process demonstrated a satisfying level of 

ecological validity of the NIMITEK corpus. It is worth 

mentioning several points. 

(1) Subjects signaled emotions overtly. Confrontation to 
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the simulated test proved to be a strong motivational 

factor. The combination of a motivating environment with 

already mentioned additional stimuli for an emotional 

response induced subjects to signal their emotions overtly. 

The evaluation of the NIMITEK corpus shows that 

subjects signaled both positive and negative emotions. 

However, induction of negative emotions and 

emotion-related states was significantly more effective 

than induction of positive emotions and emotion-related 

states. The group of positive labels contains joy, 

contentment and pleased, as well as interested and 

thinking that can be considered positive with respect to 

subject's engagement to solve the given task. The other 

labels, except neutral, belong to the group of negative 

labels. According to majority voting results, German 

speaking evaluators attributed 10.14% of evaluations 

units with a positive label and 63.92% with a negative 

label, while non-German speaking evaluators attributed 

1.42% of evaluations units with a positive label and 

85.14% with a negative label. 

(2) Diversity of signaled emotions and their intensities. 

Another property of the corpus is that it is not oriented to 

extreme representations of a few emotions only (for 

example: anger, joy, fear, etc.), but comprises also 

expressions of less intense, not full-blown, emotions (for 

example: nervousness, pleased, insecure, etc.). A 

convincing illustration of this fact is that non-German 

evaluators attributed 52.83% of evaluation units with 

nervousness, and only 4.25% with anger. As mentioned 

above, units attributed by an emotional label are further 

graded with respect to the intensity of signaled emotion. 

Table 2 shows the numbers of assigned emotional labels 

classified by intensity. In this table, we do not resort to 

majority voting, but give the absolute numbers of 

assigned labels. 

 

Emotion Low Medium High 

Anger 248 144 30 

nervousness 466 270 33 

Sadness 26 27 1 

Joy 66 41 3 

contentment 130 23 3 

Boredom 142 27 1 

Fear 8 11 - 

Disgust 6 - - 

 

Table 2: Numbers of assigned emotional labels classified 

by intensity of expressed emotion. 

 

(3) Emotional expressions are extended in modality. Our 

experiment deals with the expressions of emotions in two 

modalities at a time: vocal and facial expressions. 

Although vocal expressions are prioritized in our research, 

such settings give an opportunity to observe the 

correlation between these two modalities. 

(4) Emotional expressions are extended in time. At the 

level of emotions, this is important because different 

development phases of emotional expressions could be 

observed. In this sense, the prosodic (suprasegmental) 

realization of affected speech is especially indicative. 

Moreover, at the language level, collection of larger units 

is also valuable, because they function more directly in 

the realization of higher-level patterns (Halliday, 1994, 

p.19). 

(5) Additional shared non-linguistic context. In our 

experimental settings, the desktop of the subject's PC is 

also recorded. It represented an additional non-linguistic 

context shared between subjects and the simulated system. 

Subjects considered it to be a reliable source of 

information. In such cases when wizard's actions were in 

a collision with the actual state on the desktop, subject's 

often tried to refer first to the desktop. The inspection of 

all 6772 commands spontaneously produced by subjects 

shows that non-linguistic context influenced the language 

of subjects to a high extent with respect to frequency 

of ‖irregular‖ (e.g., elliptical or minor, etc.) utterances. 

(6) Different classes of non-neutral talking style. Four 

classes of non-neutral talking style are marked in the 

obtained data: commanding, off-talk, pedagogical, ironic. 

Although these classes differ in the level of interactivity, 

they all carry information about speaker state and 

intention. 

5. Conclusion 

This paper presents the NIMITEK corpus of affected 

behavior in human-machine interaction. It contains 15 

hours of audio and video recordings produced during a 

refined Wizard-of-Oz (WOZ) experiment designed to 

induce emotional reactions. Ten native German speakers 

participated in the experiment. The language used in the 

experiment was German. 

During the process of collecting the corpus proper 

attention was devoted to the issue of its ecological validity. 

Besides the fact that the refined WOZ simulation gave the 

opportunity to control development of the dialogue, the 

problem of role-playing subject was also successfully 

addressed. The evaluation of the corpus with respect to its 

emotional content demonstrated a satisfying level of 

ecological validity. We summarize evaluation results in 

the following points. The corpus contains recordings of 

genuine emotions that were overtly signaled. It is not 

oriented to extreme representations of a few emotions 

only but comprises also expressions of less intense 

emotions. Emotional expressions of diverse emotions are 

extended in modality (voice and facial gesture) and time. 

In addition, different classes of non-neutral talking style 

are marked in the obtained data. 

Finally, we briefly mention some lines of research that 

were supported by the NIMITEK corpus. 

(1) Modeling attentional information. Inspection of the 

NIMITEK corpus showed that subjects often produced 

―irregular‖ (e.g., elliptical or minor, etc.) utterances. Thus, 

there was a need to develop structures and algorithms that 

support system’s decision making processes when it is 

confronted with such user inputs. Gnjatović and Rösner 

(2007a) introduce the concept of the focus tree in order to 

model attentional information on the level of a user’s 

command and the rules for transition of the focus of 

attention for different types of user’s commands. 
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(2) Introducing dialogue strategy for supporting users. 

Resorting to the NIMITEK corpus, Gnjatović and Rösner 

(2007b, 2008a) introduce an adaptive dialogue strategy 

for supporting users while they solve a graphical task. 

Aimed to address negative user states in human-machine 

interaction, this dialogue strategy supports users when 

they have problems related to the task itself or to the 

interface language. The central idea is that the dialogue 

strategy is dynamically refined according to the current 

state of the interaction. 

(3) Implementing the NIMITEK prototype system. Two 

above mentioned directions of our research were 

integrated in the conceptual design and implementation of 

the NIMITEK prototype system. It is a spoken dialogue 

system for supporting users while they solve problems in 

a graphics system. The role of the NIMITEK corpus in the 

development of the prototype system is discussed by 

Gnjatović and Rösner (2008b). 

(4) Ongoing research. In an ongoing experiment, the 

audio recordings from the NIMITEK corpus are used as 

stimuli in a functional magnetic resonance imaging (fMRI) 

study of prosody processing. This study is expected to 

provide a better insight in how users percept prosodically 

marked spoken output of the system. 

Please note that the NIMITEK corpus is available from 

the authors for research purposes upon request. 
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Abstract  

Research in affective computing is increasingly moving towards naturalistic data. Capturing and annotating such complex data is a 
massively challenging task. This paper describes a simple and efficient annotation scheme that promotes context-sensitive data 
labelling via an easy to use interface in an attempt to reduce reliance on expert or trained coders. Additionally, the same labelling 
interface can be used to obtain self-report of emotional behaviour from subjects. This annotation method has been designed to allow 
faster labelling of data with a minimal learning curve as part of our research in studying non-verbal expressivity of affect in computer 
based learning environments and is currently being evaluated. Design decisions are based on feedback from usage of initial prototype 
as well as relevance to our domain of interest. We anticipate that this can enable faster preparation of representative data in an effective 
manner for use in automatic analysis studies.  

 

1. Introduction 

As affect (or emotion) research gradually integrates with 

HCI studies and matures in application from mere 

prevention of usability problems to promoting richer user 

experiences, the need to capture „pervasive emotion‟ 

(Cowie et al., 2005) and also its context of occurrence is 

becoming an increasing concern. Our research involves 

modelling affective aspects of learner experience in 

computer assisted learning environments. As such we are 

interested in studying how non-verbal behaviour from 

multiple-cues like facial expressions, eye-gaze and head 

posture can be used to infer a learner‟s affective state 

during interaction and learning with a computer tutor. The 

ultimate objective is to abstract this behaviour in terms of 

features that can enable automatic prediction and reliable 

computational modelling of different affect states. The 

need for representative data is therefore essential in order 

to carry out realistic analysis, to develop appropriate 

techniques and eventually perform validation of 

inferences. 

 

Capturing naturalistic data - as it occurs and in all its 

complexity, is however a massively challenging task. 

Existing databases are often oriented to prototypical 

representations of a few emotional expressions, being 

mostly posed or recorded in scripted situations. Such 

extreme expressions of affect occur rarely, if at all, in HCI 

contexts. The applicability of such data therefore becomes 

severely limited because of observed deviation from 

real-life situations (Batliner et al., 2003) and for our 

purpose, their relevance to a learning situation like 

one-on-one interaction with a computer tutor. For 

developing systems that generalise to real world 

applications there is now an increasing shift from easier to 

obtain posed data to more realistic naturally occurring 

data in the target scenarios. Dealing with the complexity 

and ambiguity associated with natural data is however a 

significant problem.   

 

Automatic prediction using machine learning relies on 

extensive training data which in this case implies 

preparation of labelled representative data. This also 

serves as a ground-truth for validation of developed 

techniques and is therefore a crucial necessity. Non-verbal 

behaviour is rich, ambiguous and hard to validate making 

labelling of data a tedious, expensive and time-consuming 

exercise. In addition, lack of a consistent model of affect 

makes the abstraction of observed behaviour into 

appropriate labelling constructs very arbitrary. To achieve 

a compromise between descriptive detail and economy of 

annotation effort as in Kipp et al. (2007), this paper 

describes an annotation scheme tailored to our research 

but also applicable to similar areas.  It is designed to map 

spontaneous interpretation of recorded behaviour onto 

different affect states and is currently being evaluated.  

 

In Section 2 we describe the annotation method along 

some parameters that we deem to be important while 

considering an annotation scheme. Section 3 discusses 

some limitations and possible improvements to enhance 

the procedure while Section 4 concludes the paper by 

summarising the main idea.      

2. Annotation Method 

The annotation method that we describe evolved from 

various domain relevant decisions related to the choice of 

labelling constructs and modality, anticipated technical 

constraints in target scenario, relation to context and ease 

of interpretation. It is inspired by socially-based coding 

schemes; that is, observational systems that examine 

behaviour or messages that have more to do with social 

categories of interaction like smiling rather than with 

physiological elements of behaviour like amplitude 

(Manusov, 2005). Precisely, Bakeman & Gotham (1997) 

define a socially based scheme as one “that deal with 

behaviour whose very classification depends far more on 

the mind of the investigator (and others) than on the 

mechanisms of the body”. 
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The scheme is designed to allow a split-screen viewing of 

a subjects‟ recorded behaviour along with the time 

synchronised interaction record obtained via screen 

capture. It is implemented in the form of an easy to use 

annotation interface that combines viewing, navigation 

and labelling of recorded data. Figure 1 below shows a 

snapshot of a labelling session using the interface.  

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 1: Snapshot of the annotation interface  
 

The annotation scheme and different features are 

described here along the following parameters.  

 

Labelling Constructs:  Decisions related to the 

representation of affect permeate every subsequent step in 

the automatic analysis of non-verbal behaviour. 

Annotation schemes commonly employ either categorical, 

dimensional or appraisal based labelling approaches. In 

addition, free-response labelling may also be used for 

subjective descriptions. For a description and relative 

merits of each method the interested reader is referred to 

(Cowie et al., 2005; Douglas-Cowie et al., 2004). 

 
We are using a variant of categorical labelling where 
coders are asked to rate their agreement on each of the 
pre-selected categories based on a Likert scale ranging 
from Strongly Agree to Strongly Disagree. The categories 
reflect the macro-classes of a taxonomy of complex 
mental states selected for their relevance to the domain of 
study and therefore include affect states that are 
considered pertinent in learning situations (Afzal & 
Robinson, 2007).  
 
Getting agreement ratings on all affect descriptors on a 
single data segment allows a greater degree of freedom in 
inference tasks. To reduce the bias of forced choice on 
selected affect labels - an often listed drawback in 
categorical methods, the scheme allows the coder to 
define his/her own category or label if the perceived state 
is not represented by the categories. Additionally, there is 
provision for a free-form description should the coder 
wish to include comments or other observations not 
captured via categorical listing. The flexibility in labelling 
is provided consciously in order to characterise mixed 
emotions that are known to occur frequently in realistic 

settings. 
 

Level of measurement: Observational assessment can be 

done along two different frames of reference – at a macro 

level to capture the social meaning of behaviour or at a 

micro level to analyse specific cues or displays in 

behaviour (Manusov, 2005). Our purpose is of capturing 

the affective component in behaviour - which is 

influenced by social meaning, rather than coding of 

individual displays like smiles, head gestures, eye-gaze, 

etc. 
 
Context Information: Expressivity and context interact 
in complex ways as behaviour is always interpreted 
within a certain context. To emphasise the significance of 
context in the perception of meaning Russel (1997) cites 
the example of an experiment where three silent film 
strips each ending with the same footage of a deliberately 
deadpan face of an actor were created. In each strip the 
face was preceded by a different picture - a bowl of soup, 
a dead woman in a coffin and a young girl playing with a 
teddy bear. The result was an illusion – audiences saw 
emotions expressed in the actors‟ deliberately posed 
expressionless face (Russel, 1997). Such varying 
interpretations based on varying context information 
indicates the danger of forming judgements in isolation 
from the context of occurrence. Ignoring context can thus 
dangerously introduce a relative bias in inferences made 
solely from non-verbal behaviour (Russell J.A., 
Fernandez-Dols, 1997; Jinni et al., 2005).  
 
In order to represent context information we explicitly try 
to recreate the interaction by making available both the 
activity and the user views so that the coder does not need 
to spend additional time in „creating‟ a context. This 
coupling of information recreates the evolution of 
behaviour on task and primes the coder into making 
context-sensitive judgement. The idea is contextualisation 
of meaning by combined assessment. 

 

Coding Unit: The coding unit refers to the decisions 

regarding when to code within the interaction and the 

length of time the observation should last (Manusov, 

2005). It has two broad variants - event based and interval 

based. The choice of the coding unit depends upon the 

research view and the level of accuracy required, 

complexity of the coding scheme and the frequency of 

behaviour occurrence (Bakeman & Gotham, 1997).  Our 

method implements the interval based coding unit 

through fixed time slots. Also known as systematic 

observation, this has the advantage of allowing behaviour 

to be observed consistently throughout the interaction 

allowing a more accurate reflection of how it is 

represented in the data (Manusov, 2005). 

 

The initial prototype of the tool implementing the 

annotation method operated in two modes: manual and 

timed. In manual mode, the choice of determining when 

to label was left to the coder while in the timed mode the 

coder was prompted for noting the annotation after preset 

durations like every 5 seconds, 10 seconds or 20 seconds. 

It was observed that non-expert coders preferred the timed 
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mode over the manual one as being much easier and 

convenient. Manual operation requires controlled 

navigation while maintaining the reference to context. 

Coders felt that it distracted them from observing the 

sequential behaviour. By not having to define segments of 

emotional episodes they could focus solely on the 

observation and hence labelling of behaviour. As such the 

manual mode was disabled in the current implementation 

of the annotation scheme and only the fixed interval 

coding unit was retained. 

 

Dynamic Interpretation: Instead of pre-segmenting 

video clips for labelling, the method forces labelling in 

temporal sequence. In this way it retains the natural 

evolution of the behaviour and preserves the dynamics of 

expression and interaction. 

 

Level of Expertise & Ease of Use: Selection of coders or 

raters is important for the labelling process as they should 

be able to discern meaning from behaviour and make 

judgements. Reliance on expert or trained coders makes 

the labelling task very time-consuming and expensive. 

Since the effectiveness of coders depends hugely on the 

nature and complexity of the coding system applied 

(Manusov, 2005), the design of the interface and coding 

scheme was simplified in an attempt to include 

non-experts as coders. Annotation tools like 

FEELTRACE (Cowie et al., 2000) and ANVIL (Kipp, 

2001) require considerable training before use and restrict 

access to expert coders owing to the associated learning 

curve.  Our proposed annotation method can on the other 

hand be used by diverse people without prior experience 

in labelling. To ensure quality of observation however, the 

coders can be pre-tested on their nonverbal decoding 

ability. Initial evaluations show that users are able to 

perform labelling smoothly soon after being familiarised 

with the interface and labelling procedure.         

 

Self-Reporting: Inter-coder agreement scales like 

Cohen‟s Kappa are used for validation of annotation but 

are highly sensitive to the affect decoding skills and 

gender of individual coders (Abrilian, 2005). Obtaining 

self-report from subjects is an effective strategy of cross 

validation and interpretation of behaviour. Usage of 

standard self-report instruments like SAM (Lang, 1980) 

and EmoCards (Desmet et al., 2001) depends on specific 

research setups and factors like type of data sought, 

resources available, situation and users (Isomursu et al., 

2007). Our method allows ease in comparison since the 

same interface used for labelling by external coders can 

also be used to obtain self-report. Verbal feedback from 

subjects using this method for self-reporting verified the 

utility of providing context knowledge and also the ease 

in usage. Of interest here is that even while self-reporting 

affect judgements, subjects preferred to work in the fixed 

interval timed mode rather than event based mode. 

 

Optimisation of annotation effort: The method 

economises annotation effort by eliminating the need to 

iterate over data for hierarchical labelling as proposed 

Abrilian et al. (2005). The structure of the labelling 

format implicitly incorporates the elements of multi-step 

or hierarchical annotation as recommended.  

 

Output Format: Each labelling session produces 

annotations in exportable csv or xml files. This allows 

seamless integration with data analysis tools and hence 

faster interpretations.  

3. Limitations & Possible Extensions  

Use of pre-selected categorical labels is an unavoidable 

limitation and has been done to cater to our domain of 

study. Also, dimensional constructs like valence have a 

relative meaning. Confusion, for instance, is considered a 

negatively valenced emotion and but has been found to 

have a positive effect on learning (Craig et al., 2004). So if 

a coder has to label the valence of a specific behaviour it 

will be difficult to establish whether the valence 

represents the objective view per se or is to be understood 

in relation to the current task.  

 

Another drawback of our approach is that it will fail to 

account for emotional transitions occurring at the 

periphery of the fixed time intervals for observation. 

Depending on the frequency of such occurrences this can 

be easily overcome by repeating the annotation on a 

different time-scale. Interpreting results on the same 

source labelled on different time scales is trivial as the 

larger time grain can always be defined in terms of the 

smaller time segments and thus easily compared. 

 

Further extensions to improve the annotation mechanism 

involve inclusion of context attributes like theme, degree 

of implication, target of emotion, communicative goal and 

the cause of emotion (Abrilian, 2005). Additions of more 

labelling attributes will however increase the complexity 

and difficulty of the labelling process. Online availability 

of the annotation tool to facilitate access and coordinate 

the labelling process is also proposed. 

4. Summary & Conclusions 

Labelling of data has a dual purpose. For computational 

analysis it serves as a ground-truth for evaluation and 

comparison of performance. More importantly, it serves 

as a key knowledge source to develop an understanding of 

affective behaviour that may occur in a learning situation 

and how it is perceived by humans. It is non-trivial in 

terms of the complexity associated with deciding the 

correct representation and descriptors of emotional 

behaviour as well as in the overall effort required for the 

task. Further, sensitivity of emotions to the form of 

measurement makes it more challenging to arrive at an 

optimal annotation format.  Since quality of annotated 

data determines the efficiency of automatic prediction 

techniques, the choice of an annotation methodology is an 

important determinant of the true usefulness of collected 

video data.  
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This paper describes a simple and yet effective annotation 

method that can be easily administered to allow faster 

labelling of naturalistic data. The motivation to develop a 

simplified interface for annotation was to include 

non-experts in the coding process and utilise their general 

skills of decoding nonverbal behaviour. The annotation 

scheme is designed as part of our study of non-verbal 

behaviour in learning environments and is being 

evaluated.  
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Abstract 

Anger detection is a relevant technology for improving call center applications, but requires an emotion detection system with a high 

level of performances for different tasks. This paper deals with a study of anger detection system performances based on prosodic 

and acoustic cues in several corpora with felt and portrayed emotions. The ground question of this paper is that of the portability of 

emotion detection systems. What are the performances of models trained on specific real-life data and tested on other data such as 

portrayed data? We show that our emotion detection system, which was built on a real-life call center corpus, can well detect Anger 

from a different call center corpus and can also detect Anger from a portrayed data corpus. 

 

1. Introduction 

Emotion detection and especially anger detection could help 

improve call center applications. Yet, when anger is studied in 

many classification tasks, it is not clear that what different 

studies call “anger” refers to the same state and thus that a 

detection system trained in a specific context might perform 

well on other data. 

Anger is one of the primary emotions defined by Darwin [1] 

and is considered in a consensual way by the scientific 

community as a primary emotion. For Lazarus [2], the core 

relational theme of anger is “a demeaning offence against me 

and mine”. For Shaver [3], it is “something that interferes with 

the person’s attainment of certain goals. The angry person 

makes the perception that the harm is illegitimate [..] (the) 

situation is contrary to what ought to be”. The first cognitivist 

theoretician of emotions is in fact Aristotle who, in a 

surprisingly modern way, defines anger in Rhetoric [4], as “an 

impulse, accompanied by pain, to a conspicuous revenge for a 

conspicuous slight directed without justification towards what 

concerns oneself or towards what concerns one's friends.” 

Although specific expressive patterns are theoretically a 

feature of primary emotions, Ekman suggests that the category 

'anger' can be conceived as family, with members sharing 

common features (such as expressive universals and 

invariants) but also displaying variations, depending on 

individuals and/or specific circumstances. Brenner [5] further 

points out, several manifestations of the same “primary 

emotion” may result in fact from very different appraisals 

which lead to variable expressions.  

Scherer [6] distinguishes two types of anger: cold and hot 

anger and cites a study of Frick [7] on two types of anger, one 

linked to frustration, the other to aggression,  which have quite 

different acoustic manifestations and are perceptively 

differentiable. In [8], Scherer assesses human performances 

for the recognition of six emotions (Anger, Fear, Joy, Sadness, 

Disgust and Neutral state) in voice and face by comparing 

several studies accomplished with actors. The recognition 

rates for voice are between 55 % and 65 % with big variations 

according to the emotions studied, anger and sadness being 

best recognized with scores often between 70 and 80 %.  

In real-life corpora, the term 'anger' can be used to designate a 

primary emotion, a mood, an attitude or a mixture of these 

different affective states and it is often mixed with other 

emotions [9]. In this paper, the widely used term 'emotion' is 

used without distinction from the more generic term 'affective 

state', which may be viewed as more adequate from the 

psychological theory point of view.  

The present study investigates the generic power of emotion 

detection systems in the case of anger. Our purpose is to study 

the portability of detection system built on a specific corpus 

recorded in a French call-center and tested first on data 

recorded in a very similar task and then on data recorded with 

actors. Corpora of acted portrayals are usually not 

representative of the range of emotional expressions likely to 

occur in any specific real-life context. They tend to include 

portrayals of very intense emotional reactions which are 

considered to occur infrequently in daily interactions between 

humans or between humans and machines. Acted portrayals 

have therefore been challenged as unsuited for applied 

research purposes. We are aware of the difficulty of the task 

and of the large number of variables that need to be taken into 

account for allowing comparisons. Quality of the audio 

signals, definitions of emotions, annotations of emotions, etc, 

all vary across corpora and seriously restrict comparability 

across corpora. But we think that it is important to try to assess 

the benefits and the drawbacks of different approaches to data 

collection in order to improve the quality of the computational 

models and to reduce the cost of the data collection. Our first 

results must be interpreted with caution, as explained in the 

result and conclusion sections. In the following sections, we 

describe the corpora (section 2), the data processing (section 

3) and the comparison between the different corpora (section 

4). Conclusions and further research are discussed in section 5. 
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2. Corpora 

The study reported in this paper makes use of two corpora of 

naturally-occurring dialogs recorded in real-life call centers 

and a sub-set of the GEMEP [10] corpus which is a collection 

of portrayed emotions. The call center corpora are hand-

transcribed and include additional markings for microphone 

noise and human produce non-speech sounds (speech, laugh, 

tears, clearing throat, etc.). The use of these data carefully 

respected ethical conventions and agreements ensuring the 

anonymity of the callers, the privacy of personal information 

and the non-diffusion of the corpus and annotations.  

2.1. CEMO: French Medical call center corpus 

The CEMO corpus contains real agent-caller recordings 

obtained from a convention between a medical emergency call 

center and the LIMSI-CNRS. The transcribed corpus contains 

about 20 hours of data. The service center can be reached 24 

hours a day, 7 days a week. Its aim is to offer medical advice. 

An agent follows a precise, predefined strategy during the 

interaction to efficiently acquire important information. His 

role is to determine the call topic and to obtain sufficient 

details about this situation so as to be able to evaluate the call 

emergency and to take a decision. This study is based on a 20-

hour subset comprised of 688 agent-client dialogs (7 different 

agents, 784 clients). About 10% of speech data is not 

transcribed since there is heavily overlapping speech. The 

description of the emotion annotation strategies are given in 

[9, 11]. 

2.2. BOURSE: French Financial corpus 

The BOURSE corpus contains real agent-client recordings 

obtained from a Web-based Stock Exchange Customer Service 

Center within the context of the Amities project [12]. The 

service center can be reached via an Internet connection or by 

directly calling an agent. While many of the calls involve 

problems in using the Web to carry out transactions (general 

information, complicated requests, transactions, confirmations, 

connection failures), some of the callers simply seem to prefer 

interacting with a human agent. 100 agent-client dialogs (4 

different agents) in French were orthographically transcribed 

and annotated. The dialogs cover a range of investment-related 

topics such as information requests (services, commission 

fees, stock quotations), orders (buy, sell, status), account 

management (open, close, transfer, credit, debit) and Web 

questions and problems. There are about 6200 speaker turns in 

this corpus. Our studies [13] are based only on the 5000 

speaker turns after the exclusion of overlaps, which are known 

to be frequent phenomena in spontaneous speech. The 

description of the emotion annotation strategies are given in 

[13]. 

 

2.3 GEMEP: French Portrayed emotion corpus 

 
GEMEP is a multimodal corpus of acted emotional utterances, 

recorded by the Geneva Emotion Research Group1. Ten 

professional French-speaking actors – five male and five 

female – portrayed 15 affective states under the direction of a 

professional film director. More than one type of anger, fear 

                                                           
1 For more details on this corpus, please see [10]. For the work 
in progress contact T. Bänziger (Tanja.Banziger@hig.se)  or K. 
Scherer  (Klaus.Scherer@pse.unige.ch) 

and sadness (as well as a broad range of positive emotions) 

were included in order to increase the variability of the 

expressions portrayed and include states that might occur in 

daily interactions (see Table 1 for the definitions of hot and 

cold anger).  

Table 1. Emotion definition for Anger 

Anger 

(Hot)  

Violent dissatisfaction caused by another 

person's stupid or malicious actions 

Irritation 

(Cold) 

Reaction experienced while attempting to 

remain cold-blooded when confronted with a 

very annoying event or person 

 

The actors were provided with definitions and scenarios for 

each affective state and were requested to improvise 

interactions with the director. For each affective state, they 

were requested to produce two pseudo-linguistic sentences, a 

sustained vowel ('aaa'). All actors produced several repetitions 

of the standard verbal content (the two sentences and sustained 

vowel), as well as improvised sentences in French. The actors 

were further requested to regulate the expressions, showing 

less and more intense emotions, as well as masked (partly 

suppressed) expressions. A microphone was positioned over 

the left ear of the actor, providing a separate speech recording 

with a constant distance to the actor's mouth.  Actors did not 

portray "neutral" ("non-emotional") states, but portrayed a 

relatively mild affective state labelled 'interest'. 

3. Features extraction and classification 

Two experiments were made with models trained on the 

CEMO corpus, one on the corpus BOURSE of stock exchange 

transaction (call center, telephone data with situation and 

different behaviors) and the other one on acted data, We used 

Praat [14] for features extraction and Weka [15] for training 

computational models. 

3.1. Call center data 

Stock exchange data (BOURSE) are comparable with CEMO 

data in so far as they both come from telephone interactions. 

Experiments were accomplished with SVMs and 116 attributes 

extracted by segments (F0, formants, energy, micro-prosody, 

emotional markers). Details about the features are given in 

[16]. 

3.2. GEMEP data 

For the comparison between CEMO and GEMEP data, we 

only tested the pseudo-linguistic and improvised sentences in 

modes normal and intense. GEMEP portrayals are quite 

different from call center data: the audio sampling is 44kHz, 

the portrayed states are defined by the actors expressive 

intentions (whereas the call-center data is labelled by expert 

listeners). Perceptive ratings of GEMEP data are yet 

unpublished and were not available at the time of our analyses. 

We have tried to reduce the technical differences. The 

GEMEP audio signals have been transformed to be more 

comparable with the telephone recorded data by: 

- Under sampling to pass of 44kHz in 8Hz 

- Elimination of low frequencies with a filter crosses band 

(band phones 300Hz-3.4kHz) 

- Addition of a phone background noise (acquired in party 

of a file CEMO). 
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But this transformation did not have an impact on results.  

 

4. Results 

All experiments were accomplished with SVMs and with only 

acoustic and prosodic attributes extracted by segments (F0, 

formants, energy, micro-prosody). For the BOURSE corpus 

we tested both detection systems trained on the CEMO corpus 

and tested on the BOURSE corpus and vice versa. The corpus 

CEMO was annotated with about 20 affective states that were 

grouped in 7 coarse classes (Fear, Anger, Sadness, Relief, 

Empathy, Positive, Neutral state…). For the comparison 

between the GEMEP and the CEMO data, we searched for 

overlapping emotion classes in both corpora and finally settled 

for a 4 classes detection task (Fear/Anger/Sadness/Relief). 

Training on the GEMEP corpus and testing on CEMO didn’t 

yield any conclusive results; therefore we chose to only 

describe experiments that were done using CEMO as train and 

GEMEP as test. 

4.1. Results on Call center data (BOURSE) 

A test was first performed for the Neutral/Anger classification, 

with 3 sets, agents from the CEMO corpus, callers from the 

CEMO corpus and callers from the BOURSE corpus.  
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Figure 1. Percentage of recognition on three different test sets 

of three classifiers trained respectively on CEMO-agent (500 

segments per class), CEMO-caller(400 segments per class) 

and Bourse-Caller (abscissa). 

 
All three sets were divided into a training set and a test set 

with distinct speakers. A classifier was trained on each of the 

three sets and then tested on each test set. About 100 

acoustical parameters (F0, energy, formants, 

microprosody) were extracted and the best 20 or 30 

were selected for each task (see [9] for a description of 

the parameters and feature selection ). 
 The results are given in Fig. 1. There is between 75%-80 % of 

good detection when the train and test are from the same set 

(80% in CEMO and 75% in BOURSE (with less intense 

emotion)). As we had seen [10], anger manifestations are 

different for callers and agents. Thus CEMO callers are better 

classified (~73%) by the BOURSE Anger/Neutral detection 

system than by the CEMO agents detection system. The 

BOURSE data is not so well detected (~66%) by the CEMO 

Anger/Neutral detection system, but still results are better with 

the Caller system than the Agent system and all results are 

above chance. 

4.2. Results on GEMEP 

As pointed out in other studies [17], performances vary 

significantly for different actors. We looked at performances 

by actor with the classifier trained on CEMO data, and 

withdrew 3 actors (out of ten) who didn’t appear to perform as 

well as the others. Finally, we tested the GEMEP data with a 

4-emotion detection system built on CEMO data. The 

detection system with the four emotions “Anger, Fear, Sadness 

and Relief” had been used in other studies [12]. On the test set 

of the CEMO corpus, the results for a 4-emotions detection 

test (Anger, Fear, Sadness and Relief - caller voices for 

training and testing) are overall 51% accurate detection using 

only acoustic and prosodic features (affect bursts are for 

instance not included in this features set). For GEMEP, we 

tested the emotions 'hot anger' and 'irritation' that we expected 

to correspond to the CEMO Anger, sadness and despair for 

Sadness, worry and fear for Fear and relief for Relief. 

 

 Fear Anger Sadness Relief 

wor (394) 4 11 71 13 

fea (135) 10 37 38 15 

irr (216) 9 7 75 8 

ang (127) 13 61 9 17 

sad (201) 6 2 81 10 

des (157) 11 36 45 8 

rel (250) 20 6 70 4 

 

Figure 2. Confusion matrix (in percent) for GEMEP emotion 

categories with a 4-emotion detection system trained on call 

center data. Irr: irritation, ang: hot anger, sad: sadness, des: 

despair, wor: worry/anxiety, fea: panic fear, re: relief. The 

number of emotional segments is given in parenthesis. The 

number into parenthesis gives the number of samples per 

category) 

The results for the GEMEP test with 7 actors (portrayals with 

normal and high level of intensity were selected) are given on 

Fig.2. Eighty percent of the 'sad' portrayals are accurately 

classified, but all other low-aroused emotion categories 

('worry', 'relief' and 'irritation') are also predominantly 

classified as Sadness (according to the CEMO trained model). 

Anger is detected with 61 % accurate recognition; irritation is 

almost never detected as Anger. The two remaining high-

aroused emotion categories in GEMEP ('despair' and 'panic 

fear') are also predominantly classified as 'anger' or 'sadness'. 

GEMEP portrayals overall are seldom classified in the CEMO 

models for 'fear' and 'relief'. Besides, anger seems to be better 

detected in sentences with pseudo-linguistic standard content 

probably because everything must be encoded in the prosody 

(about 67 % of recognition of anger for the 2 first sentences, 

against 51 % for improvisation). 

5. Conclusions 

This paper raises the meaningful question of how close 

to the intended context, the training material need to be. 

From an application point of view, it is very interesting 
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to use acted data for training; but is that realistic? Our 

first analysis tends to show that a 4-emotion (Anger, 

Fear, Sadness and Relief) detection system built on real 

life call center data does not allow recognizing the same 

emotions in GEMEP acted data. Only Hot Anger was 

detected, most of the other classes being recognized as 

Sadness.  Anger is also well detected for another call 

center task. The conclusion is that for some emotions 

such as Hot Anger, some archetypal expressions may 

exist whatever the context.  For other emotions such as 

Fear, or Irritation, the expressions seem to be more 

dependent on different definitions within different 

corpora, or on appraisal events and/or on contextual 

information. Banziger et. Al [10] have argued that: (a) 

portrayals produced by appropriately instructed actors 

are analogue to expressions that do occur in selecte  

real-life contexts; (b) acted portrayals – as opposed to 

induced or real-life sampled emotional expressions – 

display the most expressive variability. It is difficult to 

draw conclusions about point (a) after our comparison 

between the CEMO and the GEMEP data, especially 

taking into consideration the facts that CEMO is task 

and context dependant and that affective states 

definition depend on the different actors for GEMEP. 

Yet, we argue after our first analysis that without any 

task in mind, the portrayed emotion might not be useful 

for building real-life system except for some intense 

emotions such as Hot Anger.  However, our first results 

must be interpreted with a lot of precautions. A 

remaining question is the fact that the difference 

between both corpora (GEMEP and call center) could be 

also due to the multimodality. Other studies such as 

human perceptive test comparing portrayed expressions 

to expressions sampled in various real-life contexts are 

needed in order to conclude on assertion (a) and 

investigate assertion (b). 
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Abstract
Research on human emotional behavior, and the development of automatic emotion recognition and animation systems, rely heavily on
appropriate audio-visual databases of expressive human speech, language, gestures and postures. The use of actors to record emotional
databases has been a popular approach in the study of emotions. Recently, this method has been criticized since the emotional content
expressed by the actors seems to differ from the emotions observed in real-life scenarios. However, a deeper look at the current settings
used in the recording of the existing corpora reveals that a key problem may not be the use of actors itself, but the ad-hoc elicitation
method used in the recording. This paper discusses the main limitations of the current settings used in collecting acted emotional
databases, and suggests guidelines for the design of new corpora recorded from actors that may reduce the gap observed between the
laboratory condition and real-life applications. As a case study, the paper discusses the interactive emotional dyadic motion capture
database (IEMOCAP), recently recorded at the University of Southern California (USC), which inspired the suggested guidelines.

1. Introduction
Humans use intricate orchestrations of vocal and visual
modes to encode and convey intent and emotions (Busso et
al., 2007b; Cowie and Cornelius, 2003; Ekman and Rosen-
berg, 1997). The expressive elements in the production and
perception of voice, spoken language and non-verbal ges-
tures are central to human communication. Understanding
and utilizing these expressive emotional elements, hence, is
key to facilitating any creative human experience, whether
for learning or entertainment.
One of the major challenges in the study of emotion expres-
sion is the lack of databases with genuine interaction that
comprise integrated information from the relevant commu-
nicative channels (e.g., speech, facial expression, and body
posture). Human capabilities in creating expressive emo-
tional experiences through acting provide opportunities to
tackle the problem in a systematic and controlled fashion
that is impossible or impractical to do with mere obser-
vational or post hoc analyses of human interaction data.
Unfortunately, the current approaches used to record and
post-process the emotional data obtained from actors are
less than ideal to generate material that are closer to the
emotions observed in real-life scenarios. The use of naı̈ve
speakers or inexperienced actors, the lack of contextual-
ization, and the inadequate emotional descriptors are some
of the main limitations found in the design of the existing
emotional corpora.
The present paper considers the role of acting as a viable
research methodology for studying human emotions, not-
ing both the inherent limitations and the advantages the
approach provides. This paper discusses some guidelines
with the aim of designing emotional databases from ac-
tors that will closely represent the emotions observed in
real-life scenarios. These guidelines, which are inspired by
the lessons learned from our recent experience of recording
the interactive emotional dyadic motion capture database
(IEMOCAP) at USC, emphasizes the importance of us-
ing trained actors involved in their roles during interaction,
rather than recording monologues or short sentences. Like-

wise, we highlight the importance of contextualization to
collect genuine databases. We hope that the new generation
of databases recorded from actors will decrease the discrep-
ancy observed between laboratory and real-life conditions.
The paper is organized as follows. Section 2. presents the
related work. It discusses some of the problems found in
existing emotional databases. Section 3. provides sugges-
tions that can be used to obtain more genuine emotional
databases recorded from actors. As a case study, Sec-
tion 4. describes the design, collection and evaluation of
the IEMOCAP database, in which the suggested guidelines
were followed. Finally, Section 5. gives the final remarks
and our future directions.

2. Background
Acting and actors have played a key role in the study of
emotions. Douglas-Cowie et al. reviewed some of the ex-
isting emotional databases, and concluded that in most of
the corpora the subjects were asked to simulate (“act”) spe-
cific emotions (Douglas-Cowie et al., 2003). In most of
these cases, naı̈ve speakers or actors without experience
were asked to read short utterances or dialogs with few
turns, without proper contextualization, which plays a cru-
cial role in how we perceive (Cauldwell, 2000) and express
emotions (Douglas-Cowie et al., 2005).
While desirable from the viewpoint of providing controlled
elicitation, the use of actors under the current experimen-
tal settings has discarded important information observed
in real-life scenarios (Douglas-Cowie et al., 2005). As a re-
sult, the performance of emotion recognition significantly
degrades when automatic recognition models developed us-
ing such databases are used in real-life applications (Bat-
liner et al., 2000; Grimm et al., 2007), where a blend of
emotions is observed (Douglas-Cowie et al., 2005; Cowie
et al., 2005). Differences between spontaneous (“real”) and
simulated (“acted”) display of emotions have been studied
in previous work. For example, Ekman discussed that there
are certain facial action movements that subjects cannot
voluntarily display when they are not experiencing certain
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emotions (e.g., enjoyment, anger, fear and sadness) (Ek-
man, 1993). Efforts in this direction have focused on ana-
lyzing differences between real and acted smiles (Cohn and
Schmidt, 2004) and eyebrow actions (Valstar et al., 2006).
As a result, the research community has recently shifted to
other sources of emotional databases, neglecting acting and
creative arts as a viable means for studying emotions.
Examples of the most successful efforts to collect natural
new emotional databases to date have been based on broad-
casted television programs (Belfast naturalistic database,
VAM, EmoTV) (Douglas-Cowie et al., 2003; Grimm et al.,
2007; Abrilian et al., 2005), recordings in situ (lost lug-
gage) (Scherer and Ceschi, 1997), asking subjects to recall
emotional experiences (Amir et al., 2000), inducing emo-
tion with a Wizard of Oz approach (SmartKom) (Schiel et
al., 2002), using games specially designed to emotionally
engage the users (EmoTaboo) (Zara et al., 2007), and induc-
ing emotion through carefully designed human-machine
interaction (SAL) (Cowie et al., 2005; Caridakis et al.,
2006). However, these approaches have core limitations
such as ethical issues (e.g., inducing emotions), or copy-
right problems that prevent the wide distribution of the cor-
pora (Cowie et al., 2005). They are also constrained to spe-
cific domains. Furthermore, these techniques lack control
over the microphone and camera locations, and the lexical
and emotional content. In addition, some of the recordings
have noisy visual and/or acoustic backgrounds and incom-
plete information from modalities (only some human com-
municative channels are recorded). In contrast, recording
databases from actors offers the flexibility to control every
aforementioned aspect.
We believe that the main problems of existing databases
recorded from actors may not be the use of actors itself but
the methodologies and materials used to record the existing
corpora, which can be made more systematized. For ex-
ample, different acting styles and methods can be utilized
to enable systematic and consistent elicitation (Enos and
Hirschberg, 2006). The connection with real-life (“non-
acted”) scenarios still needs to be clearly established. Fur-
thermore, important aspects of human interaction such as
the cognition and multimodal aspects in human interaction,
largely ignored thus far, need to be carefully considered in
the design of the emotional databases. When some of these
aspects are included in the design of a corpus, high qual-
ity databases from actors can be recorded (Bänziger and
Scherer, 2007). On the other hand, even under these limi-
tations, it is not clear whether (and which of) these differ-
ences are clearly perceptively distinguished. For example,
Schröder et al. reported results on perceptive experiments
for induced (“real”) and simulated amusement (Schröder
et al., 1998). Human evaluators were asked to classify
the stimuli between real and acted emotions. The results
showed an average accuracy of 58%. Although the perfor-
mance was over chance, the low accuracy suggests that the
task was non-trivial. Human raters were not able to accu-
rately distinguish between real and simulated emotions.
It is in this context that we pose the following question:
Can specific acting methods be used to mitigate the limita-
tions of recording emotional data from actors? The cre-
ative art forms of human acting exemplify the most en-

riched forms of expressive human communication. These
skills have evolved over centuries, and across cultures, pro-
viding insight into how humans use their communication
instruments to create and induce specific emotional per-
cepts in others, especially in controlled and deliberate ways.
The fields of theater to the contemporary cinematic arts
have well-established theories and methods of pedagogy
and practice of expressive communication although largely
descriptive and non-quantitative offering a fertile ground
for allowing research on expressive human behavior in sys-
tematic ways.

3. Guidelines to record databases from
actors

The guidelines presented in this section were learned from
our experience in the design, collection and evaluation of
the IEMOCAP database. The main goal for this corpus was
to record realistic interaction between subjects in which the
emotions were naturally induced in a dialog context. We
also needed to acquire detailed visual information to cap-
ture the nonverbal behavior by using motion capture tech-
nology. Under these requirements, the use of actors was the
most suitable choice.
Some of the important requirements that need to be care-
fully considered in the design of the corpus are the actor se-
lection, material selection, acting styles to be used, modal-
ities to be included, and types of audiovisual sensors. The
next subsections discuss some of these guidelines.

3.1. Contextualization and social setting
One of the limitations in many of the existing emotional
databases is that they contain only isolated sentences or di-
alogs (Douglas-Cowie et al., 2003). These settings remove
the discourse context, which is known to be an important
component for emotion (Cauldwell, 2000). As a result, this
approach challenges the actors, who have to face this task,
which completely differ from the methodologies and tech-
niques that they have been trained. Furthermore, actors are
asked to read the material, which is known to differ from
spontaneous speech production. Under these settings, it is
not surprising that there is a gap between the expressions in
such databases and the emotions observed in real scenarios.
Instead of monologues and short sentences, the database
should contain natural dialogues, in which the emotions are
suitably and naturally elicited. Furthermore, the average
duration of the dialogues should be long enough to con-
textualize the signs and flow of emotions (e.g., one minute
(Douglas-Cowie et al., 2003)). The semantic context of the
material should be congruent with the intended emotion,
to avoid adding extra difficulties to the actors. The social
setting is also important; having interaction between two
or more actors is hypothesized to generate more authentic
emotions (Douglas-Cowie et al., 2003).
One special experimental case is when the same sentences
need to be spoken expressing different emotional cate-
gories. This case is important when the goal is to com-
pare neutral versus emotional materials in terms of linguis-
tic units (Busso and Narayanan, 2006). In this case, seman-
tically neutral sentences need to be designed such that they
can be adequately contextualized according to the intended
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Figure 1: Acting continuum – from Fully predetermined to
fully undetermined.

emotion. One approach is to record the target sentences
embedded in short stories (Martin et al., 2006). For exam-
ple, for the target sentence “that dress came from Asia”,
the following contexts could be used: sadness - the subject
misses her native land; happiness - the subject receives a
gift, anger - the dress was stolen.

3.2. Acting styles
The recording of the database should be as controlled as
possible in terms of emotional and linguistic content. The
use of specific acting methods and styles can be used to pro-
vide a systematic way to control aspects of the expressive
communication forms.
Theater theory and practice, over the past several centuries,
has been systematized through the work of several scholars
resulting in well-known acting systems: notable examples
include those of Laban, Delsarte, and Stanislavsky. It is
important to investigate creativity at several points along
the spectrum between fully pre-specified activity and fully
improvised activity. As discussed in Section 4., acting tech-
niques ranging from fully scripted to fully improvised can
be used to balance the tradeoff between controllability and
naturalness. The two most common genres of theatre are
the conventional, scripted approach where dialogue and
some instructions to actors are provided a priori, and im-
prov in which actors are required to create much of the
performance within a set of relaxed constraints (Fig. 1).
While the use of scripts provides a way of constraining
the semantic and emotional content of the corpus, impro-
visation gives the actors a considerable amount of freedom
in their emotional expression. These two types of acting
provide alternatives that the emotional research community
should take advantage of when collecting databases (Enos
and Hirschberg, 2006).

3.3. Trained actors
Unlike naı̈ve speakers, skilled actors engaged in their role
during interpersonal drama may provide a more natural rep-
resentation of the emotions, avoiding exaggeration or cari-
cature of emotions (Douglas-Cowie et al., 2003). Impor-
tantly, as the subjects display facial expressions that are
closer to genuine emotions, they may start feeling the emo-
tion, as suggested by Ekman (Ekman, 1993).
Our experiences with actors indicate that rehearsing the ma-
terial in advance under the supervision of an experienced
professional helps to increase the emotional quality of the
data. As the actors get familiar with the material (e.g.,

scripts) and with their colleagues, they will be more con-
fident during the recording.

3.4. Emotional descriptors
One of the most important aspects in the post-processing of
the data is defining the emotional description that is con-
veyed in the data. Defining this ground reference is im-
portant since the boundaries between descriptors is usually
blurred. The most common techniques to describe the emo-
tional content of a database are discrete (category based)
and continuous (primitive based) representation of the emo-
tions. In the discrete emotional representation, categorical
labels such as happiness, anger and sadness are used in a
time sequence fashion. This approach has been widely used
in previous work in describing human emotions. In con-
trast, the continuous emotional representation is based on
primitive attributes. This is an alternative approach to de-
scribe the emotional content of an utterance, in which the
sentences are described in terms of attributes such as va-
lence, activation (or arousal), and dominance (Cowie and
Cornelius, 2003). This approach, which has recently in-
creased popularity in the research community, provides a
more general description of the affective states of the sub-
jects in a continuous space. Likewise, it is also useful
for analyzing emotion expression variability. Both types
of emotional descriptions provide complementary insights
about how people display emotions. Adopting either of
these schemes will depend on the research questions that
will be studied.
In most of the previous emotional corpus collections, the
subjects were asked to read a sentence, expressing a given
emotion, which is later used as the emotional label. A
drawback of this approach is that it is not guaranteed that
the recorded utterances reflect the target emotions. Addi-
tionally, a given display can elicit different emotional per-
cepts. To avoid these problems, the emotional description
should rely on perceptual human evaluation collected from
as many evaluators as possible (≥3).
Subjective evaluations are expensive and, therefore, need
to be suitably designed in advance (running pilot tests
is highly suggested). When categorical description is
adopted, a critical aspect is the emotional classes included
in the evaluation. On the one hand, if the number of emo-
tions is too extensive, the agreement between evaluators
will be low (which is an inherent problem of emotional
subjectivity). Ad-hoc solutions such as clustering similar
emotional categories after the perceptive evaluation should
be avoided, since the emotional partition will most proba-
bly differ from the one obtained with the new labels. On
the other hand, if the list of emotions is limited, the emo-
tional description of the utterances will be poor and likely
less accurate.
Another important aspect is the order in which the mate-
rial will be presented. We suggest presenting the material
in order (i.e., not in isolated fashion), so that the evalua-
tors can judge the emotional content based on the sequential
development of the dialogs. Likewise, all available modal-
ities should be presented, so the evaluators can use all their
senses to assess the emotion. Finally, long and tedious sub-
jective evaluations should be avoided.
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Figure 2: VICON motion capture system with 8 cameras,
and an actress showing the markers on the face and head-
band.

4. A case study: The USC IEMOCAP
corpus

As a case study, we recently collected an audiovi-
sual database, we refer to as the interactive emotional
dyadic motion capture database (IEMOCAP) (Busso et al.,
2007a). This is an extensive corpus with over twelve hours
of data comprising multimodal information. This corpus
was designed, collected and evaluated following the guide-
lines suggested in Section 3.. This section briefly describes
this multimodal corpus.

4.1. Designing the corpus

This database was collected from seven professional actors
and three senior students (5 female and 5 male) from the
Drama Department at USC. These experienced actors were
recorded in dyadic sessions to facilitate a social setting suit-
able for natural interaction (Sec. 3.1.).
In contrast to providing material that an actor reads under
the target emotional condition, the two approaches men-
tioned in Section 3.2. were selected: the use of plays
(scripted sessions), and improvisation-based hypothetical
scenarios (spontaneous sessions). The first approach is
based on a set of scripts that the subjects were asked to
memorize and rehearse. In the second approach, the sub-
jects were asked to improvise based on hypothetical sce-
narios that were designed to elicit specific emotions (hap-
piness, anger, sadness, frustration and neutral states). These
recording settings are familiar to the actors since they were
trained to memorize and improvise scripts (Sec. 3.3.).

4.2. Data collection

To capture non-verbal behavior of the subjects, markers
were attached to their face, head and hands, which provide
detailed information about their facial expression and hand
movements. To track those markers, a VICON motion cap-
ture system with 8 cameras was used (Fig. 2). Due to equip-
ment constraints, only one of the subjects’ movements were
captured at a time. Then, the markers were placed on the
other subject and the material was recorded again.

4.3. Evaluation

After the data were recorded, the dialogs were manually
segmented at the dialog turn level. The emotional categori-
cal labels in this corpus were assigned based on agreements
derived from subjective emotional evaluations (3 evaluators

Figure 3: ANVIL annotation tool used for emotion evalu-
ation. The tool is set for categorical and primitive based
evaluation.

per sentence). For the aforementioned purpose, the anno-
tation of video and spoken language tool ANVIL (Kipp,
2001) was used (Fig. 3). This tool is particularly useful to
jointly annotate verbal and nonverbal behaviors observed
from the actors. The evaluators were asked to sequentially
assess the turns, after watching the videos. Thus, the acous-
tic and visual channels, and the previous turns in the dia-
log were available for the emotional assessment, so that the
evaluators could judge the emotional content based on the
sequential development of the dialogs (Sec. 3.4.). For the
evaluation, the emotional categories surprise, fear, disgust,
excited, and other were also included. While categorical
description is already evaluated, we are currently assessing
the database in terms of the primitive attributes to have a
more complete emotional description.

Majority voting was used to tag the sentences with the emo-
tional categories. Under this criterion, 74.6% of the sen-
tences were assigned one emotional category (spontaneous
sessions: 83.1%; scripted session: 66.9%). For the sen-
tences in which the evaluators reached agreement, the re-
sulting Fleiss kappa statistic was κ= 0.40 (spontaneous ses-
sions: κ = 0.43; scripted session: κ = 0.36). These levels
of agreement, which are considered as fair/moderate agree-
ment, are expected since people have different perception
and interpretation of the emotions. They also show the dif-
ficulties in the assignment of emotional labels. Interest-
ingly, the results reveal that for the spontaneous sessions
the levels of inter-evaluator agreement are higher than in
the scripted sessions. While spontaneous sessions were de-
signed to target specific emotions, portions of the scripted
sessions elicited a wider range of emotion categories, in-
creasing the confusion between evaluators.

Figure 4 shows the emotional content of the database. For
the target emotions (happiness, anger, sadness, frustration
and neutral states), the figure indicates that a balanced emo-
tional content was obtained which validates the proposed
design. Notice that for scripted sessions, the emotional la-
bels are less balanced than for spontaneous sessions. From
a design viewpoint, these results suggest that improvisation
may be preferred if a balanced corpus with higher agree-
ment level is required.
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Figure 4: Distribution of the data for each emotional cate-
gory.

5. Conclusions
This paper described guidelines with the aim of designing
controlled emotional databases from actors that are closer
to the emotions observed in real-life scenarios. Based on
the limitations of current settings used in the recording of
existing corpora, we discussed the importance of contextu-
alization, the use of skilled actors, the use of different acting
styles and suitable emotional descriptors.
As a case study, the paper presented the IEMOCAP
database. Based on the settings used to elicit the emo-
tions and the achieved results, we consider that the emo-
tional quality of this database is closer to natural than those
from prior elicitation settings. The quality of this database
suggests that genuine realization of the emotions can be
recorded from actors when the settings are carefully de-
signed.
While this methodology was a significant step forward in
the use of actors in emotions in research, it did not exploit
or control for the nature of the expressive behavior such as
through specific acting styles or the nature of improvisa-
tion. Further analysis is needed to identify the recording
methodologies that will aid emotional recording from ac-
tors that resemble real emotions observed in daily human
interaction. In fact, acting methods such as the one pro-
posed by Stanislavsky (Carnicke, 1998), in which the actors
are encouraged to feel their characters, could be exploited
to capture realistic realization of the emotions. These are
some of the goals of our future work.
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Abstract 
This paper reports how acted vs. spontaneous expressive speech can be discriminated by human listeners, with various performances 
across listeners (in line with preliminary results for amusement by Aubergé et al. (2003)). The speech material was taken from the 
Sound Teacher/E-Wiz corpus (Aubergé et al., 2004), for 4 French-speaking actors trapped in spontaneous expressive monoword 
utterances, and acting immediately after in an acting protocol supposed to optimal for them. Pairs of acted vs. spontaneous stimuli, 
expressing affective states related to anxiety, irritation and satisfaction, were rated by 33 native French listeners in audio-only, 
visual-only and audiovisual conditions. In visual-only condition, 70% of listeners were able to discriminate acted vs. spontaneous pairs 
over chance level, for 78% in audio-only condition and up to 85% in audio-visual condition. A strong listener effect confirms the 
hypothesis of a variable affective competence for separating involuntary vs. simulated affects (Aubergé, 2002). One feature used by 
listeners in the acoustic task of discrimination can be the perceived emotional intensity, in accordance with the measurement of this 
intensity level for the same stimuli from a previous perception experiment by Laukka et al. (2007). 

 

1. Introduction 
Although the question of the validity of corpora of acted 
emotional speech for the modeling of affective speech has 
been debated (Campbell, 2000), leading to an increase of 
the research effort directed towards spontaneous 
emotional speech (see for instance Batliner et al. (2004)), 
few studies have been comparing the performances of 
acted vs. spontaneous speech to our knowledge. Aubergé 
et al. (2003) proposed that acted vs. spontaneous 
amusement could be discriminated, judges discrimination 
competences being highly variable independently of the 
speaker’s acting skills. More recently, Wilting et al. (2006) 
recorded naïve Dutch participants without particular 
acting skills while inducting positive and negative moods 
using the Velten procedure, prior to asking them to 
produce the same utterances while simulating similar 
moods. Though acted and spontaneous utterances were 
not directly compared, a perception experiment in visual 
condition showed that acted expressions were rated as 
more intense than spontaneous ones. 
Such findings are coherent with a strong hypothesis that 
we proposed for the processing of affects (after Fonagy 
(1984) and Scherer (2001)): affects are cognitively 
distinguished following two ways of control by the 
speaker: voluntary vs. involuntary, and not as a function 
of the affective information carried by the expressions. In 
this view (Aubergé, 2002), authentic emotions are 
performed by involuntary control (the “push effect” in 
Scherer’s model (2001)). The speaker is also able to 
reproduce the expressions of past emotions outside the 
body loop described by Damasio (2003) and through a 
voluntary control, that are the social affects in the 
hypothesis we defend. This implies that a same value of 
affect can be processed voluntarily or not. The voluntary 

performance, that informs the speech acts generated by 
the speaker, can be very spontaneous and sincere, but it 
does not reflect the same processing as an authentic 
emotional expression. We claim (Aubergé, 2002) that this 
competence, central in the communication processing and 
producing the largest part of expressivity in interactions, 
is not anchored in the same timing processing 
(voluntary/social expressions would be anchored in the 
time of the language organization). Over the basic 
reproduction of emotions, cultures and languages have 
developed large specific scales of such voluntarily 
controlled affect, that we call attitudes. 
We make the hypothesis that this competence of 
reproducing expressions is used by the actors on speech 
acts given by the scenario, especially when these actors 
belong to an acting field (1) devoted to simulate to be very 
authentic in the given acting story context (2) based on 
method using the memory of previously felt emotions. 
That is precisely the field of the actors participating to this 
experiment. 
The main question asked in the present experiment is 
whether expressions with same emotional values through 
voluntary vs. involuntary control, i.e. in this case through 
a simulation by acting vs. involuntary felt emotions, can 
be discriminated by human listeners, and whether all 
humans have a similar competence for accessing these 
cues. 
Moreover Aubergé et al (2003) showed that the acoustic 
information is integrated to the visual decoding of 
affective values, even when the face carries strong 
affective information. More generally it has been shown 
that emotional expressions must be considered as 
multi-modal processing (e.g. Scherer & Ellgring, 2007). 
The study presented in this paper thus focuses on 
multimodal expressions of affective speech, trying to 
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separate the information carried by different modalities, 
even though the face also carries information about 
speech and this information consequently cannot be 
considered as additive across modalities. 

2. Acted vs. spontaneous speech collection 
The French expressive corpus E-Wiz (Aubergé et al., 
2004) was recorded using the Wizard of Oz technique, in 
which the subject is convinced to be interacting with a 
complex person-machine interface while the apparent 
behavior of the application is remote-controlled by the 
wizard. Subjects were asked to participate in the testing 
prior to its commercialization of a so-called 
voice-recognition-based language-learning software. In 
this task the subjects had to interact with the system using 
a command language composed of the French 
monosyllabic color names [bʁik], [ʒon], [ʁuʒ], [sabl] and 
[vɛʁ] and the command [paʒsчivãt] (next page). The 
performances of the 17 subjects participating in the 
experiment were manipulated to induce positive then 
negative emotions, and the affects expressed were labeled 
by the subjects themselves from the video recording, as a 
first labeling step before perceptive validation. A 
particular protocol was set up for the 7 subjects who were 
also actors: those subjects were requested immediately 
after the Wizard of Oz task to produce again the affects 
they reported to have felt during the experiment on the 
same utterances as well as the most frequently studied 
emotions (sadness, anger, fear, disgust, surprise and joy), 
using their acting methods. The experimenters insisted 
that the actors should express the affects felt in the 
experiment the same way they had been feeling them just 
before. The actors recruited for this task were practicing 
improvisation theater and/or street acting, and used past 
felt emotions as a basis for expressing emotions, as 
described in (Enos & Hirschberg, 2006). All of them 
reported the experimental set-up as optimal for being in 
good acting conditions with regards to their acting habits. 
A first experiment using both acted and spontaneous 
utterances from the E-Wiz corpus in audio-only condition, 
and focusing on the typicality of vocal expressions of 
emotion, was conducted by Laukka et al (2007). In this 
experiment, 47 acted and 146 spontaneous utterances 
produced by 6 actors (3 males, 3 females) were validated 
and rated for emotional intensity in a pre-test, showing a 
higher perceived emotional intensity for acted utterances 
vs. spontaneous ones, in line with results obtained by 
Wilting et al. (2006) in visual-only condition. We present 
in this paper the results of a discrimination task between 
acted and spontaneous utterances, based on productions 
of the speakers evaluated in this pre-test. 

3. Experimental protocol 
A subset of stimuli matched between acted and 
spontaneous expressions and suitable for being evaluated 
in a perceptive discrimination task was selected. The 
criteria for selection were that paired stimuli should be of 
equal length, produced by the same speaker, and 
previously rated with comparable emotional intensities in 

audio condition, according to the measurement made in 
(Laukka et al., 2007). As a result, 24 pairs of acted vs. 
spontaneous stimuli produced by the 4 actors (2 male and 
2 female) showing the more expressiveness in their acted 
productions were retained. 
The selected pairs were presented to subjects with a 
latency of 1.5 seconds between both, with 3 presentation 
conditions: audio only (A), visual only (V) and 
audiovisual (AV). Stimuli were presented grouped by 
condition and randomly sorted within each condition, AV 
condition being always the last one while A and V 
conditions were alternatively chosen as first condition. 
Each pair was presented twice in each condition with the 
spontaneous utterance in first or second position to 
compensate for a possible effect of the presentation order. 
After each presentation of a pair the subject was requested 
to indicate which stimulus he considered to be the 
spontaneous one, using a slider ranging from ‘certainly 
the first one’ to ‘certainly the second one’, which initial 
position was set to the middle. This slider was intended to 
capture both discrimination and confidence level, 
similarly to the procedure developed by Bänziger (2003). 
Answers could be validated only after the slider had been 
moved. The presentation of stimuli and the recording of 
subjects’ answers were automated through a user interface 
developed with the Revolution software for the needs of 
the experiment. Subjects were explained the main goals of 
the experiment as well as the context of the corpus 
recording prior to the actual beginning of the task. 33 
native French subjects (15 male, 18 female, mean age 
33.1) without known hearing problems took the listening 
test, which lasted 25 minutes in average. 

4. Analysis 

4.1 Statistical method 
Slider position values were converted into discrimination 
scores (right vs. wrong answers) according to the 
direction in which the slider had been moved, and into a 
confidence level according to the distance from the slider 
position to the initial position. The mean discrimination 
score for each pair was only moderately correlated to the 
confidence level (r=.408 in audio-only condition, r=.690 
in visual-only condition, r=.583 in audiovisual condition, 
r=.622 overall). Discrimination scores for different 
presentation conditions and speakers are summarized in 
figure 1. 
Discrimination scores and confidence levels were 
analyzed using repeated measures analyses of variance 
(ANOVA) with listener, speaker, emotion class, 
presentation condition, utterance length and presentation 
order as fixed factors. 
As most of significant effects were found to be the same 
on discrimination and confidence scores, the present 
study mainly focuses on discrimination and reports only a 
few remarkable effects on confidence scores. 
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Figure 1: Overall results according to speakers and 
presentation conditions 

 

4.2 Differences in listeners’ performances 
A strong listener effect was found on discrimination of 
spontaneous vs. acted utterances (F(1,31)=801.58, 
p<.001), in line with results of Aubergé et al. (2003) on 
amusement. As a matter of fact, discrimination scores of 

different listeners range from 32.7% to 80.6% of correctly 
classified pairs. Though the listener effect on the rated 
confidence level was also highly significant 
(F(1,31)=220.23, p<.001), strong conclusions should not 
be drawn from this result as it might more reflect different 
strategies in the use of the slider than differences in 
subjects’ abilities. 
Although listeners’ competences for discriminating acted 
vs. spontaneous expressions were highly variable, they 
did not appear to show preferences for particular speakers 
independently of their acting skills. As a matter of fact, 
Cronbach’s alpha value for individual discrimination 
performances on different speakers’ production was quite 
high (alpha=0.8671), indicating that listeners 
competences were consistent across different speakers. 
Figure 2 presents the distribution of listeners’ 
discrimination scores for each presentation condition and 
overall. As it can be observed from this chart, 70% of 
listeners were able to correctly discriminate more than 
half of the presented pairs in visual-only condition, while 
79% did in audio–only condition and 85% did in 
audiovisual condition (85% overall). 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Figure 2: Distribution of overall and per presentation condition listeners’ discrimination scores. Grey boxes and solid 
lines indicate mean and standard deviation for each condition 

 

4.3. Discrimination across modalities 
A significant main effect of the presentation condition on 
discrimination scores was found (F(2,62)=21.33, p<.001). 
Contrasts between conditions show a significant gain of 
discrimination for the audiovisual condition when 
compared to the audio-only and visual-only (p<.001 for 
both contrasts) conditions, while the difference in 
discrimination scores between audio-only and visual only 
conditions was non-significant. However this advantage 
of audiovisual condition against audio-only and 
visual-only conditions was not constant across different 
speakers, as illustrated by figure 1: the effect of condition 
was indeed non-significant for speaker F2, and the 
discrimination increase from audio-only to audiovisual 
condition was non-significant for speaker M2. 

4.4. Speaker effect 
A significant main effect of the speaker (F(3,93)=16.05, 
p<.001) was also observed. Only spontaneous utterances 
of speaker M2 were significantly better discriminated 
than those of all other speakers (p<.001 for all 3 contrasts), 
indicating that this speaker was less successful than the 
other actors in pretending that he was actually expressing 
spontaneous affects. On the other hand, all 3 other 
speakers’ productions were discriminated with similar 
scores, although a large part of listeners reported to have 
considered the discrimination task as more difficult for 
speakers F2 and M1 than for the two other speakers. This 
intuition of listeners was illustrated by the fact that, 
whereas speaker M2 also received the highest confidence 
ratings, confidence ratings attributed to utterances of 
speaker F1 were significantly higher than those of 
speakers F2 and M1 (p<.001 for both contrasts). This 
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speaker effect was stronger in audio-only and audiovisual 
conditions (p<.001 for both) than in visual-only condition 
(p<.05). 

4.5. Other effects 
No overall effect of the emotion class was found, 
suggesting that subjects have similar abilities for 
discriminating a spontaneous vs. an acted expression 
whatever the emotion expressed. The effect of length was 
just significant, with utterances of [paʒsчivãt] slightly 
better discriminated than monosyllabic utterances 
(F(1,1)=6.33, p<.05). 
The order of presentation of the stimuli in the pairs 
(spontaneous then acted vs. acted then spontaneous) was 
globally significant (F(1,1)=8.32, p<.01), with a higher 
discrimination score for pairs in which the spontaneous 
stimulus was presented first. This effect is however only 
significant in the visual only condition (p<.001), and 
related to the speakers particular production: the effect is 
indeed significant (p<.01) for only two of them (speaker 
M2 who was the best recognized, i.e. the less good actor, 
and speaker F2 for whom the discrimination was the 
lowest, though not significantly different from other 
actors), which are also those for whom audiovisual 
discrimination scores were not significantly better when 
compared to audio-only. We did not yet proceed to a 
complete objective analysis of the visual expressions, but 
observable gestures amplitudes of those two actors are 
obviously larger than those of the two others. Moreover 
both of them moved almost systematically the head 
downwards in spontaneous speech. A possible 
explanation for this presentation order effect could be 
ecological strongly informative reference given by the 
spontaneous stimulus presented first, for a better 
discriminative comparison with the second, acted, 
stimulus. 
Though both discrimination and confidence were higher 
for female than for male listeners, especially in 
audio-only condition, those differences were found to be 
non-significant. Although statistical significance cannot 
be calculated in that case, a particular result is worth being 
noted: for two male subjects performing better than the 
average in audio-only condition but worse than the 
average on visual condition, the visual information seem 
to have largely lowered discrimination performances in 
audiovisual condition. The discrimination score of those 
two subjects was indeed more than 20% lower in 
audiovisual condition than in audio-only condition. 
Correlations between duration differences of the 
spontaneous vs. acted stimuli presented in each pair 
(ranging from -480 to 760 ms) and averaged 
discrimination and confidence scores were calculated in 
order to look for a possible account of this difference in 
the discrimination performances. However those 
correlations were very low (r=.047 for discrimination, 
r=.037 for confidence), suggesting that this information 
was not used as a cue for discrimination. 

4.6. Emotional intensities and discrimination 
The partial correlations for different presentation 
conditions between discrimination scores or confidence 
ratings, and differences of perceived emotional intensities 
in the pair from Laukka et al. (2007) are presented in table 
2 with the overall correlations. The number of pairs for 
which those correlations can be calculated does not allow 
to draw strong conclusions from these values. However 
the stronger correlation in audio-only condition, 
especially between discrimination scores and perceived 
intensity differences, suggests that the difference in 
perceived emotional intensity may at least partly account 
for the discrimination between spontaneous and acted 
utterances. As emotional intensity ratings were given 
from presentations in audio-only condition, it is not a 
surprising result to find higher correlations for this 
condition. 
 

condition A V AV overall 
discrimination r=.745 r=.131 r=.335 r=.415 
confidence r=.402 r=.147 r=.283 r=.250 

 
Table 1: Correlations between difference in perceived 
emotional intensity in the pair (extracted from  0) and 

discrimination scores or confidence level 
 
Although pairs with the highest difference in perceived 
emotional intensity appear to be among the best 
discriminated pairs in A condition, suggesting that 
perceived emotional intensity might be a strong cue for 
discrimination when accessible, listeners did not rely only 
on that feature for discriminating spontaneous vs. acted 
emotions. 
As a matter of fact, among the 3 pairs for which the 
difference in emotional intensity between spontaneous 
and acted was the weakest, ranging from -4.6% to 4,6%, 
only the expressions of irritation produced by speaker M1 
on monosyllabic utterances were poorly discriminated 
(correctly discriminated by only 42,4% of listeners in 
audio-only condition) while the expressions of irritation 
of speaker F1 on [paʒsчivãt], evaluated with the same 
emotional intensity, were correctly discriminated by 
62,1% of listeners. On the other hand expressions of 
irritation on [paʒsчivãt] by speaker F2, for which the 
acted expression had been evaluated as 16.6% more 
intense than the spontaneous one, were among the most 
poorly discriminated in audio-only condition (correctly 
discriminated by only 40,9% of listeners). 
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5. Conclusion 
The results presented in this paper suggest that listeners 
are globally able to discriminate acted vs. spontaneous 
multimodal expressions, without an effect of the emotion 
(the only three kinds of emotional information evaluated 
are indeed quite balanced in terms of activation and 
valence), and with a strong listener effect. 
The perceived emotional intensity, previously measured 
between acted and spontaneous in auditory condition by 
Laukka et al. (2007), and in visual condition by Wilting et 
al. (2006) on different data, might be an artifact 
explaining part of the discrimination scores. Such 
variation in perceived emotional intensities can be 
considered as a major bias in this kind of discrimination 
tasks, as pointed out by Aubergé et al. (2003). However 
differences in perceived emotional intensity can definitely 
not account for the whole variability. In order to evaluate 
more systematically to what extent perceived emotional 
intensities can be linked to discrimination of acted vs. 
spontaneous expressions, a perception experiment using 
the same set of 48 stimuli presented in the same 
conditions is currently being prepared. 
Even if the chosen actors were certainly not among the 
ones recognized as the best, three of them out of four 
could trick the less competent listeners, and are typically 
the kind of actors frequently chosen for recording 
emotional databases. The acted speech, commonly used 
as a reference for studies on involuntary emotions, could 
be considered carefully knowing the human 
discrimination ability. Over such ability to discriminate, 
the question of the variability of human competence (that 
may be related to the affective quotient) for identifying 
simulation, that is in our proposals the modal processing 
used in interaction by a speaker expressing his attitude 
whatever his sincerity (including the reproduction of 
involuntary emotions), remains an open question that 
would deserve being specifically studied. 
The acoustic and visual analysis of the stimuli, according 
to the perceptive results, is under progress, on the basis of 
a strong hypothesis (Aubergé, 2002) on the difference of 
timing anchoring between involuntary and voluntary 
(social) emotions. 
Since the cognitive processing of acted speech cannot be 
directly related to the cognition of voluntary expressed 
emotions, i.e. the social affects, a further experiment will 
be to catch and perceptively compare spontaneous 
emotions vs. spontaneous attitudes (reduced to emotion 
values). 
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Abstract
We report on a thoroughly processed and annotated German emotional speech database (children interacting with Sony’s Aibo robot):
51 children, some 48 k words, 9.2 hours of speech, 5 labellers, word-based annotation of emotional user states. Several additional
annotations as well as a mapping onto higher units of different granularity have been carried out. The database will eventually be
made available for scientific use; in the licensing agreement, we plan to include mandatory benchmark constellations in order to make a
comparison across sites possible.

1. Introduction 1

Even if the terminology has not been standardised yet –
there is no agreement as for theexactmeaning of ‘natural-
istic’, ‘realistic’, ‘spontaneous’, etc. – it is generally agreed
upon that non-acted emotional databases should be aimed
at. This might not be mandatory for generic, basic research
but holds especially if we think of any application that even-
tually, outside of the laboratory, has to deal with non-acted
data – simply because classifiers have to be trained with
data that are as close as possible to the ‘real’ data. Obvi-
ously, the effort needed for designing, recording, and anno-
tating spontaneous emotional databases is way higher than
the one needed for acted data; thus, some acted databases
are (freely) available such as the Berlin Database of Emo-
tional Speech ‘Emo-DB’ (Burkhardt et al., 2005) or the
Danish Emotional Speech Database ‘DES’ (Engberg et al.,
1997) but, at least to our knowledge, no spontaneous one, at
least not on similar conditions. Moreover, privacy reasons
often prevent such data to be released to third parties. Thus,
access to spontaneous data is the most severe bottleneck for
a ‘realistic’ processing and emotion classification.

In the years 2002-2004, we have collected and pro-
cessed a spontaneous emotional German database at FAU
Erlangen within the EU-project PF-STAR. In the years
2005-2007, this database has been further annotated, and
processed outside and within the so-called CEICES ini-
tiative (Batliner et al., 2006) within the NoE HUMAINE.
There exist several publications on experiments using this
database; however, its description has always been rather
short, concentrating on those aspects that we focused on
in the respective papers; this was simply due to the usual
space restriction. As we eventually decided to release the
database for scientific use, in this paper we want to give
a condensed overview of aspects, annotations, and condi-
tions of use. After a general description of the design and
the recordings, we will give an account of the annotations
which will be made available. In the end, we decided to call

1Thiswork was funded by the EU in the projects PF-STAR un-
der grant IST-2001-37599 and HUMAINE under grant IST-2002-
50742. The database has been further processed in the initiative
CEICES within HUMAINE (Combining Efforts for Improving
automaticClassification ofEmotional userStates). The responsi-
bility for the contents of this study lies with the authors.

the database the ‘FAU Aibo Emotion Corpus’ (abbr.: FAU
Aibo) because there exist other ‘Aibo’ corpora with emo-
tional speech, cf. (Tato et al., 2002; Küstner et al., 2004).

Of course, we do not conceive the strategies chosen and
presented in this paper as the only and best ones but as rea-
sonable choices. At the end of most (sub-)sections, we
will motivate our choices and partly discuss them against
the backdrop of possible alternative solutions. These com-
ments will be given in italics.

2. Material
The general frame for FAU Aibo is human–robot com-

munication, children’s speech, and the elicitation and sub-
sequent recognition of emotional user states. The robot is
Sony’s (dog-like) robot AIBO. The basic idea is to com-
bine a rather so far neglected type of corpus (children’s
speech) with ‘natural’ emotional speech within a Wizard-
of-Oz task. The children were not told to use specific in-
structions but to talk to the Aibo like they would talk to a
friend. They were led to believe that the Aibo is respond-
ing to their commands, but the robot is actually being con-
trolled by a human operator, using the ‘Aibo Navigator’
software over a wireless LAN (the existing Aibo speech
recognition module is not used). The wizard causes the
Aibo to perform a fixed, pre-determined sequence of ac-
tions, which takes no account of what the child says. For
the sequence of Aibo’s actions, we tried to find a good com-
promise between obedient and disobedient behaviour: we
wanted to provoke the children in order to elicit emotional
behaviour but of course we did not want to run the risk that
they break off the experiment. The children believed that
the Aibo was reacting to their orders - albeit often not im-
mediately. In fact, it was the other way round: the Aibo
always strictly followed the same screen-plot, and the chil-
dren had to align their orders to it’s actions.

The data was collected from 51 children (age 10 - 13,
21 male, 30 female). The children were from two differ-
ent schools, Mont and Ohm; the recordings took place in
the resp. class-rooms. Speech was transmitted with a wire-
less head set (UT 14/20 TP SHURE UHF-series with mi-
crophone WH20TQG) and recorded with a DAT-recorder.
The sampling rate of the signals is 48 kHz, quantisation is
16 bit. The data is downsampled to 16 kHz. Each record-
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ing session took some 30 minutes. The speech data were
segmented automatically into speech files (‘turns’), trigger-
ing a turn boundary at pauses≥ 1.5 seconds. Note that
here, the term ‘turn’ does not imply any linguistic meaning;
however, it turned out that only in very few cases, this cri-
terion wrongly decided in favour of a turn boundary instead
of (implicitly) modelling a hesitation pause. Because of the
experimental setup, these recordings contain a huge amount
of silence (reaction time of the Aibo), which caused a no-
ticeable reduction of recorded speech after raw segmenta-
tion; finally we obtained about 9.2 hours of speech.

Children as early adapters within an edu-
/entertainment scenario should be plausible addressees
for automatic emotion modelling. Sometimes it has been
doubted that they are ‘representative’ because they might
behave unlike adults. Of course, speech recognition and
feature extraction have to be adapted slightly – the same
way as procedures designed only for male speakers have to
be adapted for female speakers. Of course, the children can
display group-specific tendencies but there is no indication
that they behaved differently from adults in a fundamental
way.

3. Further Processing
3.1. Transliteration and word lexica

The orthographic transliteration – in pared down
VERBMOBIL notation – was done by advanced students
and cross-checked by the supervisor. The phonetic word
lexicon is in SAMPA notation. In addition, we estab-
lished a syntactic-semantic word lexicon, with coarse part-
of-speech (POS) labels per word (six classes), and with
coarse higher semantic labels per word (six classes mod-
elling valence and some other word types such as vocative).

While modelling linguistic information, normally words
are not used as such but processed somehow – at least
they are stemmatised for, e.g., bag-of-word modelling. In
our experience, such a very coarse mapping onto six POS
or higher semantic classes only still yields a pretty good
classification performance on the spoken word chain. Of
course, there are many other mappings which can be con-
ceived. However, our ‘simple’ classes can be used as
benchmark for other approaches, cf. below.

3.2. Word-based emotion annotation

In other studies, the unit of analysis is normally given
trivially – a read sentence, a dialogue move, etc. – or de-
fined intuitively. We conceive the word as the smallest pos-
sible emotional unit; even if we cannot exclude the possi-
bility of changing emotions within the same word, this will
definitely be a rather exotic exception. By annotating word-
based, we are later on free to map words onto longer units.
Our strategy thus allows to find ‘optimal’ units of analysis
on an empirical basis.

Five labellers (advanced students of linguistics, 4 fe-
males, 1 male) listened to the speech files in sequential
order and annotated independently from each other each
word as neutral (default) or as belonging to one of ten
other classes which were obtained by inspection of the data;
we do not claim that they represent children’s emotions in
general, only that they are adequate for the modelling of

the behaviour of these children in this specific scenario.
We resort to majority voting (henceforth MV): if three or
more labellers agree, the label is attributed to the word; if
four or five labellers agree, we assume some sort of pro-
totypes. The following raw labels were used; in parenthe-
ses, the number of cases with MV is given:joyful (101),
surprised(0), emphatic(2528),helpless(3), touchy, i. e.,
irritated (225),angry (84), motherese(1260),bored (11),
reprimanding(310),rest, i. e. non-neutral, but not belong-
ing to the other categories (3),neutral(39169); 4707 words
had no MV; all in all, there were 48401 words.joyful and
angry belong to the ‘big’ emotions, the other ones rather
to ‘emotion-related/emotion-prone’ user states. The state
emphatichas been introduced because it can be seen as a
possible indication of some (starting) trouble in communi-
cation and by that, as a sort of ‘pre-emotional’ state (Bat-
liner et al., 2005; Batliner et al., 2008).

A single database is no omnibus in the sense that choos-
ing a specific scenario for the recordings pre-defines the
range of classes one can observe; what cannot be observed
cannot be modelled. However, we claim that our data are
fairly representative for realistic data: only a few of the
‘classic’, big n emotions, and a very skewed distribution.
Instead, one ‘emotion-related’ state comes on the scene,
i. e. motherese. Emphatic is, in fact, just a possible pre-
stage of emotion. However, in some form it will often be
observed in such realistic settings; thus it makes sense to
model it.

3.3. Partitioning into sub-samples

Some of the labels are very sparse; if we only take la-
bels with more than 50 MVs, this 7-class problem is most
interesting from a methodological point of view, cf. the new
dimensional representation of these seven category labels in
(Batliner et al., 2008). However, the distribution of classes
is very unbalanced. Therefore, we downsampledneutral
and emphaticand mappedtouchyand reprimanding, to-
gether withangry, ontoAngry2 as representing different
but closely related kinds of negative attitude. For this more
balanced 4-class problemAMEN, 1557 words forAngry
(A), 1224 words forMotherese(M), and 1645 words each
for Emphatic(E),and forNeutral (N), are used, cf. (Steidl
et al., 2005). Cases where less than three labellers agreed
were omitted as well as those cases where other than these
four main classes were labelled. For thisAMEN subset,
weighted kappa is 0.59.

This sub-sample has been used in several experiments
and will be defined as (the basis of) the main ‘canonical’
samples to be processed, cf. below.

3.4. Chunking into and mapping of labels onto
syntactically and emotionally meaningful units

Now we were facing the task of mapping word-based la-
bels onto higher units, first onto turns: a simple 50% thresh-
old – for instance, if anA turn has 10 words , then 5 or more

2If we refer to the resulting 4-class problem, the initial letter
is given boldfaced and recte. Note that now,Angry can consist,
for instance, of twotouchyand onereprimandinglabel; thus the
number ofAngry cases is far higher than the sum oftouchy,rep-
rimanding, andangryMV cases.

29



words have to be labelled asA – would be suboptimal be-
cause some words, esp. function words, are likely not to
be produced in an emotional manner; moreover, a longer
turn can consist of one neutral clause, and one emotional
clause - then chances are that the whole turn will wrongly
be mapped onto neutral.

For the mapping onto turn-based labels, we employed
the following strategy: as stop words, fragments and auxil-
iaries were used; for the turns containing our 6070 AMEN
words, this means 17618 words, 3996 turns; stopwords
are: 596 fragments, 196 auxiliaries (some words both), i. e.
16856 words remaining.3 For each turn, we add together
the labels given by our 5 labellers (forn words, 5 xn la-
bels). If the turn is mapped onto neutral, 70% of the labels
have to be neutral. (joyfuland the other spurious labels are
not taken into account for this computing.) If 30% or more
are non-neutral, then the turn isA, M, or E. If at least 50%
of the non-neutral labels areM, the turn is mapped ontoM.
If A andE are equally distributed, the turn is mapped onto
A. If the turn is neitherA norM, it is E. This simply means
that we employ a sort of ‘markedness’ condition:M is more
marked thanA, andA is more marked thanE, and all are
more marked thanN. This yields the following turn-based
labels: 868A (21.7 %), 1347E (33.7 %), 495M (12.4 %),
and 1280N (32.0 %), summing up to 3990 (100 %) labels
= turns.

For the mapping onto ‘chunk-based’ labels in be-
tween word level and turn level, we first annotated the
whole database with a coarse syntactic boundary system
(main/subordinate clauses, free phrases, dislocations, and
vocatives as label especially tuned for these data); we then
used similar mapping rules as for the turns. The rules are
given explicitly in a structogram in a forthcoming paper.

Our ‘turns’ are similar to the units used in other stud-
ies. As they can consist of up to 53 words, they are not
really optimal – we claim that our chunks are. By using
different thresholds etc., the chunk size can be adapted to
specific needs; the same way, different chunk sizes can be
established for finding out how classifiers behave if faced
with shorter or longer units. A pivotal characteristic of
this solution is that our chunks are syntactically – and by
that, semantically – well defined. This is a necessary pre-
requisite for higher linguistic (deep or shallow) processing
in any end-to-end automatic dialogue system.

3.5. Automatic forced alignment per word plus
manual correction of this automatic segmentation

We did an automatic forced alignment using the translit-
eration (i. e., the spoken word chain). Such an alignment is
nowadays rather good but of course sometimes erroneous.
We therefore decided to have the automatic word segmen-
tation corrected manually for the whole database; the seg-
mentation of the 3990 AMEN turns was cross-checked by
the first author.

A corrected reference segmentation allows to exclude
wrong segmentation as a source of misclassification, and

3Notethat of course, we could find some more stop words, but
this would be rather data-driven and not generic so we refrained
from that.

makes comparisons across approaches more reliable be-
cause at least this factor can be kept constant.

3.6. Automatic pitch extraction plus manual
correction of this extraction

Historically, pitch has had a prominent position w. r. t.
all feature types because of the preponderance of intona-
tion models in the last decades. Even if this might not be
mirrored in empirical results, it is of course an important
parameter which is, however, notoriously known as impos-
sible to be extracted fully reliably. Databases with corrected
pitch values are rare, and we do not know of any other emo-
tion database with such corrected values. We therefore de-
cided to use, in addition to our own pitch detection algo-
rithm (PDA), a well-known frame-based PDA as baseline
and correct these values manually. This was done for the
3990 AMEN turns by the first author. More details and
differences in classification performance can be found in
(Batliner et al., 2007b; Batliner et al., 2007a).

Such manually corrected pitch values do not constitute
a ground truth; they are of course biased towards the au-
tomatic PDA used. A pitch-synchronous correction was not
possible, due to time constraints. Note that even ‘objec-
tive’ measures such as laryngographic recordings are no
ground truth: they are close to the signal but not close to
perception! However, the corrected values can be used for
computing F0 features and be compared to such features
based on – sometimes erroneous – automatic PDAs. Again,
this helps in keeping constant at least one factor, namely the
raw pitch values, and makes comparisons across different
approaches of computing pitch features more reliable.

3.7. Further annotations, software, and types of data

In dialogues, the dialogue partner’s reaction can be
valuable information that can be coded and used in clas-
sification. In our scenario, the Aibo does not speak and has
no facial gestures. However, we can model its behaviour -
whether it is co-operative or not. It seems to be plausible
that a non-co-operative behaviour triggers negative reac-
tions to a larger extent than co-operative behaviour. There-
fore, we annotated the Aibo’s [±co-operative] actions, al-
though, because of the effort needed, only for roughly half
of the data. This annotation will not be part of the default
distribution but can be made available on a bilateral basis.

In connection with FAU Aibo, two software programs
were made available to the community: EDE - Evaluating
Decoders using Entropy, and eLabel - Labelling of Emo-
tions.4 Within the CEICES initiative, a feature encoding
scheme has been developed aiming at a full coverage of
possible acoustic and linguistic features (low level descrip-
tors and functionals). It is ASCII-based but could easily be
converted into some other (e.g., XML) representation. This
encoding scheme will be made available on demand.

Apart from the close-talk microphone recordings, there
are two more types of recordings: one with the microphone
of the video-camera used for protocolling the sessions con-
taining noise and reverberation, and a second one which is

4http://www5.informatik.uni-erlangen.de/en/our-team/steidl-
stefan/free-software-in-humaine/
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artificially reverberated. These are not part of the distribu-
tion but can be made available on a bilateral basis. (Note
that for privacy reasons, the video recordings will not be
available.) More details are given in (Schuller et al., 2007).

4. Mandatory benchmarking
Apart from the lack of (freely) available spontaneous,

realistic databases in the field of emotion classification –
and because of this lack – comparisons of performance
across studies, let alone strict evaluations using the very
same data such as the ones conducted within the NIST ini-
tiative, are practically impossible. Note that even in the case
of rather well-defined acted databases such as Emo-DB and
DES (well-defined because the classes are given trivially
via speaker instructions), researchers often do not select
exactly the same cases per class. This makes a compari-
son of performance across studies impossible. However, in
our experience, a convenient selection of sub-samples out
from a whole corpus often contributes more to classifica-
tion performance than the choice of the one or the other
feature selection procedure or classifier. Even if this selec-
tion is well documented (which is not always the case), it
is not clear how much it contributes, if there is no baseline
setting. Thus for our database, we want to define and make
available in the distribution an ‘evaluation setting’: a sim-
ple two-fold cross-validation which can be computed with
rather low effort. As benchmark, we will provide classifi-
cation results for this constellation which is defined exten-
sionally and thus unambiguous; its processing – in addition
to any other processing – will be mandatory.

Of course, the data can and should be exploited in many
different ways. Experience tells us, however, that often,
data are chosen in a way that results in highest possible
recognition rates – and this is what readers remember. By
defining obligatory constellations which are, on the same
time, simple enough and do not need a high processing ef-
fort, we want to establish a sort of benchmark which has to
be used by licencees in studies on these data.

5. Concluding Remarks
Using our annotations, the impact of alternative ap-

proaches can be pursued (different size of units of analy-
sis, automatically vs. manually extracted values, etc.); seen
from a performance point of view, the difference might
not be marked; however, adding several small differences
might yield larger ones.

The field of automatic classification of emotional user
states is still in its infancy, compared to other fields such as
automatic speech recognition. This is foremost due to its
topic: whereas a word is a word is a word, even in noisy
condition, it is neither clear what an emotion is, nor where
we can find which emotion in which unit of analysis. All
this has to be annotated somehow. This makes it expensive
to create databases5, and databases greater by some order
of magnitude would be one prerequisite for standardization
in this field. What we hopefully can aim at in the next time

5A (very!) coarse estimate of our expenses for designing,
recording, and processing manually FAU Aibo amounts to> 80
K Euros for researchers and students.

to come is thus not a strict evaluations but something like
‘islands of standardization’: studies dealing, for example,
with FAU Aibo can be compared w.r.t. the benchmark con-
stellation.

6. References
A. Batliner, S. Steidl, C. Hacker, E. N̈oth, and H. Nie-

mann. 2005. Tales of Tuning – Prototyping for Auto-
matic Classification of Emotional User States. InProc.
9th Eurospeech - Interspeech 2005, pages 489–492, Lis-
bon.

A. Batliner, S. Steidl, B. Schuller, D. Seppi, K. Laskowski,
T. Vogt, L. Devillers, L. Vidrascu, N. Amir, L. Kessous,
and V. Aharonson. 2006. Combining Efforts for Im-
proving Automatic Classification of Emotional User
States. InProceedings of IS-LTC 2006, pages 240–245,
Ljubliana.

A. Batliner, S. Steidl, and E. N̈oth. 2007a. Laryngealiza-
tions and Emotions: How Many Babushkas? InPro-
ceedings of the International Workshop on Paralinguis-
tic Speech — between Models and Data (ParaLing’07),
pages 17–22, Saarbrücken.

A. Batliner, S. Steidl, B. Schuller, D. Seppi, T. Vogt,
L. Devillers, L. Vidrascu, N. Amir, L. Kessous, and
V. Aharonson. 2007b. The Impact of F0 Extraction
Errors on the Classification of Prominence and Emo-
tion. In Proceedings of ICPhS 2007, pages 2201–2204,
Saarbr̈ucken.

A. Batliner, S. Steidl, C. Hacker, and E. Nöth. 2008.
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Abstract 

This paper details a process of creating an emotional speech corpus by collecting natural emotional speech assets, analysisng and 
tagging them (for certain acoustic and linguistic features) and annotating them within an on-line database. The definition of specific 
metadata for use with an emotional speech corpus is crucial, in that poorly (or inaccurately) annotated assets are of little use in 
analysis. This problem is compounded by the lack of standardisation for speech corpora, particularly in relation to emotion content. 
The ISLE Metadata Initiative (IMDI) is the only cohesive attempt at corpus metadata standardisation performed thus far. Although 
not a comprehensive (or universally adopted) standard, IMDI represents the only current standard for speech corpus metadata 
available. The adoption of the IMDI standard allows the corpus to be re-used and expanded, in a clear and structured manner, 
ensuring its re-usability and usefulness as well as addressing issues of data-sparsitiy within the field of emotional speech research.
 

1. Introduction 
Advances in both speech/emotion recognition and 
emotional speech synthesis largely depend on the 
availability of annotated, emotional speech corpora. 
Although it is common that corpora are purpose-built for 
specific applications or research purposes, it would be 
desirable to re-use existing corpora. However, there is a 
lack of widely accepted standards in such areas as audio 
quality, annotation with metadata in order to perform 
queries, as well as mutually agreed definitions, as in 
‘what is emotion?’(Cowie and Cornelius 2003). The 
work described here is a developing process of emotional 
asset acquisition, annotation and on-line publishing for 
emotional rating by end users, which attempts to address 
some of the above issues, while being flexible in 
practical issues such as re-usability, standardisation and 
access. The paper is divided into three parts: (1) A 
method for obtaining “genuine” emotional speech 
recordings, namely Mood Induction Procedures (MIP 4) 
(Gerrards-Hesse, Spies et al. 1994), while recording in a 
controlled environment; (2) the analysis and annotation 
of the recorded assets via a purpose-built audio analysis 
tool (Cullen 2008) and (3) an implementation of the 
IMDI corpus annotation schema. 

2. Genuine Emotional Speech 
There are three main forms of asset used in existing 
speech corpora: simulated assets, broadcast assets and 
induced assets. A few examples of claimed ‘natural’ 
emotional speech databases exist (Scherer and Ceschi 
1997;2000; Chung 1999; Douglas-Cowie, Campbell et al. 
2003) although the justification for such content is that it 
is more natural when compared with simulated content. 
In the majority of cases what is termed ‘natural’ 
emotional assets are obtained from a broadcast source 
(mainly television) (Douglas-Cowie, Campbell et al.  
 

 
 
 
2003). However it can be argued that assets obtained 
from such sources may not be natural or contain genuine 
emotional content. 

2.1 Simulated Assets 
Corpora consisting of simulated assets use acted 
emotional states, read texts and imagined/recalled 
emotional situations (Banse and Scherer 1996; Enberg 
1997; Amir 2000; Kienast 2000; Pereira 2000). However 
very little is actually known about how simulated 
emotion compares to natural emotion (Douglas-Cowie, 
Campbell et al. 2003). Simulated emotion that involves 
reading from a text is not a spontaneous expression of 
emotion with read speech having distinct characteristics 
from spontaneous speech (Johns-Lewis 1986), with 
vowel substitution and reduction being more likely to 
occur in spoken as opposed to read speech (Van Bael 
2004). Emotional states can be considered to be an 
important factor in maintaining and negotiating social 
interaction and relationships (Cornelius 2000), 
communicating information about our intentions and 
possible behaviour to those around us: they compel us to 
action and regulate social communication (Plutchik 
2001). Simulated assets are often non-interactive (Banse 
and Schrerer 1996; Enberg 1997; Amir 2000; Kienast 
2000; Pereira 2000), consisting of monologues with little 
or no interaction from other agents. The neglect of the 
social dimension of emotional speech means that 
obtained assets may contain only a limited range of 
emotions.  
 
Numerous commentators have argued that there are 
fundamental biological and physiological aspects to 
emotion (Darwin 1872; James 1884; Bindra 1969; Frijda 
1988; McGuire 1993) with Johnstone (Johnstone 1996) 
arguing that emotion can induce changes in speech that 
the speaker cannot control and that these changes reflect 
the underlying physiological changes taking place. It is 
debatable whether these uncontrollable changes are 
present in simulated emotional speech, therefore, 
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simulated emotions may well be nothing more than a 
resemblance of real emotional states (Pugmire 1994). 
Thus the voluntary and non-spontaneous nature of 
simulated emotion may undermine its authenticity and its 
suitability as a method of obtaining natural emotional 
speech assets. 

2.2 Broadcast Assets 
Some corpora use assets obtained from broadcast sources, 
mainly television (Chung 1999; Douglas-Cowie, 
Campbell et al. 2003), the justification being that they 
are ‘natural’ compared to simulated assets 
(Douglas-Cowie, Campbell et al. 2003). Some of the 
problems associated with the use of simulated assets are 
also of concern in using broadcast assets. Furthermore, it 
can be argued that any broadcast is a performance, as the 
speakers are usually very aware of the recording process 
taking place. It is recognised in anthropological research 
that the presence of a researcher and equipment may 
cause people to act differently or even feel constrained in 
what can be said and done (Geer 1957; Gottdiener 1979).  
It is possible that this distortion and constraint means 
that televised emotional displays, like simulated emotion, 
may only be a facsimile of real emotion. The only way to 
prevent this distortion is to conceal the equipment and 
covertly record subjects; however this is a highly 
questionable practice and ethically unsound. The 
distorting effect may lessen over time as subjects become 
used to being recorded (Erickson 1982). This would 
suggest that it would be more relevant to use clips taken 
from the middle or towards the end of a televised 
program as opposed to clips taken from the start. 
However, there is an inherent perceptual bias to the 
recording process (Bellman 1977). This perceptual bias 
is inherent in the subjective decisions of the cameraman, 
the director, the producers and the editor and it cannot be 
known how this affects the final outcome of a broadcast 
piece. 

2.3 Audio Quality 
Assets taken from broadcast sources can be of varying 
audio quality, as ‘broadcast quality’ is a term rather than 
a definition; one cannot assume that assets obtained from 
broadcast sources are of uniform quality. Audio quality 
will also vary depending on the nature of the program, 
whether it is recorded in a studio or outside in public 
spaces (as many reality television programs are). Various 
other factors will affect the audio quality: noise from 
studio audiences, people talking across each other and 
environmental noise from outside broadcasts. The 
equipment used will also affect the sound quality: 
different broadcast situations may use different recording 
apparatus (microphones, cameras etc) and methods. The 
greatest single advantage of simulated assets is the 
potential for control of the recording environment, such 
that most simulated assets are obtained using studio 
equipment and conditions. The huge variation in 
recording quality found in other types of corpora (such 
as those using broadcast assets) precludes the definition 
of cohesive standards, and thus simulated assets are often 
preferred for this reason. 
 
 

2.4 Natural Assets and Mood Induction 
Procedures 

In order for assets to be considered natural for the 
purpose of analysis, the authors argue that they should be 
derived from non-simulated and non-broadcast sources 
with audio quality being of paramount importance. The 
induction of natural emotional responses in a laboratory 
environment, thus ensuring audio quality can be 
maintained, is achieved through the use of Mood 
Induction Procedures. Mood Induction Procedures (MIPs) 
are procedures that are designed to induce specific 
emotional states in a test subject within a controlled 
situation. The Success/Failure MIP (Forgras 1990; 
Henkel 2004) uses false feedback (positive or negative) 
concerning a subject’s performance in a test that they 
believe is testing their cognitive ability. By placing 
subjects in a situation where certain needs are activated, 
such as the need to succeed at a certain task, frustrating 
or aiding the subject in the attainment of their need can 
induce emotional states. While other MIPs have been 
found to be more successful in some cases 
(Gerrards-Hesse, Spies et al. 1994), their effectiveness 
may be overestimated due to demand effects 
(Westermann 1996). Demand effects pose a problem to 
the validity of MIPs due to the fact that participants may 
guess the purpose of the procedure (to elicit emotional 
responses) and so pretend to be experiencing the desired 
emotion. Any instruction given regarding required 
emotional states can cause a demand effect. The 
Success/Failure MIP avoids the creation of demand 
effects: the true nature of the experiment is not evident 
and can be further disguised if needed. Participants are 
engaged in a task and can be led to believe that the 
completion of the task is the purpose of the experiment. 
The use of false feedback, either positive or negative, 
further conceals the true purpose of the experiment. The 
use of a task based Success/Failure MIP may remove the 
subjective nature associated with some other MIPs, and 
allows the researcher to control and manipulate the 
experiment in greater detail. By frustrating or aiding the 
subjects in their task, without their knowledge, they can 
be guided towards natural negative or positive emotional 
states without being aware that a certain emotional state 
is required, thus avoiding the creation of demand effects. 

2.4.1. MIP Audio Quality 
The use of Mood Induction Procedures to stimulate 
emotion has the potential for the same recording 
conditions to be applied as with simulated assets. The 
difficulties associated with such conditions using MIPs 
are related to the concealment of recording equipment to 
avoid revealing the true purpose of the experiment prior 
to commencement. In Kehrein’s experiment (Kehrein 
2002), the fact that the participants were seated in 
separate sound proofed rooms, allowed the 
conversational interaction to be recorded as two separate 
high quality audio channels. This allowed both sides of 
the conversation to be analysed, including overlaps. 
Participants were aware of the presence of the recording 
equipment but believed it was used for them to 
communicate with each other.  
A task-based MIP offers a high degree of control, either 
hindering or aiding participants, while the use of separate 
sound proofed rooms enables high quality audio assets to 
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be obtained. This approach ensures that obtained assets 
are natural, compared to simulated and broadcast assets, 
while the co-operative nature ensures the social aspect of 
emotional expression is not neglected. The resulting 
emotional assets can be claimed to be natural and 
spontaneous, arising out of the manipulation of the task 
and the interaction of the participants as opposed to 
voluntary or knowingly coerced attempts to generate 
emotional states. 

2.5 MIP Experiment 
Taking into consideration the arguments presented above, 
an MIP was devised using modern games consoles and 
games, in conjunction with sound isolation booths 
(Vaughan 2007).The main advantage of these console 
systems is that a large amount of the games are usually 
designed with extensive multiplayer options that are 
cooperative and/or competitive in nature. Computer 
games have been used before by Jonhnstone (Johnstone, 
Reekum et al. 2005) and as far back as 1978 by Isen et. 
Al (Isen 1978) to elicit emotional responses. Johnstone 
in particular noted that they are particularly suited to this 
task due to the fact that they can easily be changed and 
manipulated in order to suit the experiment. Little or no 
external manipulation is necessary as modern game 
design focuses very much on immersing the gamer in the 
gaming world while the majority of games have been 
designed to be competitive and challenging, usually with 
an emphasis on competitive goal achievement. The 
overall game play and style of most games is therefore 
conducive to inducing emotional states in participants. 
External manipulation can be achieved, where needed, 
through unplugging a participant’s game controller, 
changing the time limit, giving false information 
regarding the amount of time left or through offering a 
cash or material reward (for elated states). 
 
Participants in the experiment are aware they are being 
recorded, all must sign a consent form giving permission 
for the recordings to be used for research purposes. 
However the true nature of the experiment is not 
revealed; participants are led to believe that competitive 
gaming or in game communication is being studied, thus 
minimizing the chance of a demand effect manifesting. 
The audio is recorded at 24bit/9Khz and once enough 
recordings have been attained, it is then analysed and 
annotated. 

3. Analysis and Annotation 
The audio recordings obtained from the gaming MIP are 
segmented into short phrases/clips. At present this is 
done by hand using a digital audio editor. However it is 
envisaged, and work is being undertaken in this area, that 
this will eventually be a semi-automatic or automatic 
process. These audio clips are then processed using the 
LinguaTag application in preparation for inclusion in the 
speech corpus. 

3.1 LinguaTag 
LinguaTag (Cullen 2008) is a purpose-built application, 
has been developed for the acoustic analysis and first 
stage of annotation (tagging) of the corpus. LinguaTag is 
written in Eiffel (Software 2008) and makes use of the 
PRAAT (Boersma and Weenink 2006) engine to obtain 

low-level acoustic data from the recorded signal, while 
providing a user-friendly interface for transcription, 
segmentation, labeling and emotional rating of the sound 
clips . The low-level analysis includes automatic vowel 
identification, with pitch, intensity and formant contours, 
as well as voice quality measures (Johnstone and Scherer 
1999; Gobl, Bennett et al. 2002) calculated for each 
vowel. Separate tiers in the annotation schema allow for 
acoustic analyses of larger clips, as well as the other 
linguistic annotations mentioned above. In addition, 
three sliders are available (pitch, intensity, duration) for 
setting thresholds for detection of stressed vowels. 
Emotional rating is performed using a circumplex model, 
comprised of two axes (activation and evaluation), 
adapted from Scherer (Scherer 1984; Vaughan 2007). 
LinguaTag outputs this data in a separate XML file, 
following the SMIL format (Consortium 2008; XML 
2008). This XML file is then uploaded with the original 
WAV file and an MP3 file for use in future online 
listening tests. 

3.2 IMDI Corpora 
Consideration has been given to the annotation schema 
itself, as the existence of metadata is arguably as crucial 
as the content of the corpus: metadata can be used to 
query data in a corpus, thus expanding its usability and 
re-usability. Developing powerful emotional speech 
technology applications and in-depth analysis in 
emotional speech research require ever larger amounts of 
data, both to overcome problems such as data-sparsity 
(Xiao, Dellandrea et al. 2005) and to enable use of the 
most appropriate data available. Therefore, corpora need 
to be sufficiently annotated for such queries to be 
possible, and there has to be a standardisation of the 
annotation form, to allow for easy universal access.   
 
Unfortunately, there is a lack of standardisation for 
annotating speech corpora, particularly in relation to 
emotive content. The only cohesive attempt at corpus 
metadata standardization performed thus far has been by 
the EAGLE/ISLE consortium (ISLE 2003), which has 
led to the development of the ISLE Metadata Initiative 
(IMDI). Although not a comprehensive (or universally 
adopted) standard, IMDI represents the only current 
standard for speech corpus metadata available. For this 
reason, it was decided to implement the IMDI standard 
within the speech corpus detailed in this paper in order to 
maintain as cohesive a standard as possible within 
current developments. The IMDI schema is extensive 
and so it was decided that initially only the four higher 
tiers of the schema (Project, Session, Actor and Content) 
would be implemented. It was felt that these were the 
most relevant elements of the schema to the corpus. This 
does not preclude the inclusion of other elements of the 
schema from being implemented at a later date should it 
be deemed necessary. 

3.3.1. Implementation 
The implementation of the IMDI annotation schema is 
structured as follows: A project groups together different 
bundles of sessions. A session is defined as the common 
bundle for linguistic events within IMDI metadata, and 
thus all speech assets are defined relative to a specific 
session. This allows an audio clip to be taken from a 
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longer recording for specific analysis, while still 
retaining the same overall metadata as all other files in 
that session bundle. Within each session, actors, i.e. 
participants in the recordings, are documented (with 
anonymity preserved at all times for ethical reasons) so 
that database queries involving geographical information 
or age can be performed. The content metadata relates to 
specific activities for a given session, such as the type of 
emotional content (induced, acted, etc) or other types of 
content categorization (the vocabularies are open for 
some of the tags). Finally, the asset metadata relates to 
the low-level acoustic information and the linguistic and 
emotional annotation that is performed by LinguaTag in 
SMIL format. 

 
 Figure 1: Example block diagram of the IMDI schema 

organisation. In this example, 3 separate session bundles 
are grouped logically under a single project. 

 
This approach is advantageous in that the definition of a 
particular project allows various sessions to be grouped 
in a logical form. Thus, in the case of the emotional 
speech corpus described in this paper, all sessions are 
organised relative to the project. Grouping sessions 
logically, allows for future expansion of the speech 
database to include other corpora developed for different 
purposes. The session definition provides a convenient 
way to group assets for analysis, allowing assets taken 
from different experiments to be assessed either in 
isolation or within a wider common context. The 
definition of an actor(s) within a session is a very useful 
aspect of the IMDI standard, as it allows the various 
participants in a speech recording to be documented for 
later consideration. In many instances, actor details may 
be vague and non-specific to ensure that ethical 
standards are adhered to (this is given as an option for 
each testing participant). However, as mentioned more 
detailed actor information would be of use for certain 
types of queries. Future work may consider the 
multi-lingual definition of assets within a corpus for 
analysis, and so actor information would be crucial for 
this. 
 
The annotation schema provides the flexibility of 

querying assets for different properties, such as speaker 
characteristics, emotional dimensions (Cullen 2006; 
Vaughan 2007) (e.g. ‘only negative’ or ‘extremely 
active’), or certain audio quality. In addition, the 
overhead associated with tagging the audio files is 
greatly reduced by the use of automation functionality 
(auto-suggest) during the tagging process. Metadata 
previously entered can be reused, e.g. metadata that is 
the same for the whole session need only be entered once. 
Similarly, any metadata shared between any number of 
assets in any combination, need not be re-entered, as it is 
available through the autosuggest functionality. 

 
 
 

  
 
 

Figure 2: Screenshots of the Session and Content screens 
 

There were, from the outset, several considerations that 
helped to define the technical architecture of the corpus.  
Firstly, the prototype must provide editors with the 
ability to insert assets, in the form of WAV files, and 
related Linguatag data, in the form of SMIL files. The 
prototype must parse the SMIL file and populate the 
corresponding database tables. The corpus, therefore, 
necessitates a storage layer or database as a persistent 
back-end. Secondly, editors require remote access to 
corpus assets. This allows for the addition, deletion and 
alteration of corpus assets and related metadata. At first, 
each asset was to be uploaded and annotated individually. 
However, following initial trials, it was decided to 
provide the ability for batch uploads, thereby allowing an 
editor to upload several assets at the any one time.  In 
this case, each asset is annotated with the same metadata. 
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4. Conclusion 
This paper considered a method for obtaining natural 
emotional assets and annotating them as part of a speech 
corpus. MIPs were determined as the best method for 
obtaining natural emotional speech assets. A gaming 
based MIP experiment was developed to elicit natural 
emotional responses from participants. In order to 
analyse these assets an application, LinguaTag, was 
developed (Cullen 2008), providing a SMIL file with 
detailed acoustic information that can be parsed by a 
relational database. The IMDI corpus standardisation 
was adopted and implemented in order to annotate the 
assets and provide a clear and concise method by which 
the data could be structured in a 3-tiered system. This 
approach goes someway to avoiding data-sparsity and 
improving the inter-operability of the corpus. 
 
At time of writing, the corpus contains over 150 fully 
annotated and tagged assets, and this figure is intended to 
grow. There is no defined headroom for the size of the 
corpus, but the experimental criteria, recording 
conditions and annotation metadata will be upheld in all 
future work. An on-line listening tool is also being 
developed and tested and will be the method by which 
on-line listening tests are carried out to rate the 
emotional dimensions of the assets. The intention of the 
online rating system is to obtain a statistical definition of 
emotional dimensions for each clip in the corpus, and 
rate each clip both in terms of its dimensional values and 
also the confidence rating for that clip. Thus, a clip 
which has been rated by more listeners will be defined as 
having a higher confidence level relative to its emotional 
dimension values, allowing statistical analysis to be 
performed on groups of assets in as robust a manner as 
possible. 
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Abstract  

We have developed a corpus of 75 human tutoring sessions and 139 machine tutoring sessions.  The human tutors are Joel Michael and 

Allen Rovick, Professors of Physiology at Rush Medical College, tutoring students about the baroreceptor reflex system, the negative 

reflex system that controls blood pressure in the human body.  All sessions were carried out keyboard-to-keyboard fashion with tutors 

and students in two separate rooms.  The machine tutor, CIRCSIM-Tutor, was designed to carry out a natural language dialogue with 

the student;  its strategies,  tactics, and  language are modelled on the human sessions.  The students in both human and machine 

sessions were first year medical students at Rush Medical College.  Our goal is to determine how to make CIRCSIM-Tutor detect 

student emotion and  respond to it. We have marked up expressions of emotion in  the human sessions extensively.   Contrary to the 

Media Equation of Reeves and Nass,   the students express much more emotion in the human sessions than in the machine sessions and 

the emotions expressed are much more positive in those sessions.   As anyone would expect,    the human sessions show much more wit, 

charm, and flexibility. The differences in expressed emotion may disappear  as the language abilities of  CIRCSIM-Tutor improve.

1. Introduction 

Almost twenty years ago we set out to build an Intelligent 

Tutoring System called CIRCSIM-Tutor that could carry 

on a natural language dialogue with students. This plan 

was first conceived by Joel Michael and Allen Rovick, 

Professors of Physiology at Rush Medical College, who 

had already authored several CAI systems for their 

students. Medical students, several years away from their 

required one semester of college-level physics, often have 

difficulty understanding negative reflex systems, so we 

chose to focus on the baroreceptor reflex, which controls 

blood pressure in the human body. The two domain 

experts had already spent a lot of time tutoring students on 

this material and also running small group 

problem-solving sessions.  Our goal was to model the 

kind of tutorial dialogue that the experts carried on with 

their students, so our first step thought was to make 

audio-tapes of several spoken tutoring sessions. The 

problems involved in the process of transcribing these 

sessions and the questions raised about the representation 

of the smiles, frowns, raised eyebrows, laughter, and 

groans that accompanied the dialogue convinced the 

experts to abandon spoken dialogue in favor of 

keyboard-to-keyboard dialogue with student and tutor in 

separate rooms.  They decided that this mode of keyboard 

tutoring would force them, and, of course, their students, 

to express all the interaction in words and thus provide us 

with much more appropriate examples of language to  

model in our system. This experiment was eventually 

successful; students do learn from the system (Evens & 

Michael, 2006; Michael et al., 2003). 

2. Dialogue Transcripts 

Over the years Joel Michael and Allen Rovick carried out 

75 sessions, most of them approximately one hour in 

length; the students in all cases were first-year students at 

Rush Medical College. All of these transcripts were 

captured using a version the Computer Dialogue System 

(CDS) developed by Jun Li (Li et al., 1992). CDS controls 

turn-taking, so that the tutor and the student cannot both 

type at once.  Each party to the dialogue must explicitly 

type a contribution, then yield the turn. A record of the 

current portion of the dialogue appears on both screens; 

the complete transcript is preserved as a file on the tutor‟s 

hard-drive.  Either party may interrupt the other, but only 

by asking for permission and receiving it. Once the 

session is over a numbering program goes through and 

labels each sentence with an indication of the person 

speaking, the number of the turn within the session, and 

the number of the sentence within the turn, as shown in 

Example 1.  

 
Example 1:  

K51-tu-44-1: OK, and what determines the                        
                      intracellular concentration of Ca? 
K51-st-45-1: The reflex. 
K51-st-45-2: Oops.   
K51-tu-46-1: so, what do you want to predict for IS?  
K51-st-47-1: IS 0 
K51-tu-48-1: right. 

       

After the input understanding module was replaced by a 

new one using a semantic grammar approach (Glass, 1999; 

Glass & Evens, 2008), the experts decided that the system 

was good enough to do a large scale trial of 

CIRCSIM-Tutor with medical students. We wound up 
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with 38 transcripts of computer tutoring from November, 

1998, and 35 from November, 1999.  The system was then 

made routinely available in a student laboratory.  In Fall, 

2002, we were able to collect 66 more transcripts of 

students interacting with a somewhat improved version.   

3. Transcript Markup        

During the analysis phase we marked up the human 

keyboard sessions in SGML style in a number of different 

ways, looking for tutoring strategies and hints,  and at the 

syntax used by the tutor and the student.  The markup that 

may possibly be of interest to the participants of this 

workshop involves student initiatives (Shah et al., 2002), 

student hedges, and student affect (Bhatt et al., 2004). A 

detailed discussion of the whole range of markup can be 

found in (Kim et al., 2006). 
 

Since the tutor begins with an agenda and gives the 

student a problem to solve, the tutor has the initiative most 

of the time.  Shah set out to study those occasions when 

the student does not try to answer the tutor‟s question, but, 

instead, takes the initiative by asking a question, 

proposing a mini-theory and asking for confirmation, 

challenging something the tutor said, or asking for 

conversational repair.  She marked up student initiatives 

and tutor responses as shown in Example 2. 

 
Example 2:  

  K12-tu-87-2: How does the reflex manage to lower                               

                        TPR? 

  K12-st-88-1: Dilation of blood vessels  

  K12-tu-89-1: And how does it accomplish that? 

  <S-Init, Goal = RFI, Form = Fragment, Focus =Causal   

               Reasoning, Hedged=Y> 

  <S-HEDGES-SENTENCE,TYPE=EITHEROR,  

               FUN =  INIT> 

K12-st-90-1: Either decreased symp.   

  K12-st-90-1: Or increased para. 

  K12-st-90-2: (did i reverse it) 

  </S-HEDGES-SENTENCE> 

  </S-Init> 

  <T-Resp,  Goal = EXP, Form=Declarative, Delivery   

                   Mode = Monologue> 

  K12-tu-91-1: There's practically no                                  

                        parasympathetic innervation of …              

  </T-Resp> 

4. Marking up Emotions 

Bhatt looked at the student dialogues with the computer 

tutor and decided that it was imperative to change the way 

that CIRCSIM-Tutor responds to student expressions of 

emotion as illustrated in Example 3. 

 

Example 3:  

 CIRCSIM-Tutor: What are the determinants of SV?                                      

 Student: I hate computers.                                                      

 CIRCSIM-Tutor: Please respond with prediction table  

                             parameters.    
 

He decided to mark up the student affect in the 25 most 

recent human tutoring sessions: K52-K76 and look at how 

the human tutors responded. (Example 4 is Example 1 

with affect markup added.) 

 
Example 4:  

  K51-tu-44-1: OK, and what determines the   

                        intracellular concentration of Ca? 

  K51-st-45-1: The reflex. 

  <S-SHOWS-AFFECT, TYPE=APOLOGY, FUN=ANS> 

  K51-st-45-2: Oops.  

  </S-SHOWS-AFFECT> 

  K51-tu-46-1: so, what do you want to predict for IS?  

  K51-st-47-1: IS 0 

  K51-tu-48-1: right. 
 

The markup indicates that the student is expressing an 

emotion (apologizing for an answer that is clearly not 

what the tutor wanted, though correct) and that this input 

functions as part of an answer rather than a student 

initiative. Unfortunately, Bhatt‟s emotion typology is 

entirely ad hoc (see Table 1). 

 

Affect Type Frequency Examples 

Contemplation       19 
Hmmm. Well. I 

am thinking. Um. 

Apology       18       

Sorry. Talk about a 

stupid, careless error.  

Oops! 

Gratitude       14 Thank you. 

Realization       14 Aah.  Oh. 

Comprehension       12 I get it.  Aha. 

Confusion       10 

I‟m a bit confused. 

I‟m having difficulty. 

Got mixed up. 

Feedback         6 

This has been 

helpful.  That makes 

sense. 

Curiosity         2 
I‟m curious. I 

wonder …. 

Courtesy         1 
Good morning. 

Good-bye. 

Amazement         1 Wow. 

Amusement         1 Ha. Ha. 

Pain         1 Ouch. 

Frustration         0 

Let‟s proceed.  Go 

on. I will ask Dr. 

Michael. 

 

Table 1: Bhatt’s Emotion Types Ordered by Decreasing 

Frequency in 25 Expert Human Sessions (K52-K76). 
 
Bhatt found that students used many fewer expressions of 
affect with CIRCSIM-Tutor than with human tutors, and 
that those that they do use are almost all negative, while 
those that they used in human sessions were much more 
positive (Bhatt et al., 2004).   
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We provide some examples of markup of the more 

common categories of affect.  The examples that Bhatt 

categorized as contemplation come in two flavors; one 

kind, shown in Example 5, has a hesitation marker of 

some kind; the other, shown in Example 6, includes 

“well,” which suggests that the student does not expect 

the tutor to like this input.  Both kinds seem to inspire the 

tutor to give some kind of explanation. 

 

Example 5: 

  <S-SHOWS-AFFECT, TYPE=CONTEMPLATION> 

  K72-st-42-1: hmmm...by not taking up as much Ca  

                       into the sarcoplaxmic reticulum 

  </S-SHOWS-AFFECT> 

 

Example 6:  

  <S-SHOWS-AFFECT, TYPE=CONTEMPLATION> 

  K72-st-60-1: well,  we wanted to know would happen  

                       immediately, not after subsequent steps. 

  </S-SHOWS-AFFECT> 

 

The categories GRATITUDE and REALIZATION are 

tied for third place in terms of frequency in the 25 sessions 

counted here. Recognizing GRATITUDE is relatively 

easy; some form of the word “thank” appears every time, 

as  in Example 7. 

 

Example 7: 

  <S-SHOWS-AFFECT, TYPE=GRATITUDE> 

  K75-st-95-1: Thanks 

  </S-SHOWS-AFFECT> 

 

Realization, shown in Example 8, appears in a number of 

different guises.  It seems most important to recognize and 

respond to the ones where the student needs help. 

 

Example 8:   

  <S-SHOWS-AFFECT, TYPE=REALIZATION> 

  K64-st-18-2: wait – I don‟t understand 

  </S-SHOWS-AFFECT> 

 

The category that Bhatt labeled comprehension is often 

combined with other types of affect, as in Example 9.  

 

Example 9: 

  <S-SHOWS-AFFECT, TYPE=COMPREHENSION> 

  K67-st-56-1: Thanks, I think I understand 

  </S-SHOWS-AFFECT> 

 

We classify as CONFUSION examples where the student 

uses the words difficult, confuse, confusion, trouble, or 

hard. The student in Example 10 makes it easy by using 

two of these signals. 

 

Example 10: 

  <S-SHOWS-AFFECT, TYPE=CONFUSION>  

  K67-st-50-1: Yes- I seem to have trouble relating TPR   

                        and MAp(I get them confused ). 

  </S-SHOWS-AFFECT> 

Students realize that people want feedback (Example 11).  

The computer tutor never sees it. 
 

Example 11: 

  <S-SHOWS-AFFECT, TYPE=FEEDBACK > 

  K52-st-54-2:  This was fun, I really like this interactive  

                         style of learning. 

  </S-SHOWS-AFFECT> 
 
The students almost never express frustration with the 
expert tutors, but we included this category in our table 
because we do see it with novice tutors, as in Example 12. 

Students working with novice tutors, who are more 

advanced medical students, challenge those tutors often, 

and even, as in this case, reject their explanations. 
 

Example 12:  

  <S-SHOWS-AFFECT, TYPE=FRUSTRATION> 

  N2-st-65-1: I will refer that question to Dr. Michael. 

  </S-SHOWS-AFFECT> 

5. Emotions in CIRCSIM-Tutor Sessions 

Student expressions of emotions in the CIRCSIM-Tutor 

sessions are very different from those we see in the human 

tutoring sessions.  We probably should not have been 

surprised.  Bozena Thompson (1980), in one of the first 

studies of human responses to  natural language 

communications with a computer, found that the navy 

personnel using her system cursed it out regularly, 

although they told her that the system was useful and 

effective. This is consistent with the results of a 

Wizard-of-Oz experiment reported by Barbara Fox (1993).  

Fox found that the students were pleasant and polite to 

human tutors, but were extremely rude to the same tutors 

when they interacted with them over a computer link and 

were told that they were communicating with a computer.  

   Emotions in the 1998 Sessions 

In November, 1998, 50 first-year students at Rush 

Medical College used CIRCSIM-Tutor for an hour in a 

morning laboratory; 24 students worked in pairs so we 

wound up with 38 session transcripts containing a total of 

1801 student turns. Several students typed help and 

received a hint as in Example 13 below. 
 

Example 13:  

  T: What is the other determinant of Stroke Volume? 

  S: help 

  T: Please respond with prediction table parameters 

  S: cvp 
 
The student can obtain the same kind of result from typing 
a question mark as in Example 14. 
 
Example 14: 
  T: What parameter in the prediction table represents 
       preload?  
  S: ? 
  T: Please respond with prediction table parameters 
  S: cvp 
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So it is not clear that help should be classified as 

expressing emotion. There are also places where the 

student is almost certainly testing the system, as in 

Example 15. 

 

Example 15: 

  T: By what mechanism is Total Peripheral Resistance    

      controlled? 

  S: by local control or myogenic mechanism l 

  T: Is the mechanism of control neural or physical? 

  S: dent 

  T: Is the mechanism of control neural or physical? 

  S: both 

  T: Is the mechanism of control neural or physical? 

  S: physical 

 

Sometimes  the student  seems  definitely angry  as  in 

Example 16. Fortunately, the system recognizes “+” as 

meaning increased. 

 

Example 16: 

  T: What is the correct value of Cardiac Output? 

  S: eat shit 

  E: It should be increased, decreased, or unchanged 

  S: kiss my ass 

  E: It should be increased, decreased, or unchanged 

  S: + 

5.2   Emotions in the 1999 Sessions  

In November, 1999, we tried a new version of 

CIRCSIM-Tutor out with 42 first-year medical students; 

14 used the program in pairs, so we wound up with 35 

separate transcripts.   We made a number of changes to the 

parser from the year before: we improved the spelling 

correction algorithm and we recognized a number of 

correct but previously unexpected inputs that the 1998 

version of the program erroneously stigmatized as wrong.  

We would like to believe that the angry student input 

disappeared because we had succeeded in making the 

system less frustrating to use; it seems more likely that 

this was the result of running a big experiment with a new 

system; we had faculty and Computer Science students 

patrolling the room trying avert system crashes or get the 

system back up if it crashed (it didn‟t). We found only one 

definite expression of emotion (see below in Example 17), 

but a number of places that may be deliberate nonsense 

inputs or may be just wrong answers. We list the 

suspicious ones in Table 2.   

 

Example 17: 

  T: What is the other determinant of Mean Arterial    

      Pressure? 

  S:  reflex 

  T: Please respond with prediction table parameters 

  S: - 

  T: Please respond with prediction table parameters 

  S: clueless 

  T: Please respond with prediction table parameters 

  S:  heart rate 

It is clear that a human tutor would have responded to that  

sad “clueless.”  Before the 2002 experiments we changed 

the system to stop the process and give the student the 

answer, if the student receives two responses in a row 

describing what input the system is expecting and still 

does not respond with appropriate input. This solution 

avoids several of the other problems that appeared in the  

1999 transcripts. 

 

Sess CIRCSIM-Tutor Question Student Ans. 

  8 
What are the determinants 

of Stroke Volume? 
kl 

31 

What is the other 

determinant of Stroke 

Volume? 

io 

31 
Which determinant is 

dominant in this case? 
- 

16 
Which determinant is 

dominant in this case? 
jj 

19 

What stage must the value 

of Cardiac Output follow 

in SS? 

0 

19 
What is the correct value 

of Cardiac Output? 
t> 

 

Table 2: More Possibly Affective Responses to CST in 

                             November, 1999 

5.3 Emotions in the 2002 Sessions  

In November, 2002, most of the first year class used 

CIRCSIM-Tutor for one hour in a regularly scheduled 

laboratory session. Some students worked alone, some in 

pairs, so we wound up with only 66 transcripts.  

Interpreting affect very broadly, we found 20 instances of 

affect in these 66 sessions, far fewer than the 88 instances 

of affect in the 25 human tutoring sessions that are 

counted in Table 3. Even more striking, only 12 sessions 

(18%) contained any affect at all, as opposed to 22 (88%) 

of the human tutoring sessions. 

 

If we calculate a chi-squared statistic for the 2x2 table 

(Table 4) we get a chi-squared value of 34.84, which 

indicates a probability less than 0.001 of this outcome 

occurring at random. 

 

The affective remarks are also very different in tone. 

There are no examples of apologies and contemplation 

(the most common categories in human sessions).  4 of the 

inputs to the computer are actively hostile, a category that 

does not appear in human sessions.  10 of the inputs are 

deliberate nonsense, which also does not appear in human 

sessions.  In addition to the 20 examples listed in Table 3, 

there are two sequences in which the students are clearly 

testing the system; these we judged as rational experiment, 

rather than affect.  One reason for these differences, we 

believe, is that we added a large number of “Why” 

questions, with the goal of obtaining longer, more 
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thoughtful responses from the students and some students 

did not choose to answer these questions. We also 

received a lot more null responses (no text, just a carriage 

returns) than we had seen before. 
 
 

Sess CIRCSIM-Tutor Question Student Answer 

M52 
Why did you predict that IS 

would not change? 
0     

M52 
Why did you predict that IS 

would increase? 
1 

M52 
What does the baroreceptor 

reflex do? 
1 

M52 
Can you explain why HR did 

not change? 
no 

M59 
What does the baroreceptor 

reflex do? 
nothing 

M65 
Can you explain why HR did 

not change? 
+ 

M67 
Why did you enter 'no 

change' for TPR?  
BC 

T48 
Why did you enter 'no 

change' for TPR? 
you know why 

T48 
Can you explain why HR did 

not change? 
yes, i can. 

T48 Why is MAP still decreased? 
I don‟t want to 

tell you. 

T56 
Why did MAP change in the 

manner that you predicted? 

[Student copies 

an earlier CST 

response] 

T60 
Why did MAP change in the 

manner that you predicted? 

In other words, 

Nikie knows all 

T60 
Why did you predict that IS 

would not change? 
it 

T65 

CO decreased in DR and 

increased in RR.  Why did 

you predict that it would 

decrease in SS?  

dr 

T74 Why is MAP still decreased? blalaal 

T76 
Why did you enter 'no 

change' for TPR? 
the TPR can 

T79 
Why did you predict that IS 

would not change? 
hatever 

T81 Why is MAP still decreased? asdf 

T81 
What does the baroreceptor 

reflex do? 
t 

T81 
Why did you enter „no 

change‟ for TPR? 
Nimish said so. 

 

Table 3:  Possibly Affective Student Responses to 

CIRCSIM-TUTOR in  November 2002 

 
 
 
 

Sessions  

with/without Emotion 

Human 

Tutors 

Machine 

   2002 

Totals 

Emotion    22     12  34 

No Emotion      3     54  57 

Totals    25     66  91 

 

Table 4: Sessions with and without Emotion 

(chi-squared = 34.8, p<0.001). 

6.    Implications for CIRCSIM-Tutor 

Our transcripts do not conform to the Media Equation   

(Reeves & Nass, 1996).  Students do not respond to 

CIRCSIM-Tutor in the same way that they respond to 

human tutors in keyboard-to-keyboard mode. They                         

express much less emotion to the system than to human 

tutors and what emotion they do express is much less 

friendly.  A comparison of hedges in these two sets of 

sessions showed that students hedge constantly to human 

tutors, but almost never to CIRCSIM-Tutor (Bhatt, Evens, 

& Argamon, 2004). Some of these differences may be due 

to the fact that CIRCSIM-Tutor does not begin by 

greeting the student and otherwise observe the social 

norms.  Our expert tutors and colleagues at Rush Medical 

College felt that this approach was bogus, but now that it 

has become the norm for interactive software as well, we 

wonder if we should try to persuade them to reconsider. 

The work of Pon-Barry et al. (2006) suggests that it may 

be easier to detect emotion in spoken tutoring sessions.  

 

One of the referees suggested that we look up the 

literature on threat analysis and we have added this 

project to our list of future research, although no student 

has yet threatened harm to us or our software.  We are also 

considering redoing our markup using the approach in 

(Wiebe, Wilson, & Cardie, 2005).   

7.  Conclusion 

We have transcripts of 75 human tutoring sessions, each 

approximately one hour long, available with and without 

our markup.  We also have transcripts of machine tutor 

sessions with three different versions of CIRCSIM-Tutor 

(38 from 1998 plus 35 from 1999 plus  66 from 2002, 

making 139, all told).  Although the machine tutor is 

modeled on the expert human tutors it does not have the 

same wit, charm, and natural language processing 

capability. Our machine tutor sessions contain fewer 

examples of overt emotion; the machine tutor sessions 

also involve more hostility and deliberate nonsense input.  

(Sometimes we find it hard to distinguish between 

emotion and attempts to test the system).    

 

Please email the second author if you wish copies of any 

or all of these transcripts.  Professor Joel Michael is happy 

to allow anyone to use these transcripts so long as 

acknowledgement is made to him and to Rush Medical 

College. 
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Abstract 

We present two studies on authentic vocal affect expressions. In Study 1, the speech of social phobics was recorded in an anxiogenic 
public speaking task both before and after treatment. In Study 2, the speech material was collected from real life human-computer 
interactions. All speech samples were acoustically analyzed and subjected to listening tests. Results from Study 1 showed that a 
decrease in experienced state anxiety after treatment was accompanied by corresponding decreases in a) several acoustic parameters 
(i.e., mean and maximum F0, proportion of high-frequency components in the energy spectrum, and proportion of silent pauses), and b) 
listeners’ perceived level of nervousness. Both speakers’ self-ratings of state anxiety and listeners’ ratings of perceived nervousness 
were further correlated with similar acoustic parameters. Results from Study 2 revealed that mean and maximum F0, mean voice 
intensity and H1-H2 was higher for speech perceived as irritated than for speech perceived as neutral. Also, speech perceived as 
resigned had lower mean and maximum F0, and mean voice intensity than neutral speech. Listeners’ ratings of irritation, resignation 
and emotion intensity were further correlated with several acoustic parameters. The results complement earlier studies on vocal affect 
expression which have been conducted on posed, rather than authentic, emotional speech. 

 

1. Background 

Recent reviews of studies of vocal expression have shown 

that discrete emotions like anger, fear, joy, and sadness 

can be accurately communicated, also cross-culturally, 

and that each emotion is associated with relatively distinct 

acoustic characteristics (e.g., Juslin & Laukka, 2003; 

Laukka, 2008). However, the majority of previous 

research is subject to two major limitations – a) they have 

mainly been conducted on posed expressions and b) have 

limited their choice of emotion categories to full-blown 

basic emotions. It can reasonably be argued that posed 

expressions must be relatively similar to naturally 

occurring expressions in order for communication to be 

successful (Davitz, 1964), but posed expressions may also 

be exaggerated and more intense than authentic, everyday 

expressions (Scherer, 1986). Also, studies on spontaneous 

affect expression in everyday speech have reported that 

clear expressions of basic emotions are rarely found in 

normal day-to-day conversations, whereas expressions of 

milder and more subtle affective states occur more 

frequently (e.g., Campbell, 2005; Cowie & Cornelius, 

2003; Devillers et al., 2005).  

  

Researchers have attempted to study authentic vocal 

expressions in a number of ways. For instance, various 

affect induction methods have been applied in order to 

study the effects of the manipulation on the voice (e.g., 

Aubergé et al., 2006; Bachorowski & Owren, 1995; 

Bonner, 1943; Johnstone et al., 2005). Another line of 

research has investigated spontaneous emotional speech 

from real-life conversations (e.g., Devillers et al., 2005; 

Eldred & Price, 1958; Greasley et al., 2000; Lee & 

Narayanan, 2005; Litman & Forbes-Riley, 2006). These 

kinds of investigations are valuable, but also have 

limitations. For one thing, it is difficult to induce strong 

and well-differentiated emotional reactions in laboratory 

settings, which makes the study of intense emotional 

states difficult. Further, the study of real-life 

conversations is made complicated by the fact that one 

rarely has any control over what emotions, if any, the 

speakers actually were experiencing.  

2. Aims 

We present two studies on authentic vocal expressions 

which complement earlier research. More specifically, we 

explored the expression of non-basic emotions (anxiety, 

irritation, and resignation) using two different methods of 

collecting affective speech. In Study 1, the speech of 

social phobics was recorded during an anxiogenic public 

speaking task both before and after treatment. In Study 2, 

the speech material was collected from real life 

human-computer interactions.  

3. Method 

3.1 Study 1  

The speech of patients with social phobia (N = 71, 45 

women, 26 men, mean age = 35 years) was recorded in an 

anxiety provoking situation (i.e., giving a public speech) 

before and after pharmacological treatment, using data 

from a large ongoing project on treatment for social 

phobia conducted at Uppsala University. The patients 

were divided into responders and non-responders based 

on the effects of the treatment. Responders showed 

significantly less anxiety at post-treatment than at 

pre-treatment when compared to non-responders who 

served as a control group. Changes in self-reported state 

anxiety from pre- to post-treatment were evaluated using 

the Spielberger State-Trait Anxiety Inventory 

(Spielberger et al., 1970). The speech samples were 
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further analyzed regarding a number of acoustic 

parameters, and subjected to listening tests.  

 

The recordings were made while the patients took part in a 

PET assessment and lay in the scanner. The patients were 

instructed to give a 2-minute speech about a vacation or 

travel experience, which was performed in the presence of 

a silently observing audience and the patients were 

instructed to observe the audience in order to increase 

observational anxiety. The first 10 seconds of speech from 

each subject at both recording occasions was subjected to 

acoustic analyses conducted with Praat (Boersma & 

Weenink, 2007).  

 

The speech samples were further subjected to listening 

tests to test whether listeners could accurately perceive 

the speakers’ level of anxiety. Sixteen listeners (8 men, 8 

women, mean age = 24 years) judged the nervousness of 

all speech stimuli on a scale from 0 (not nervous at all) to 

10 (very nervous). Before being entered into the listening 

test, the speech stimuli were content-masked by low-pass 

filtering. This procedure eliminates phonetic information 

and renders the speech unintelligible and sounding 

muffled. Nevertheless, affective information transmitted 

by F0, voice intensity and temporal aspects of speech is 

largely preserved. For a fuller description of the speech 

corpus used in Study 1, the reader is referred to Laukka et 

al. (in press). 

3.2 Study 2  

The speech material used was recorded from real life 

voice controlled telephone services by the Swedish 

company Voice Provider. The original database consisted 

of 61,078 utterances; mainly brief commands such as 

“yes” and “no”, but also short sentences. All utterances 

were classified as neutral, emphasized or negative by a 

senior voice researcher. The majority of utterances were 

neutral, but the negative utterances included both irritated 

and resigned speech. Parts of this corpus have been used 

in prior studies on the automatic detection of affect from 

speech (e.g., Neiberg et al., 2006).  

 

For our purposes we made a further selection of 

utterances from the Voice Provider database with the 

constraint that we should have at least one neutral and one 

affective utterance from each included speaker, in order to 

allow for within-subjects analyses. A further constraint 

was that the utterances should be of sufficient recording 

quality for acoustic analysis, and not contain any 

truncations, repetitions or other problems. The selected 

200 utterances came from 64 different speakers and each 

speaker contributed between 2 to 6 utterances. Again, the 

speech samples were acoustically analyzed using Praat. 

Preliminary analyses of the acoustical characteristics of 

this selection of utterances have been reported in Forsell 

et al. (2007). 

 

Twenty listeners (7 women, 13 men, mean age = 29.5 

years) were asked to rate all speech samples on each of the 

following scales: irritation/anger, resignation/sadness, 

neutral, and level of emotion intensity. All scales ranged 

from 0 (not perceived at all) to 7 (very clearly perceived). 

4. Results 

Different sets of acoustic cues were analyzed in the two 

studies. Therefore we limit the presentation to cues which 

were common to both studies (e.g., pitch, voice intensity, 

spectral energy distribution, and temporal aspects of 

speech). For Study 1, we first wanted to examine the 

effect of anxiety on the acoustic measures. Because the 

decrease in self-reported anxiety from pre- to 

post-treatment was significantly larger for responders 

than for non-responders, we conducted planned 

comparisons (t-tests) between responders and 

non-responders for all acoustic cues. The analyses were 

conducted on the change scores from baseline to post-trial. 

To calculate the change scores for the voice cues, we 

subtracted the post-trial value for each cue from the 

baseline value for the same cue for each patient (i.e., we 

utilized a within-persons design). Thus a large change 

score indicated a large decrease from pre- to 

post-treatment. The results from the planned comparisons 

confirmed that the differences were significantly larger 

for responders than for non-responders for mean F0 (t69 = 

2.52, p < .05), maximum F0 (t69 = 2.48, p < .05), and 

percentage of silence (t69 = 4.32, p < .001). In other words, 

a decrease in experienced anxiety was accompanied by 

corresponding decreases for the above acoustic cues. 

Additionally, we found a significant difference in change 

score for proportion of high-frequency energy (measured 

as the proportion of spectral energy above vs. below 1000 

Hz [HF 1000]), indicating that proportion of 

high-frequency energy also decreased from pre- to 

post-treatment for responders, but not for non-responders 

(t45 = 3.45, p < .01). 

 

We also wanted to relate the acoustic measurements with 

the listeners’ perceptions of nervousness, because the 

correlations between listeners’ ratings and voice cues give 

clues about what cues listeners use when making 

inferences about speakers’ affective states. To that end we 

computed the correlations (Pearson r) between changes 

(pre- to post-treatment) in voice cues and listeners’ mean 

ratings of nervousness, see Table 1. Changes in several 

voice cues were significantly correlated with changes in 

perceived nervousness. For example, decreases in 

maximum F0 (r = .24) and percentage of silence (r = .29) 

were associated with a decrease in perceived nervousness. 

Also, an increase in mean voice intensity was negatively 

correlated with an increase in perceived nervousness (r = 

-.35, all p’s < .05). 

 

For Study 2, we also first wanted to investigate acoustic 

differences between affective and neutral utterances. 

Therefore we first calculated the mean values for each 

acoustic measure (across all speech samples that were 

rated as neutral, irritated, or resigned by the 20 listeners) 

for each speaker. Then we investigated whether the mean 
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differences between neutral and irritated/resigned 

utterances were significant using within-groups t-tests. 

The tests revealed that mean F0 (t25 = 4.88, p < .0001) and 

the 5th quantile of F0 (F0 Q5; t25 = 3.22, p < .01) were 

significantly higher for irritated compared to neutral 

speech. The opposite results were obtained for resigned 

speech: both mean F0 (t16 = -2.24, p < .05), and F0 Q5 (t16 

= -2.31, p < .05), were significantly lower than for neutral 

speech. Irritated speech further had higher mean voice 

intensity than neutral speech (t25 = 3.29, p < .01), whereas 

resigned speech had lower mean voice intensity than 

neutral speech (t16 = -2.57, p < .05). Also, irritated speech 

had higher H1-H2 (a spectral correlate of open quotient) 

than had neutral speech (t25 = 2.12, p < .05). Resigned 

speech additionally had longer mean syllable duration (i.e. 

slower speech rate) than neutral speech (t16 = 2.51, p 

< .05). 

 

Voice cue N STAI-S Nervousness 

F0 M 71 .25 * .16 ns 

F0 SD 71 -.14 ns -.06 ns 

F0 max 71 .26 * .24 * 

Voice inten- 

sity M 

47 -.21 ns -.35 * 

High frequency 

energy 

[HF 1000] 

47 .35 * .27 ns 

Speech rate 

[syllables/s] 

71 .18 ns .02 ns 

% Silence 71 .37 *** .29 * 

        Note. * p < .05, *** p < .001 

 

Table 1: Correlations (Pearson r) between changes (from 

baseline to post-trial) in voice cues and changes in a) 

speakers’ self reports of anxiety (STAI-S) and b) listeners’ 

ratings of nervousness from Study 1. 

 

Finally we wanted to investigate the associations between 

acoustic cues and the listeners’ perception of irritation and 

resignation. For this purpose we calculated the 

correlations between acoustic cues and the listeners’ mean 

ratings of irritation and resignation, see Table 2. We found 

significant positive correlations between irritation ratings 

and mean F0 (r = .19), mean voice intensity (r = .44), and 

mean syllable duration (r = .20; p’s < .01). Conversely, 

resignation ratings were negatively correlated with F0 

standard deviation (r = -.40), F0 Q5 (r = -.25), and mean 

voice intensity (r = -.46). As also shown in Table 2, 

listeners’ ratings of neutral and emotion intensity were 

significantly correlated with several voice cues. 

5. Discussion 

The presents results complement earlier studies on vocal 

affect expression which have been conducted on posed, 

rather than authentic, emotional speech. The studies have 

several noteworthy features, the implications of which 

will be briefly discussed below. First, we utilized within 

subjects designs, where each speaker acted as his or her 

own control. Thus, we could control for individual 

differences in baselines of the acoustic cues, whereas a lot 

of previous research has failed to include adequate control 

conditions with which to compare affective speech.  

 

Second, we used two different kinds of affective speech 

corpora. Unlike most previous studies on induced 

affective speech, in Study 1 we managed to induce 

relatively strong affect. Nevertheless, the effects of the 

induced anxiety on the acoustics of speech were only 

small to moderate. One possible explanation of this could 

be that the speakers tried to mask their expressions in 

order to keep up a non-nervous appearance. The 

possibility of expression suppression clearly presents a 

challenge for the study of authentic vocal expressions and 

should be directly addressed in future investigations. In 

Study 2 we instead used recordings of spontaneous speech. 

Therefore we did not have any direct control over what 

emotions the speakers were experiencing. However, 

because of the context where the recordings were made 

(i.e., human-computer interactions where the 

communication was not working) we are fairly confident 

that the speakers actually did experience irritation and 

resignation, respectively.  

 

Voice 

cue 

Irritation Resignation Neutral Emotion 

intensity 

F0 M .19 ** -.12 ns -.15 * .21 ** 

F0 SD -.03 ns -.40 *** .22 ** .00 ns 

F0 Q5 .14 ns -.25 *** -.03 ns .16 * 

Voice  

intensity 

M 

.44 *** -.46 *** -.12 ns .47 *** 

H1-H2 .01 ns -.11 ns .00 ns .05 ns 

Mean  

syllable 

duration 

.20 ** .08 ns -.22 ** .15 * 

Mean 

duration 

of 

silence 

.04 ns .00 ns -.03 ns .00 ns 

Note. * p < .05, ** p < .01, *** p < .001 

 

Table 2: Correlations (Pearson r) between acoustic cues 

and listeners’ mean ratings of irritation, resignation, 

neutral, and emotion intensity from Study 2. 

 

Third, the present results can be compared to previous 

results obtained with posed expressions (e.g., Juslin & 

Laukka, 2003). In general, the present results obtained 

with authentic expressions are similar to previous results 

obtained with posed expressions; though the effect sizes 

for non-portrayed affective speech are generally lower 

than for portrayed expressions (see also Williams & 

Stevens, 1972). Further, Study 2 is the first study that we 

know of where ratings of emotion intensity have been 

collected from spontaneous speech. The acoustical 

correlates of emotion intensity from Study 2 (see Table 2) 

are also in accord with previous studies conducted on 

posed expressions (e.g., Laukka et al., 2005).  
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Fourth, in the present studies we investigated the 

acoustical correlates of anxiety, irritation, and resignation, 

whereas most previous studies have instead investigated 

the basic emotions fear, anger, and sadness. As it turned 

out, the acoustical correlates of anxiety, irritation, and 

resignation were very similar to those of fear, anger, and 

sadness, respectively, which supports the hypothesis that 

affect in speech may be coded in terms of broad emotion 

categories/families (Laukka, 2005).   

 

Fifth, the results from Study 1 lend support to the often 

hypothesized coupling between experienced emotion and 

expressive behavior, though they also speak against a 

one-to-one relationship between experienced and 

expressed emotion.  

 

To conclude, designing experimental studies of authentic 

affect expression is fraught with difficulties, especially 

concerning how to collect the expressions. However, we 

believe that such studies are necessary to yield a better 

understanding of emotional vocal production, and about 

how and when emotion experience and various aspects of 

vocal expression co-occur. 
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Abstract  

Driving is a context that lends itself to the study of ‘emotion in action’. A full-scale simulator has been used to study how prior induced 
emotion affects both standard indicator variables (vocal, facial and physiological) and the actions that a driver takes in a variety of 
contexts where emotion might be expected to be relevant. Induction uses a novel method which allows relatively strong emotions to be 
sustained and refreshed over a relatively long period. The contexts include a sequence of hazards; an opportunity to drive too fast; 
mental load; and sustained frustration. Analysis at an early stage, but emotion-related patterns, in both action and physiology, appear to 
emerge in poorly controlled responses to these contexts. It is intuitive that emotion may take that form, and the data illustrate the kind 
of resource needed to test whether it does.   

 

 

1 Introduction 

There is an increasingly widespread view that emotions 

are at root ways of relating to situations. They involve 

selective ways of perceiving situations (de Sousa 2004; 

Döring 2004; Deonna 2005) and distinctive ways of 

acting in and towards them (Frijda 1986, 2006); and 

they compete with other ways of perceiving and 

controlling action (Teasdale 1999, Cowie and 

Cornelius, 2003). The situation at the focus of an 

emotion may be part of the surrounding landscape, or 

part of the person’s mindscape (for instance, an event 

long past, or anxiously anticipated). On that conception, 

the signs of emotion can be expected to pervade the 

person’s ‘action and interaction’, in the phrase that was 

used in the HUMAINE network (http://emotion-

research.net/projects/humaine/deliverables/d5a). 

Until recently, most data collection reflected a very 

different conception of emotion. Broadly speaking, the 

records portrayed distinctive, short-lived episodes 

where a rush of feeling was accompanied by signs with 

a very specific link to that kind of feeling. The move 

away from that position has been gradual. There has 

been steady accumulation of data showing the various 

kinds of emotional colouring that are part of interaction 

(Cowie, Douglas-Cowie and Cox 2005). However, there 

is still relatively little data showing how emotion 

influences action and is expressed in the course of 

action. The omission is significant because it is bound 

up with our whole understanding of emotion. For 

instance, if we understand that people may read emotion 

from the way a person picks up a teacup, it should 

influence the way we think about signs of emotion in 

the voice. They may connect as indirectly to emotion as 

spilling the tea and ignoring the spill, not in the direct 

way that we tend to think a frown does, or a smile. 

One of the problems is that action is so difficult to study 

over a period of any length. Driving is one of the 

scenarios where it seems possible to let people take 

action without feeling constrained, and still keep them 

in range of recording devices (cameras, microphones, 

and for that matter other body-worn sensors). As a 

result, it lends itself to a theoretically important kind of 

study.   

Clearly, driving is also practically important, and a 

body of research on emotion and driving has 

accumulated for that reason. It has developed gradually. 

There is a long standing tradition of work that uses the 

term emotion, but which in practice focuses on stress 

and mental load (Fernandez and Picard 2003, 

McMahon, Cowie, Kasderidis, Taylor, and Kollias 

2003). These are both easy to induce in driving tasks, 

and are both quite likely to precipitate emotion; 

nevertheless, they are not emotion in the ordinary sense. 

‘Road rage’ attracts attention, but the research tends to 

treat it as something that lies outside the normal range 

emotion - a pathological symptom exhibited by 

maladjusted individuals (Galovski and Blanchard 

2004). Some recent work has moved closer to 

investigation of emotion in the normal sense, but in a 

very a special context: studying how drivers react to in-

car systems that express emotions like or unlike their 

own (Nass et al 2005). There is still very little work on 

the simple, central issue of the way emotion, in the 

ordinary sense, is reflected in the actions of a driver.  

From a practical point of view, one of the central 

questions is whether easily obtained measures can 

identify the emotional states that are important for 

driving. Three main types of source have been 

considered. Voice has been studied extensively (Grimm 

et al 2007). Physiological methods are also commonly 

considered (Nasoz, Alvarez, Lisetti and Finkelstein 

2004). Visual information, particularly information 

about about eye movements, has also been considered.   

This paper reports studies that have generated a 

substantial body of data on the way emotion in a 

straightforward sense affects driving. The basic 

paradigm is as follows. Emotion is induced using a 

specially developed technique, EM3, to establish one of 

three states: angry, elated, or neutral. Participants then 

undertake driving tasks in a full scale simulator. The 

data recorded include physiological measures as 
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standard, and in some settings visual and auditory 

records, and records of performance on a secondary 

(attention) task; but also an instant-by-instant record of 

driving behaviour. 

2 The techniques 

2.1 Induction  

EM3 was developed because existing techniques are 

limited in various ways. The methods most often used 

in driving research induce stress (or load), which is a 

different problem. Music changes driving behaviour, 

but not necessarily through its effects on emotion: its 

most obvious effect is to set a tempo which is difficult 

to break even if it is inappropriate. The emotion induced 

by standard techniques (such as the Velten procedure) 

tend to dissipate when participants have a task like 

driving to focus on. EM3 uses a Velten-like procedure 

followed by discussion of topics that it has been 

established in advance are highly emotive for the 

particular individual.  The effects are long lasting and 

easy to refresh.  

The core measures are standard physiological measures, 

ECG, GSR, Respiration, and skin temperature; and 

moment by moment records of the driver’s road 

position, acceleration, and use of the controls (steering, 

throttle and brakes). These are supplemented by records 

of nearest approach to other vehicles and pedestrians, 

and of certain types of accidents (offroad excursions, 

speeding, crashes, etc.). Participants also used a 

standard instrument to self-rate their emotional state at 

key stages in each study.  

2.2 Drives  

Three basic type of drive were used to study key 

contexts in which emotion might be expected to affect 

action: responses when faced with sudden hazards; 

responses when a cognitive load is imposed; and 

responses to sustained obstacles.   

Drives 1 and 2 presented participants with sudden and 

immediate hazards requiring rapid reactions.  

A full intersection with signposts.  Trees gradually 

disappear completely on approach to intersection.  The 

participant has right-of-way, but a motorcyclist 

approaching from the left-hand side fails to yield.  The 

motorcyclist is programmed so that if the driver keeps 

constant speed it will collide with the driver’s vehicle.   

Pedestrian Scenario 1.  The approaches a roadside shop 

with a number of pedestrians standing outside the 

building.  A bus is parked partially on the road so the 

driver will have to pull out onto the oncoming lane in 

order to pass the bus.  There is light on-coming traffic.  

Pedestrians standing in front of the bus are hidden from 

the driver’s view until he/she begins to overtake the 

bus.  As the driver overtakes the bus two pedestrians 

and a dog suddenly walk out onto the road, and the 

driver must break suddenly to avoid a collision.   

Obstacle: Abandoned Car.  The driver approaches as 

sharp bend where a car is stopped partially in the 

driver’s lane There is light on-coming traffic.  The 

driver must brake, and then pull out to overtake the 

stalled vehicle.   

Wrong lane vehicle.  As the driver approaches a bend, 

an oncoming vehicle is approaching in the opposite 

lane, and a van is overtaking this vehicle in the driver’s 

lane.  As there is an approaching vehicle in the other 

lane, the driver has to pull onto the hard shoulder in 

order to avoid a collision.   

Pedestrian Scenario2.  The driver approaches a 

roadside shop, where a car is parked partially on the 

road, forcing the driver to pull out onto the oncoming 

lane in order to pass the parked car.  There is light on-

coming traffic.  As the driver overtakes the car a child) 

suddenly runs out onto the road from the entrance of the 

shop. Because of the timing of the scenario (the 

pedestrian begins crossing just as the driver passes), the 

driver is less likely to collide with the pedestrian in this 

situation than in the previous pedestrian situation (in 

drive 1).   

The cognitive load condition involved a relatively 

undemanding drive, during some periods of which 

participants had to respond to symbols overlaid on the 

‘windscreen’ (roughly simulating a in-car information 

system). There were two periods of divided attention, 

each involving 15 symbol changes, roughly 600ft apart. 

The sustained frustration condition was divided into 

periods of sustained hazard interspersed with a 2 mile 

period of relatively undemanding driving. In the first 

hazard, drivers quickly found themselves behind a slow-

moving vehicle (a hearse) on a very winding stretch of 

road, with heavy oncoming traffic (72 vehicles over the 

2 mile period), make overtaking the hearse very 

difficult. A 75mile stretch of straight road followed 

immediately after, giving the driver an opportunity to 

overtake the hearse if he/she chose. Drivers then 

encountered thick fog (visibility approx 50ft).  The fog 

becomes visible in the distance, but from its edge to its 

thickest depth of opacity is a distance of only 150ft, so 

it seems to descend quite suddenly.  Heavy oncoming 

traffic was also present.  

2.3 Participants  

There were 41 participants in the Sudden Hazards study 

(2 drives), and 45 in each of the Sustained Hazards and 

Cognitive Load condition (3 drives each). Drives lasted 

between 3 and 6 minutes (depending on drivers), 

making approximately 24 hours of data.  
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2.3 Processing  

Data has been preprocessed to give accessible files. 

Driving data is structured into separate files for basic 

road position, episodes of hazardous behaviour, and 

outright incidents (crashes, etc). The raw physiological 

data has been analysed using the Augsburg BioSignal 

Toolbox, giving reliable measures of heart rate, 

breathing rate, etc. These measures can be related to 

each other and to records of the conditions to explore 

the way both overt action and visceral response relate to 

emotional state and external demands. Exactly as with 

other kinds of dataset, the records can be used as a basis 

for automatic recognition techniques aimed at 

identifying emotion on the basis of mode of action 

rather than simply facial or vocal signs. Recordings of 

facial and vocal signs are also available, though they 

have not been analysed. In contrast to most data sets, 

this one can also be used to look for predictors with an 

immediate practical applications, that is, predicting 

when a driver may be a risk to him/herself and others. 

 

 

3 Illustrative data 

We believe that this kind of data offers a rich picture of 

the way emotion affects and is reflected in multiple 

channels, in ways that depend profoundly on the 

context. Capturing the connections is a challenge for 

both psychology and machine learning, but both depend 

on the availability of appropriate data.  

The figures below illustrate the kinds of connection that 

the data suggest may be present. 

Figure 1 shows traces of key physiological indicators 

during the sudden hazards condition. The subject is 

angry. Various types of action, such as acceleration and 

braking, also depended on emotional state in that 

condition. What figure 1 shows is that in that condition, 

the physiological indices shifted substantially during the 

demanding events – suggesting that even if long-term 

anger does not change these indices in benign 

circumstances, it does dispose them to change markedly 

when sudden demands are imposed.  

 

 

Figure 1: Processed physiological indicators in a sudden hazards drive 
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Figure 2 Processed biosignals in the two periods with cognitive load contrasted with a central undemanding period. 
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Figure 3 Distance to the slow car as a function of time in the least patient neutral driver (top panel) and an angry one 

(lower panel). 

Figure 2 shows an angry participant during the 

cognitive load condition. Again, anger is reflected in 

over-reaction, shown in marked physiological changes 

between the load period and the undemanding drive.  
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Figure 3 shows the pattern of change in distance behind 

the slow-moving-vehicle for the least patient neutral 

participant and for an angry driver. It is not surprising 

that neutral drivers accept a period of delay behind the 

slow car, whereas angry drivers tend to overtake despite 

the risk. What is interesting is this database includes 

signs of emotion like that, which common-sense regards 

as highly symptomatic, but which present in few if any 

other databases.  

4 Conclusion 

It has been said that the job of philosophy is assembling 

reminders. The same is partly true of databases. The 

Belfast Driving Database assembles records that reflect 

ideas about emotion that are intuitive, but easily 

relegated to the margins in the process of designing 

procedures to elicit emotion and measure the ways it 

may appear.  

Two central points are raised. One is that emotion is 

reflected not only in steady-state expressive behaviours, 

but also in behaviours that occur when certain 

circumstances arise. The second is that emotion may be 

reflected in reflected in a multiplicity of behaviours 

which have no specific relationship to emotion. What 

they reflect is the disruptive effect of emotion on 

systems that normally keep action within acceptable 

limits.   

It is not yet certain what kinds of relationship the 

database will allow to be identified in a robust way. The 

description of results highlights relationships that are 

interesting, and consistent with intuition, but not 

proven. What matters is that the material documents 

action, physiological variables, and other signs, in a 

format that  links the signs to records of the situations in 

which the signs occurred. That kind of evidence is 

needed to test reasonable but subtle intuitions about the 

way emotion is reflected in action and interaction. 
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Abstract 

Multimodal emotion recognition gets increasingly more attention from the scientific society. Fusing together information coming on 
different channels of communication, while taking into account the context seems the right thing to do. During social interaction the 
affective load of the interlocutors plays a major role. In the current paper we present a detailed analysis of the process of building an 
advanced multimodal data corpus for affective state recognition and related domains. This data corpus contains synchronized dual 
view acquired using high speed camera and high quality audio devices. We paid careful attention to the emotional content of the corpus 
in all aspects such as language content and facial expressions. For recordings we implemented a TV prompter like software which 
controlled the recording devices and instructed the actors to assure the uniformity of the recordings. In this way we achieved a high 
quality controlled emotional data corpus. 

 

1. Introduction 
The affective state of a person is very important in human 
communication. During social interaction humans 
express their affective state through a large variety of 
channels, such as facial expressions, communicative 
gestures like body posture, emotional speech, etc.  The 
semantic content of our communication is largely 
enriched by transmitting to the interlocutor our current 
affective state. The affective state influences the way we 
interact with our interlocutors, our actions and reactions 
to certain situations. Also, in the case of human computer 
interaction, it would greatly increase the quality of our 
experiences if the machine would be able to adapt to our 
affective state. We can imagine for instance that we are 
involved into a crisis situation and we use our PDA to 
communicate to and receive indications from a central 
crisis management center. Knowing the affective state of 
the user the system can adapt the content and layout of the 
messages to increase their receptivity. The system can do 
this transparently, for all users without requiring that the 
sender is aware of this. In this way we can optimize the 
search and rescue activities. There are many other 
applications of affective state recognition, to name a few 
more: children toys which can tailor to the children needs 
in each moment, any public kiosks, ATMs, driver safety 
systems, etc.  
 
As in the case of speech recognition (McGurk and 
MacDonald 1976) people use context information 
acquired through different communication channels to 
improve the accuracy of the affective state recognition. 
For instance speech and emotion recognition are two 
much interconnected processes, which influence each 
other. The exact influence is not completely elucidated. 
Our speech influences the facial expressions and our 
facial expressions influence our speech. Of course the 
affective state of the speaker is largely transmitted 

through prosody. Buchan et. al. (Buchan et. al. 2007) 
analyzed what the subjects are watching while trying to 
understand what people are saying or what facial 
expressions are they showing. They showed that the 
distribution of gaze is dependent on the distribution of 
information in the face and on the goals of the user. It was 
concluded as well that emotion related information is 
spread on the entire face. Notable is for instance the 
concentration of the gaze around the nose when the signal 
to noise ratio decreases. 
 
Data corpora are an important building block of any 
scientific study. The data corpus should provide the 
means for understanding all the aspects of a given process, 
direct the development of the techniques toward an 
optimum solution by allowing for the necessary 
calibration and tuning of the methods and also give good 
means for evaluation and comparison. Having a good data 
corpus (i.e. well designed, capturing both general and also 
particular aspects of a certain process) is of great help for 
the researchers in this field as it greatly influences the 
research results. Having this in mind we decided to build 
such a data corpus. A good data corpus should have a 
good coverage of the process it going to be investigated 
such that every aspect should get a fair slice.  
 
We present in this paper a detailed analysis of the process 
of building an advanced multimodal emotion data corpus 
for the Dutch language. We strongly believe that sharing 
our experiences is the first step for understanding the 
issues around building a reliable data corpus. We envision 
a future standard for data corpora that combines the views 
of the entire scientific community. 

2. Recordings’ settings 
This section presents the settings used while compiling 
the data corpus. Figure 1 shows the complete image of the 
setup. We used a high speed camera, a professional 
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microphone and a mirror for dual view synchronization. 
The camera was controlled by the speaker, through a 
prompter like software. The software was presenting the 
speaker the next item to be uttered together with 
directions on the speaking style required. This provided 
us with a better control of the recordings. 

2.1 Audio and Video devices 
The audio and video quality is an important issue to be 
covered. An open question is for instance, what is the 
optimum sampling rate in the visual domain? Current 
standard for video recording frame rate ranges from 24 up 
to 30 frames per second, but is that enough? A first 
problem and the most intuitive is the difficulty in handling 
the increased amount of data, since the bandwidth needed 
is many times larger. A second problem is a technical 
problem and is related with the techniques used for fusing 
the audio and video channels. Since it is common practice 
to sample the audio stream at a rate of 100 feature vectors 
per second, in the case when the information is fused in an 
early stage, we encounter the need to use interpolation to 
match the two data sampling rates. A third issue, that 
actually convinced us to use a high speed camera, is 
related to the coverage of the visemes during recording, 
namely the number of frames per visemes. In the paper 
ChiŃu and Rothkrantz 2007 it was showed that the 
visemes coverage becomes a big issue when the speech 
rate increases. While talking with experts from the brain 
and speech domain we learned that recording at 125Hz 
should cover almost every movement on a person’s face. 
There are, however, movements like the lips vibration 
when the air is pushed with high speed through the loosely 
closed lips that require some 400Hz for exact recording. 
Therefore we decided to use a high speed camera for 
video recordings. As we aim to discover where the most 
useful information for emotion detection lies and we want 
to give the possibility for developing new applications we 
decided to include side view recordings of the speaker’s 
face in our corpus.  
 
When one goes outside the range of consumer devices, 
things become extremely more complicated and definitely 
more expensive. The quality of the sensors and the huge 
bandwidth necessary to stream high speed video to the PC 
makes high speed video recording very restrictive. We 
used for recording a Pike F032C camera built by AVT. 
The camera is capable of recording at 200Hz in black and 
white, 139Hz when using the chroma subsampling ratio  
4:1:1 and 105Hz when using the chroma subsampling 
ratio 4:2:2 while capturing at maximum resolution 
640X480. By setting a lower ROI the frame rate can be 
increased. In order to increase the Field Of View (FOV), 
as we will mention later, we recorded in full VGA 
resolution. To be able to guarantee a fix and uniform 
sampling rate and to permit an accurate synchronization 
with the audio signal we used a pulse generator as an 
external trigger. A sample frame is shown in Figure 2. To 
acquire a synchronized dual view we used a mirror which 
was placed behind the speaker at 45° (see Figure 1).  

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Figure 1: The setup of the experiment.  
 

In the case of video data recording there are a larger 
number of important factors that control the success of the 
resulted data corpus. Hence, not only the environment, 
but also the equipment used for recording and other 
settings is actively influencing the final result. The 
environment where the recordings are made is very 
important since it can determine the illumination of the 
scene, and the background of the speakers. We use 
mono-chrome background so that by using a “chroma 
keying” technique the speaker can be placed in different 
locations inducing in this way some degree of visual 
noise.  
 
For recording the audio signal we used NT2A Studio 
Condensators. We recorded a stereo signal using a sample 
rate of 48kHz and a sample size of 16bits. The data was 
stored in PCM audio format. The recordings were 
conducted in controlled laboratory environment. We 
considered that it is more advantageous to have very good 
quality recordings and degrade them in a post process as 
needed. The specific noise can be simulated or recorded in 
the required conditions and later superimposed on the 
clear audio data. An example of such database is 
NOISEX-92 (Varga and Steeneken 1993). This dataset 
contains white noise, pink noise, speech babble, factory 
noise, car interior noise, etc. 
 
 
 
 
 
 
 
 
 
 
 

Figure 2: Sample frame with dual view.  
 

2.2 The Prompter Tool 
Using a high speed camera increases the storage needs for 
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the recordings. It is almost impossible to record 
everything and than during the annotation process, cut the 
clips at the required lengths. One main reason is that when 
recording in high speed high resolution the bandwidth 
limitation requires that the video be captured in the 
memory (e.g. on a RAM Drive). This makes the clips to 
have a maximum length of approximately 1 minute, 
depending on the resolution and color subsampling ratio 
used. However, we needed anyway to present the speakers 
with the pool of items required to be uttered. We build 
therefore a prompter like tool that provided the user the 
next item to be uttered together with some instructions 
about the speaking style and also controlled the video and 
audio devices. The result was synchronized audio and 
video clips already cropped to the exact length of the 
utterance. The tool provided the speaker the possibility to 
change the visual themes to maximize the visibility, and 
offer a better recording experience. 
 
 
 
 
 
 
 
 
 
 
 
 

Figure 3: Prompter view during recordings.  
 

The control of the software was done by the speaker 
through the mouse buttons of a wireless mouse that was 
taped on the arm of the chair. After a series of trials we 
conclude that this level of control is sufficient and not 
very disruptive for the speaker. The tool was also used to 
keep track of the user’s data, recording takes and 
recording sessions. 

2.3 Emotional speech 
There are two different approaches to collect data for an 
emotion database: by capturing real data or by inducing 
the emotional status to the actors. The first approach is 
almost impossible to be used because of all the ethical 
issues linked with trust and personal intimacy. Therefore 
we collected a set of stories which carried a strong 
emotional load. We asked each speaker to read each story 
and then transpose him/herself into the right affective 
state and utter a set of 5 appropriate sentences as a 
possible reaction to the particular story. Of course a good 
question regarding this approach would be whether the 
quality of the expressed emotions is preserved, or the 
recorded material contains artificial performances. In real 
life it is very difficult to select isolated emotions; usually 
people show an amalgam of emotions. The speakers were 
divided into two groups: professional actors and naive 
speakers. All speakers were native Dutch. This is very 
important for the case of emotional speech since the 

performance of the speaker could get less genuine and 
definitely less spontaneous as result of the speaker 
spending more time in preparing his speech. However, it 
could be very interesting to analyze the cultural effect on 
expressing ones’ emotions through facial expressions and 
prosody. We recorded 21 emotions which are listed in 
Table 1. An example of the story and reactions used for 
recordings is given in Table 2. 
 

# Emotion # Emotion 
1 Admiration 12 Fear 

2 Amusement 13 Fury 

3 Anger 14 Happiness 

4 Boredom 15 Indignation 

5 Contempt 16 Interest 

6 Desire 17 Pleasant surprise 

7 Disappointment 18 Unpleasant surprise 

8 Disgust 19 Satisfaction 

9 Dislike 20 Sadness 

10 Dissatisfaction 21 Inspiration 

11 Fascination   

 
Table 1: List of emotions considered for recordings. 

 

Dutch original 

Emotie: “Bewondering” 
Vertelling: “Je loopt samen met een vriend/vriendin   
door een dure winkelstraat in Amsterdam en ziet in de 
etalage een jas hangen die je altijd al had willen 
hebben. Je droomt over wat je zou doen als je het geld 
had om deze jas te kopen. Je gaat voor de etalage staat 
en denkt...” 
Reactie: 
     R1: Oooohhh... 
     R2: Dat ziet er goed uit! 
     R3: Die zou ik graag hebben! 
     R4: Was die maar van mij! 
     R5: Zodra ik mijn geld heb, is die jas van mij! 

English approximative translation 

Emotion: “Admiration” 
Story: “You walk together with your friend/girlfriend 
in front of a fancy store in Amsterdam and you see in 
the store’s window a coat that you always wanted. You 
dream of what you would do if you have had the money 
to buy the coat. You stand in front of the window and 
think.... 
Reaction: 
     R1: Oooohhh... 
     R2: That looks so nice! 
     R3: I would really want it! 
     R4: That is for me! 
     R5: As soon as I’ll have money, that coat is mine. 

 
Table 2: Story and possible reactions for “admiration”. 
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3. Demographic data recorded 
As we specified in the introduction a proper coverage of 
the variability of the speakers is needed to assure the 
success of a data corpus. We also have seen that there is a 
language use difference between speakers. This can be 
used for instance to develop adaptive recognizers. 
Therefore we recorded for each speaker the following 
data: gender, age, education level, native language (as 
well as whether he/she is bi-lingual) and region where 
he/she had grown up. The last aspect is used to identify 
possible particular clusters in the pool of actors. The 
cultural background of the actors can play an important 
role in the expressions showed. Persons from different 
cultures might give different meaning to different gestures 
and expressions. In our case since we only collect data 
based on native Dutch speakers we expect that the cultural 
impact to be reduced. However, it is a matter that should 
be investigated anyway. 

4. Research goals and usability of the 
resulted data corpus 

As we specified in the introduction the presented corpus 
targets the domain of multimodal affective state 
recognition. However, we have a large interest in 
analyzing the degree in which the emotional content and 
the speech content interfere. Hence we would like to be 
able to describe the impact of the affective state on the 
visemes shown by the speaker.  
We also envision that by analyzing the data recorded we 
will be able to develop a formal way for annotating and 
describing such affective data. 
We also expect that the resulted data corpus will enable 
the analysis of the recording quality, especially of the 
video sampling rate on the recognition results.  

5. Data corpus size 
The duration of each recording session was 
approximately 45 minutes. Each session resulted in a 
number of 105 performances recorded by the actor. Hence 
each actor recoded approximately 15 minutes. We 
collected data from 25 persons, mainly students at our 
technical university (of course we also took advantage of 
the rest of the stuff in our department). We would like 
however that our complete data corpus to contain data 
from at least 50 actors. We also have access to a number 
of professional actors which agreed to take part in our 
experiment. This set is particularly important because 
their performances are going to be used for assessing the 
quality of the acted emotions by the rest of the actors.   
Hence in total we expect to collect more than 5000 
performances.  

6. Conclusions 
We presented in this paper our thoughts and investigations 
on building a good data corpus. We presented the settings 
used during the recordings, the language content and the 
recordings progression. The new data corpus should 

consist of high speed recordings of synchronized dual 
view of speaker faces while uttering emotional speech and 
showing the appropriate facial expressions. It should 
provide a sound tool for training, testing, comparison and 
tuning a highly accurate affective state recognizer. There 
are still many questions to be answered with respect to 
building a data corpus. For instance which modalities are 
important for a given process, and moreover what is the 
relationship between these modalities. Is there any 
important influence between different modalities?  
A major issue to be addressed is the quality of the acted 
data. As we specified we plan to use the recordings of the 
professional actors to assess the quality of the rest of the 
naïve actors.  
Our data corpus only contain recordings with individuals 
showing emotions triggered by reading some emotional 
stories, however we only consider scenes with single 
actors showing “clean” emotions. However, it has been 
shown that there are multiple situations in real life when 
people show in fact an amalgam of emotions. This issue 
should be address as well. 
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Abstract 

The collection of emotion-related signals, such as face video sequences, speech utterances, galvanic skin response, and blood pressure 
from pupils in a virtual reality environment, when the pupils attempt to evacuate a school during an earthquake, is addressed in this 
paper. We assess whether pupil's spontaneous emotional state can be accurately recognized, using classifiers trained on elicited 
emotional speech and videos. 

 

1. Introduction 

A great expectation in human-centered computer 

interaction has been to exploit user's emotional state 

recognition as a feedback mechanism in order to adapt 

computer's response to user needs or preferences (Picard, 

2000; Scherer, 2003; Ververidis and Kotropoulos, 2006a). 

In this paper, we report on an application-driven 

multi-modal emotion- related corpus collected in a virtual 

reality (VR) scenario, when pupils attempt to evacuate a 

school during an emulated earthquake. Several 

emotion-related bio-signals were recorded, while the 

pupils were immersed in the virtual earthquake 

environment. The data recorded were face videos, speech 

utterances, galvanic skin response for sweat indication, 

and blood pressure. Emotion recognition from facial 

videos (Kotsia and Pitas, 2007) as well as from speech 

(Ververidis and Kotropoulos, 2006b) have been 

thoroughly studied the past years. Sweat indicator and 

blood pressure signals have not been adequately studied 

yet, though related publications have been appeared and 

patents have been granted for their measurement. A 

wearable signal sampling unit with sensors mounted on 

the hand and the foot was developed in (Picard, 2000). 

Patents for sensors integrated with mouse, keyboard, and 

joystick have also been granted (Ark and Dryer, 2001). 

The entire experiment was designed so that it provides 

objective evidence in order to evaluate the VR 

environment developed for training the pupils to cope 

with earthquakes, which frequently occur in Greece. In 

this paper, an assessment of the VR environment is 

presented, that is based on subjects' facial expressions, 

emotionally colored speech utterances, sweat indication, 

and the heart beat rate. An algorithm that recognizes the 

emotional state of a subject from speech is briefly 

discussed. To train the classifier, training data are used, 

whose elicited emotional state is known. Accordingly, the 

experiments are divided into two phases. In the first phase, 

the pupils learn how to express their emotions. In the 

second (or evaluation) phase, the pupils express their 

emotions during the emulated earthquake situation. 

The outline of the paper is as follows. Data collection is 

described in Section 2. The classification of the collected 

facial videos is presented in Section 3. The classification 

of utterances into emotional state is accomplished via the 

Bayes classifier, which is described in Section 4. In 

Section 5, the galvanic skin response signal and the heart 

beat rate are analyzed. Finally, conclusions are drawn in 

Section 6.  

2. Recording scenario 

The VR environment emulates an earthquake occurring 

while the pupil is in a school classroom. Each pupil wears 

virtual reality glasses and sweat indicator and heart beat 

recording sensors prior to his immersion in the VR 

environment. Two microphones and a joystick, which is 

used for navigation within the VR environment, are 

placed nearby. A high resolution (near-field) camera is 

placed in front of the pupil in order to capture the head 

with high quality. Next to this camera a laptop exists that 

displays the VR environment the pupil sees. A second 

(distant) camera captures the entire experimental setup 

recording both the pupil and the virtual environment 

he/she is immersed in, in order to enable the annotation of 

the experimental recordings by psychologists and the 

synchronization of all input signals (video, audio, sweat 

indication, and heart beat signals). The experimental 

setup is depicted in Figure 1. 

 

 

 

 

 

 

 

 

                          

                         Figure 1: Experimental setup. 

 

Regarding the experimental procedure, during the first 

phase, the pupils learn how to express their emotions. 

Episodes from several Greek movies were presented to 

the pupils. Each movie episode contains facial and speech 

expressions from an actor/actress colored by a certain 

emotion. By doing so, the pupils are familiarized with 

their role in the experiments. Two examples are depicted 

in Figure 2, where two pupil expressions are shown. 

In detail, 14 pupils (5 boys and 9 girls) of age between 9 

and 17 years were asked to express 13 utterances under 7 

elicited emotional states.    These  utterances  are  used  to        
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                (a)                                           (b) 

Figure 2: Recording examples depicting (a) anger; (b) 

disgust. 

 

train the speech emotion recognition algorithm. The 7 

emotional states of both the facial expressions and speech 

utterances are {anger, disgust, fear, happiness, neutral, 

sadness, and surprise}. The linguistic content of the 

utterances recorded during the first phase is described in 

Table 1. 

 

Table 1: Linguistic content of utterances in Greek and 

their translation in English appearing inside parentheses. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

The utterances collected in the first phase are 1396 (i.e. 14 

(subjects) x 7 (states) x 13 (repetitions) plus some 

duplicates). In addition, a video capturing the facial 

expressions for each emotional state was recorded 

without any utterance by the pupil. During the first phase, 

1 video sequence and two speech recordings (the first 

coming from the camera microphone and the second from 

a lavaliere microphone) were collected. 

In the second phase, the pupils are immersed in a VR 

earthquake environment that consists of VR glasses and a 

joystick. The VR environment was developed on the top 

of the engine of the “Quake” game (Tarnanas et al., 2003). 

During the earthquake immersion, a virtual teacher 

(avatar) is giving instructions on how to cope with the 

situation, e.g. “Wait for the earthquake to stop” or 

“Proceed carefully to the exit”. The objective is to assess 

pupil's emotional states within the VR environment. The 

following recordings were collected in the second phase: 

(i) 2 video sequences (one sequence capturing the facial 

expressions and another one recording the VR 

environment simultaneously with the pupils' expressions 

so that psychologists could evaluate the pupils' reactions); 

(ii) 3 speech recordings (2 recordings stem from the two 

cameras microphone and the third comes from a lavaliere  

 

 

 

 

         

(a)                                       (b) 

 

 

 

 

         

(c)                                       (d) 

 

Figure 3: Captured snapshots from the distant camera for 

two subjects displaying sadness and fear (a) and (c) and 

the simultaneous high-resolution recordings of the face by 

the near camera (b) and (d). 

 

microphone); (iii) 1 sweat indicator signal; (iv) 1 blood 

pressure signal. 

The sweat indicator signal is the electrical conductivity 

between fingers (galvanic skin response, GSR) when a 

small electric current is applied. The blood pressure is 

measured by a plethysmograph, that is a pressure sensor 

positioned on a finger with a velcro strap. Through the 

blood pressure, one is able to measure heart beat rate by 

peak picking. Snapshots from the second phase are shown 

in Figure 3. In Figures 3(a) and 3(c), frames captured by 

the distant camera are shown. Sweat (SW) indication and 

heart beat (HB) rate at a certain time instant are overlaid 

in Figures 3(a) and 3(c). A laptop PC that shows exactly 

what the pupil sees was positioned near the pupil, so that 

the distant camera captures both the pupil and the VR 

scenes. Simultaneously, the second video camera records 

pupil's face, as shown in Figures 3(b) and 3(d). Technical 

details of the equipment are briefly summarized next. 2 

PCs were used. The first PC was used to record the sweat 

signal, the blood pressure, and the speech from the 

lavaliere microphone. The second PC was running the VR 

environment. The following peripherals were used: 2 

video cameras, 1 data recorder (IWorx-114), 1 pressure 

sensor (PT-100), 2 electrodes for measuring GSR 

(GSR-200), 1 sound sampling console (Behringer 

UB802), 1 condense microphone (AKG C417III), 1 

joystick with force feedback, and 1 pair of VR glasses. 

3. Classification of videos into emotional 
states during the immersion in VR 

The method used to classify the facial expressions was the 

one proposed in (Kotsia and Pitas, 2007). However, due to 

the nature of the VR environment, only the facial 

expressions related to fear, sadness, and happiness were 

studied in the second (test) phase. Thus, the geometrical 

displacements of the deformed Candide grids were used 

as an input to a three-class Support Vector Machine (SVM) 

for facial expression recognition. 

Fear is expected to appear most often during the 
experiments as it is the most common facial expression in 
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Figure 4:Evolution of anger, sadness, and surprise in time. 
 
a case of an earthquake. Sadness is also expected as the 
pupil tends to be disappointed when obstacles prevent 
him/her to go out to the yard. When the pupil finally 
manages to get out (at the end of the immersion) he 
displays happiness. 
These observations agree with the results collected when 
the system proposed in (Kotsia and Pitas, 2007) was used.  
An example of the evolution of the three aforementioned 
facial expressions in time is shown in Figure 4. As can be 
seen, fear is present during the entire video recording, 
apart from the beginning (when the pupil is in a neutral 
state) and the end (when the pupil is happy). In between, 
the intensity of fear decreases as sadness appears due to 
the several obstacles preventing the pupil's exit. 
Happiness appears only at the end of the recording, when 
the pupil manages to get out.  

4. Classification of utterances into 
emotional states 

 

The utterances collected during the first phase are used to 

train a speech emotion classifier. Speech from three 

emotional classes was used, namely, fear, happiness, and 

neutral.  A set of 113 statistics of short-term pitch, energy, 

frequency contours is extracted, as in (Ververidis and 

Kotropoulos, 2006b). Each class-conditional probability 

density function of the extracted acoustic features is 

modeled by a multivariate Gaussian. Based on the 

aforementioned assumption, the Bayes classifier was 

designed. In order to find an unbiased estimate of the 

correct classification rate (CCR) admitted by the Bayes 

classifier, cross-validation is used, where 90% of the 

available utterances are exploited to train the classifier 

and the remaining 10% is used for classifier testing. 

Cross-validation is performed in a subject-independent 

manner. The average CCR for several cross-validation 

repetitions is used to estimate the CCR. The number of 

cross-validation repetitions for an accurate estimate of the 

average CCR is about 200 (Ververidis and Kotropoulos, 

2006b). In order to avoid CCR deterioration, the 

Sequential Floating Forward Selection (SFFS) algorithm 

(Pudil et al., 1994) is used to select the feature subset that 

optimizes the CCR. 

Two classification schemes are used, namely, the 

single-level scheme and the two-level one. In the 

single-level scheme, classification is performed in three 

classes. In the two-level scheme, two classifiers were 

employed. The first classifier is optimized by SFFS for 

separating {fear, happiness} vs. {neutral} states, and the 

second one is used for separating {fear} vs. {happiness}. 

The main idea behind the two-level scheme is that the 

acoustic features selected by SFFS in the first level are 

different than those selected by SFFS in the second level. 

The CCR achieved by the Bayes classifier with SFFS in 

the single-level scheme is 61.7%, when the random 

classification 33%. In Table 2, the classification rates 

among the three elicited states for each stimulus during 

training are shown. From the inspection of Table 2, it is 

deduced that the utterances expressed under the neutral 

state are easily recognized with a rate of 73.8%, whereas 

utterances colored by fear and happiness are recognized 

with a rates 58.7% and 52.5%, respectively. Anger and 

fear are often confused, due to their high arousal.  

 

Table 2: Confusion matrix for the single-level scheme. 

Stimuli/Response  Fear  Happiness  Neutral  

Fear  58.7  19.9  21.4  

Happiness  20.5  52.5  27.0  

Neutral  14.3  11.9  73.8  

 

The two-level classification scheme is depicted in Figure 

5.   The CCR achieved in the two-level scheme is 64.1%, 

i.e. there is an improvement of 2.4% against the 

single-level scheme. The confusion matrix of the 

two-level scheme is presented in Table 3. From the 

comparison between the confusion matrices in Tables 2 

and 3, it is seen that the CCRs for fear and happiness are 

improved by 5%, whereas the CCR for the neutral state is 

reduced by 3%. 

 

 

 

 

 

 

 

 

 

                

 

                   

                  

Figure 5: Classifying an utterance with the proposed 

two-level scheme. 

 

Table 3: Confusion matrix for the two-level classification 

scheme. 

Stimuli/Response  Fear  Happiness  Neutral  

Fear  64.4  21.4  14.2  

Happiness  25.7  57  17.3  

Neutral  16.9  12.4  70.7  

 

In the second phase, the Bayes classifier with the 

two-level classification scheme is used to classify another 

155 utterances (disjoint to those used during the first 
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phase) into emotional states, which were expressed by the 

pupils during the VR immersion. The classification 

results are summarized in Table 4. From the 155 

utterances, 91 utterances are classified into fear, 15 into 

happiness, and 49 into neutral state. Accordingly, it is 

deduced that pupils faced mostly fear during the VR 

immersion. This is an objective evidence demonstrating 

that the VR immersion level of pupils is large enough. 

 

Table 4: Classification of utterances in the second phase. 

Emotional state  Fear  Happiness  Neutral  

Number of utterances  91  15  49  

Percentage (%)  58.7  9.7  31.6  

5. Sweat indication and heart beat rate  

 

The sweat indication signal of 3 sample pupils among the 

14 participated in the experiment is plotted in Figure 6. It 

is seen that the signal has many peaks and intense slopes 

in the first 50 sec, whereas a downward slope appears for 

the remaining 100 sec. This is due to the fact the virtual 

earthquake happens in the first 50 sec, and therefore kids 

become nervous. In the remaining 100 sec, kids are 

mostly focused on how to find the main exit of the virtual 

school, and accordingly they are more distracted and 

relaxed. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 6: Sweat indication (GSR, electrical conductivity) 

plotted vs. time.  

 

The heart beat rate signal of 3 sample pupils is plotted in 

Figure 7. From the inspection of these signals, a certain 

pattern can not be deduced. In Figure 7(a), an increasing 

slope of HB rate vs. time appears in the last 50 sec, when 

the pupil tries to find the school exit. In Figure 7(b), the 

pupil has approximately 100 pulses per minute without 

the HB rate function attaining any increasing or 

decreasing slopes. In Figure 7(c), the pupil's HB rate 

exhibits some peaks during the first 50 sec, and the HB 

rate function remains constant vs. time in the remaining 

100 sec. The HB rate signal measured by the finger blood 

pressure is not so reliable as the sweat signal, because the 

pressure sensor is sensitive to the small movements of the 

finger. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

       

                     

Figure 7: Heart beat rate as a function of time. 

6. Conclusion 

Emotion-related data have been recorded in the context of 

a VR earthquake scenario including facial video, 

emotional speech, and physiological signals. First results 

demonstrating the use of emotion recognition to assess the 

emotional state of pupils within the VR environment have 

been presented.  
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Figure 1: Form for the creation of a new test
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Abstract 
TRUE (Testing platfoRm for mUltimedia Evaluation) is an online platform developed to create and perform subjective tests oriented to 
the evaluation of stimuli of different nature such as audio, video, graphics and text. Due to the high flexibility that the platform offers to 
researchers different kinds of tests can be carried out, such as emotion identification or quality assessment of synthesis systems, among 
others. The results can be used for different purposes depending on the research goals, e.g. to validate the emotional content of 
multimedia data of a corpus or to measure the expressivity of synthesized elements. TRUE involves all the stages related to the tests 
lifecycle, from their creation to the results retrieval, and allows the evaluators to answer the tests using any computer with an Internet 
connection. Making things easy for evaluators helps to minimize negative effects of fatigue, but also allows researchers to focus their 
efforts on the analysis of the tests results rather than on the supervision. 
 
 
 
 

1. Introduction 
Development of audiovisual corpora with authentic 
emotional content is one of the most challenging issues in 
the research on emotion and affect. Sources of emotional 
content can range from natural occurrences to acted 
performances (Campbell, 2000; Schröder, 2004), and a 
compromise between authenticity and recording quality 
should be considered. For this reason, tools to label and 
validate corpora content are required in order to guarantee 
a right performance in posterior use. 
 
In general, two kinds of tests can be considered to face 
this goal: objective and subjective. The former does not 
require any kind of judgment from evaluators while the 
latter always involves the action of human raters. 
Subjective tests can be applied to: i) expressiveness 
validation of emotional audiovisual corpora, ii) labeling 
of corpora elements, including audiovisual, text and 
graphics resources, and iii) evaluation of synthesis 
systems, by rating individual stimuli or by comparing 
those synthesized by different techniques. Nevertheless, 
subjective tests can be useful in many other studies where 
a human criterion applied to the evaluation of data is 
required. 
 
However, these subjective tests are usually designed to fit 
the particular features of the specific research and, in most 
cases, their designs are not reusable. Furthermore, 
evaluations tend to be time-consuming and tedious for 
users, whose fatigue could influence the results. In 
addition, achieving a high number of evaluators of 
heterogeneous profile tends to be difficult. 
 
This paper describes TRUE, an online platform for 
designing and carrying out subjective tests that tries to 
solve the mentioned drawbacks. Section 2 describes 
TRUE features. Section 3 details the evolution of the 
platform from its creation to the current implementation. 

Section 4 explains the technology used for its 
development. Section 5 is devoted to published works that 
have used TRUE in order to gather subjective information. 
Finally, the conclusions and future work are presented in 
Section 6.  

2. Description 
TRUE copes with the requirements and the drawbacks 
mentioned in Section 1 by offering a tool that provides a 
single platform to design customized and reusable tests. 
Researchers can design the tests according to their needs 
and retrieve the results from the same tool, while 
evaluators can take the tests from any computer with an 
Internet connection. All the creation process of the tests 
and other management issues are carried out by means of 
web forms, as it is illustrated in Figure 1, where a form for 
the creation of a new test is shown. 
 

 
The main goal of TRUE is to offer an interface for 
carrying out online tests. In this sense, TRUE gives a tool 
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Figure 3: Evaluation by radio buttons and by means of a 

plug-in (SAM based interface, in this case) 
 

for researchers to set up the tests allowing remote 
evaluators to rate the stimuli. Their answers are 
automatically stored in a database and can be recovered 
whenever the administrator requests them. Files to be 
tested can be stored in the same server than TRUE or in an 
external one because TRUE links these files from the test 
definition and shows the correct stimuli each time. This 
operation is shown in Figure 2. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
It is important to highlight that different modalities (audio, 
video, graphics and text) can be used as stimuli and be 
suitably displayed in the user’s web browser. Moreover, in 
order to avoid the negative effects of users’ fatigue on the 
results, tests designed with the TRUE platform can be 
postponed and resumed. Another interesting feature is the 
inclusion of demonstrations at the beginning of a test 
which guides the answers from evaluators. A survey can 
be shown at the end of the test asking for user’s profile 
and/or comments about the concluded test. Time spent on 
taking the test is also recorded. 
  
With the aim of supplying standard tools to test designers, 
TRUE includes predefined templates for tests. These 
templates are related to MOS (Mean Opinion Score), 
CMOS (Comparison Mean Opinion Score) and DMOS 
(Degradation Mean Opinion Score) tests as defined by the 
International Telecommunication Union (1996). MOS 
tests are related to the assessment of perceived quality of 
various stimuli by means of a numerical indicator; CMOS 
tests perform a comparison between two stimuli; and 
DMOS tests are similar to CMOS but they measure the 
degradation in the stimulus quality when compared to 
another. 
 
TRUE also allows the inclusion of plug-ins as templates. 
These plug-ins, such as Flash objects, can define specific 
tests – e.g. SAM (Self-Assessment Manikins) interface 
(Bradley & Lang, 1994), specifically oriented to emotion 
perception. The inclusion of plug-ins opens new ways of 
evaluating the stimuli far away from a forced answer test. 
In this sense, theories about representing emotions like 

points in small dimensional spaces instead of determining 
only a set of them, as Schröder (2004) stands, can be 
applied to online subjective tests. Figure 3 shows two 
different approaches for evaluating a stimulus: by means 
of a forced answer test by selecting an option from the 
radio buttons, or through the SAM based interface plug-in, 
where three dimensions of emotion are evaluated: 
activation, valence and dominance. 
 

TRUE differs from other test systems because it is not 
designed for a specific type of stimuli and it is very 
flexible. Unlike Irtel (n.d.) and NBS (n.d.), TRUE is not 
focused on a very wide range of areas of psychological 
research; it focuses on evaluation of corpora elements 
instead. Because of being focused on a specific area, and 
only oriented to online tests, its operation is easier than 
other systems like Empirisoft (2007), and permits the 
development of new evaluation tools for this research area. 
In addition to that, TRUE allows a broader audience than 
other tests that are usually conducted by means of paper 
forms or in a specific computer, like Schröder (2005). 
Possible inconsistencies caused by the use of an online 
system can be avoided by introducing some control 
elements. These elements can help to measure the rater’s 
coherence. 

3. Software evolution 
The initial version of TRUE was designed to evaluate an 
emotional speech corpus in order to validate a study 
related to automatic emotion recognition (Planet, Morán 
& Formiga, 2006). The test consisted on a web with an 
embedded multimedia player where the user had to 
answer a question regarding the perceived emotion in the 
audio files. A set of radio buttons was used to show the 
studied emotional states (happiness, sadness, anger and 
neutral state). There were some sample audio files in the 
welcome page and a short survey at the end asking for age, 
sex and occupation of the evaluator along with his/her 
criteria when choosing the different options. The results 
were then compared with the ones from an automatic 

 
Figure 2: TRUE operation schema 
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Figure 4: A test for the evaluation of audio stimuli by 

means of radio buttons 
 

 
Figure 5: Test of two graphical elements with horizontal 

layout 
 

 
Figure 6: Full demonstration in the welcome page 

corresponding to an audiovisual test 

 
Figure 7: Example of survey at the end of a test 

classification following the approach of previous similar 
works as the described in Oudeyer (2003). A test alike to 
the one described above is shown in Figure 4. 
 

According to the requirements of other research areas, 
and by tuning the configuration of the embedded player, 
the test was adapted to allow the evaluation of video files 
keeping the rest of the features unchanged. Another 
interesting feature for subjective tests is the comparison 
between different elements, for example in studies 
concerned to the evaluation of stimuli synthesized by 
different algorithms. This was put into service by 
permitting the inclusion of two embedded players and one 
or two questions related to the played files. The layout of 
the items could also be configured by the designer. 
Posterior versions included graphics and text as other 
possible evaluable elements. Figure 5 shows a dual test of 
graphical elements with horizontal layout. 
 

Moreover, the welcome page was modified to offer 
different options: i) simple welcome without initial 
demonstration, ii) blind demonstration showing certain 

elements of the test with no further indications, and iii) 
full demonstration including some sample files with 
related comments. Each option can be fully customized 
by means of an embedded HTML editor in the creation 
web form or predefined templates can be chosen instead. 
The goal of these welcome pages is to give guidelines to 
the evaluators about the test, but also to familiarize them 
with the stimuli that they are going to rate in order to 
minimize errors during the evaluation. Figure 6 shows a 
welcome page with a full demonstration set up, which 
includes five audiovisual stimuli. 
 

The final survey can also be customized allowing the 
selection of the number and type of questions to be asked 
to the users. These questions can be text fields, text areas, 
radio buttons and lists. Figure 7 shows a final survey 
sample. 
 

In all the cases, TRUE can be customized for different 
languages by installing the appropriate configuration files. 
These files are text documents with translations for the 
web elements and information related to the set up of the 
installed plug-ins. 
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4. Technology 
TRUE is a web service implemented in Java©. It provides 
a tool for building and performing subjective tests, storing 
the evaluations of the different elements and offers 
management tools. Stimuli files can be placed in the same 
server where TRUE is installed or in another external one; 
this feature entails the storage capacity of the server does 
not need to be large. Flexibility of the platform is not only 
shown in the creation process but also in the reusability of 
previous tests and in the retrieval of results in different 
formats, like Microsoft Excel© or CSV (Comma 
Separated Values). These results, as other data related to 
the tests, are stored in a MySQL© database in the server 
and downloaded when the user requests this information; 
nevertheless, internal processes are transparent to end 
users. 

5. Related studies 
Several studies carried out within the authors’ research 
group (GPMM) have used the TRUE platform. 
Concerning to emotion identification from speech, TRUE 
has been used to validate an emotional speech corpus for 
its use in an automatic emotional recognition experiment 
(Planet, Morán & Formiga, 2006). The goal of the study 
was to evaluate different data mining techniques 
comparing the performance of the algorithms and the 
recognition rate achieved by human evaluators. 
 
In a broader sense, in three recent studies (Iriondo et al., 
2007c; 2007b; 2007a) the objective was the automatic 
validation of a whole emotional speech corpus by 
mapping subjective criteria to automatic classification 
algorithms. The corpus consisted of 4638 utterances 
corresponding to five expressive styles: neutral-mature, 
joy-elation, sensual-sweet, aggressive-hard and 
sad-melancholic. Only 480 utterances were randomly 
chosen (96 per style) to be subjected to a forced answer 
test with the question: What emotion do you recognize 
from the voice of the speaker in this utterance? The 
possible answers were the five styles plus an extra option 
Don’t know / Another, to avoid biasing the results because 
of confusing cases. The first of the studies revealed 
differences between classification errors made by the 
automatic algorithms and human evaluators although in 
both cases the percentages of identification were very 
high. The subsequent studies were focused on emulating 
these subjective results by mapping them to the automatic 
classification. 
 
In Iriondo, Socoró & Alías (2007), tests are related to 
expressive speech synthesis, with the aim of measuring 
the quality of the synthesized utterances. In Gonzalvo et al. 
(2007a; 2007b), TRUE is used with the same goal. In the 
three cases, subjective viewpoint is measured by MOS 
tests. 
 
Audiovisual analysis and synthesis has been covered in 
Sevillano, Melenchón & Socoró (2006) and Melenchón 
(2007). 

TRUE can be helpful in a wide range of purposes. As an 
example, it has been successfully used in research about 
learning methodologies (Montero et al. 2007). In this 
work, the subjective tests made by TRUE collected expert 
knowledge from teachers, which was later modeled by a 
fuzzy logic system able to rate the teamwork performance 
of engineering students. 

6. Conclusion and future work 
This paper has presented TRUE, an online platform 
designed to develop subjective tests. Although TRUE’s 
main goal was to help in studies related to validation of 
emotional speech corpora, its flexibility makes it useful 
for a wide range of stimuli sources and purposes, e.g. 
evaluation of audiovisual synthesis algorithms. Because 
of being an online platform, tests are very accessible for 
users. This is a great advantage for tests designers as this 
makes it possible to reach a broader audience keeping an 
easy way of developing their tests. 
 
TRUE has proved to be a very helpful tool in different 
research fields. Authors wish it can ease other researchers 
work and invite them to download TRUE from the TRUE 
website 1 . Feedback on its use and suggestions for 
improvement will be appreciated. TRUE’s design allows 
the inclusion of new features related to the kind of tests to 
be created. In these sense, different plug-ins are being 
developed to fit the requirements of different research 
areas. Moreover, any researcher can design specific 
plug-ins according to the guidelines provided in the 
development documentation and include them in their 
TRUE installation; it does not require any additional 
change in the platform. 
 
As detailed in Section 5, TRUE has been used in many 
studies to gather a big amount of subjective data. In all 
these studies, a later stage consisted on a statistical 
analysis to obtain relevant conclusions using hypothesis 
tests such as ANOVA, t-student, Kolmogorov-Smirnov, 
etc. Current work is focused on embedding these tools in 
order to allow the users to ask for these statistical analyses 
during the result retrieval process. 
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Abstract 

A new emotional multimedia database has been recorded and aligned. The database comprises speech and video recordings of one 

actor and one actress simulating a neutral state and the Big Six emotions: happiness, sadness, anger, surprise, fear and disgust. Due to 

a careful design and its size (more than 100 minutes per emotion), the recorded database allows comprehensive studies on emotional 

speech synthesis, prosodic modelling, speech conversion, far-field speech recognition and speech and video-based emotion 

identification. The database has been automatically labelled for prosodic purposes (5% was manually revised). The whole database has 

been validated thorough objective and perceptual tests, achieving a validation score as high as 89%. 

 

1. Introduction 

Several multimedia corpora have recently been developed 

involving speech studies. However, some of them are 

limited to either the analysis of emotion expression, or 

detection.  

Most of these corpora focus on meeting settings 

(Chen et al,2005) (Mana et al, 2007) and even then these 

studies are mostly focusing on multispeaker solutions, 

lip-reading correlating to human understanding, 

personality traits and social behaviours while discussing 

and interacting - and not particularly concentrating on the 

synthesis or detection on emotions per se. In addition, one 

of the main problems in speech recognition tasks is how to 

adapt classifiers to affective speech.  

Several studies (Mana et al, 2007)(Castellano et al, 

2007)(Sebe et al, 2005) has highlighted that an ideal 

system for automatic recognition of human affective 

information should be multimedia. This integration is also 

exhibited in psychology studies such as (Schrerer et al, 

2007). However, the studies mentioned above introduce 

multimedia approaches that are limited to automatic affect 

sensing and not for the use of affective expressions such 

that those in text-to-speech systems.  

The paper is organised as follows: previous 

considerations and description of target information is 

explained. Next, whole acquisition equipment and set-up 

is described. Finally, the evaluation of the corpus is 

presented and its labelling method explained. 

2. Corpora Design 

2.1. Previous Considerations 

What makes SEV unique is that it is a combination of four 

Spanish previous corpora. Each of them designed to meet 

a particular goal and equipped with various underlying 

objectives of speech studies which are not just limited to 

detection of emotion, but also to acceptable synthesize of 

emotions (for expressions). 

The acquisition of enough far-field emotional 

speech would give the possibility of the adaptation of 

beam-forming techniques to emotional speech that could 

perform the speech applications growing in 

human-machine interfaces where no close-talk speech 

signal is available.  

The addition of video information could provide 

features that help to provide more specific information 

such as detection of level of intensity of a particular 

emotion or even make up for information lost due to 

corrupting influences in the audio content. 

Several considerations like what kind of emotions 

would be recorded, what emotions should be recorded or 

who will be the speakers should be taken into account. 

First discussion is the pros and cons of acted versus 

real emotions. As pointed in (Burkhardt et al., 2005), 

so-called full-blown emotions very rarely appear in real 

world and ethic problems appear when recording people 

experiences of real emotions. These things make almost 

impossible to work with real data and do it in a clean and 

high quality acquisition set-up. 

The multimedia character of SEV makes more 

difficult to approach to real situations without losing 

quality research aspects. This fact makes a difficult task 

the expression of emotions simultaneously through 

speech and mimic (mainly facial features). This difficulty 

and one of the main purposes of the corpus, high quality 

emotional speech synthesis, are the main reasons why two 

professional actors (one male and one female) were 

selected. 

It seems logical to use distinct terms when acted 

emotions are investigated. Due to this our SEV corpus 

focuses on discrete emotion instead of emotional states 

projected on "emotional dimensions" (PAD model 

(Schoder, 2004)). Looking for comparison between new 
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studies and previous works in our Group (Montero et al., 

2002)(Barra-Chicote et al., 2006)(Barra-Chicote et al., 

2007) we selected original emotions in SES corpus 

(Montero et al., 1998) (happiness, cold anger, surprise, 

sadness and neutral reference) and three new ones (fear, 

disgust and hot anger) in order to complete the group of 

basic emotions. 

It has been pursued that SEV corpus would be well 

suited for use to analyse data in developing or testing 

automatic recognition systems or systems involving 

emotion synthesis and hopefully there is performance 

increasing in these two tasks. 

2.2. Speech Content 

The main purpose of 'near' talk speech recordings is 

emotional speech synthesis and recognition and tasks 

related to emotion identification. Three channels were 

recorded: a close talk headset-microphone, a lapel 

microphone and a desktop microphone. 

Several length features of the corpora, as average 

length of words (< w >) or allophones (< A >), are 

presented in Table 1. 

 Emotional Level Corpus 

Fifteen reference sentences of SESII-A corpus were 

played by actors 4 times, incrementing gradually the 

emotional level (neutral, low, medium and high level). 

 Diphone concatenation synthesis corpus 

LOGATOMOS corpus is made of 570 logatomos 

within the main Spanish Di-phone distribution is covered. 

They were grouped into 114 utterances in order to provide 

the performance of the actors. Pauses between words 

were requested to them in the performance in order to be 

recorded as in an isolated way. 

This corpus allows studying the impact and the 

viability of communicate affective content through voice 

by no semantic sense words. New voices for limited 

domain expressive synthesisers based on concatenative 

synthesis would be built. 

 Unit Selection synthesis corpus 

QUIJOTE is a corpus made of 100 utterances 

selected from the 1st part of the book Don Quijote de la 

Mancha and that respects the allophonic distribution of 

the book. This wide range of allophonic units allows 

synthesis by unit selection technique. 

 Prosody Modelling In SESII-B corpus 

Hot anger was additionally considered in order to 

evaluated different kinds of anger. 

The 4 original paragraphs in SES (Montero et al., 

1998) has been split into 84 sentences. PROSODIA 

corpus is made of 376 utterances divided into 5 sets. The 

main purpose of this corpus is to include rich prosody 

aspects that makes possible the study of prosody in 

speeches, interviews, short dialogues or 

question-answering situations. 

2.3. Far Field Content 

The main purpose of 'far' talk speech recordings is to 

evaluate the impact of affective speech capture in more 

realistic conditions (with microphones placed far away 

from the speakers), also in tasks related to speech 

recognition and emotion identification. 

Two microphone arrays were used for recording: a 

linear harmonically spaced array composed of 12 

microphones placed on the left wall, and a roughly 

squared microphone array composed of four microphones 

placed on two tables in front of the speaker. 

Although the acoustic environment is controlled and 

reverberation is low, experiments on this data can lead to 

interesting results on emotional speech processing. 

2.4. Video Content 

Video information was also recorded for every utterance. 

The main purpose of this capture is allowing research on 

emotion detection using visual information, face tracking 

studies and the possibility of study specific head, body or 

arms behaviour that could be related to features such as 

intensity level in the recorded speech signals or give 

relevant information of each emotion played. Also, 

audio-visual sensor fusion for emotion identification and 

even affective speech recognition are devised as potential 

applications of this corpus. 

Figure 1 shows some zoom examples of various 

emotions and Figure 4 presents the camcorder situation in 

the chamber.  

 

 

 

3. Recording Equipment and Setup 

This section describes the equipment used to record the 

SEV database. The recording was controlled by an 

operator in a room next to the recording acoustic treated 

chamber. The operator controlled the recording 

Figure 1: Example frames of emotions 
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application and was able to talk to the speaker at any time. 

Recording equipment was able to synchronously record 

20 audio channels and a video signal. Figure 2 shows the 

general architecture of the recording set-up.  

3.1. Audio Recording Hardware 

Every channel’s audio is sampled at 48 kHz and samples 

are 24 bits long. Twenty channels consist of: 

 Channel 1: A close-talk head-mounted Shure 

Microphone. 

 Channel 2: An electroglotograph signal is recorded 

in order to get high-quality pitch marks. The 

actors were a necklace with two electrodes as 

shown in Figure 4. 

 Channel 3: A desktop microphone. 

 Channel 4: A lapel Shure Microphone. 

 Channels 5-8: A quasi-squared array composed of 4 

PZM microphones. 

 Channels 9-20: A harmonically-spaced linear array 

composed of 11 microphones, plus an additional 

microphone (for z-axis position discrimination) 

located 30 cm above the linear array axis. 

All audio sources are connected to 3 RME 

Octamic-D units, in charge of microphone 

pre-amplification and A/D conversion. 

The channels devoted to the Sennheiser mics are 

phantom powered (using the provided phantom power 

from the microphone pre-amplifiers). The built-in high 

pass filter (LO CUT option) of the microphone 

pre-amplifiers is activated (80Hz, 18 dB/octave). 

The 3 ADAT digital streams from the Octamics are 

optically linked to a RME HDSP 9652 acquisition PCI 

card installed into a dedicated Dual-Xeon PC running 

Windows XP. The recording room is acoustically treated 

to acoustically isolate the chamber from the outside and to 

reduce reverberation (although there are reflective 

surfaces inside). 

3.2. Room Geometry and Microphones 
Localisation 

In Figure 3 we show a wire-frame simulated version of the 

room, in which several room devices can be seen: the 

rectangular table in the middle of the room, the door, the 

window, the frame holding the linear microphone array, 

and the positions of the desktop microphones and the four 

ones composing the quasi-squared microphone array. 

The MC-REC recording application shows the text 

and the specific emotion that should be played by the actor. 

Once the operator clicks the record button, the application 

indicates the actor to start by showing a red circle. 

The video acquisition was carried out by using a 

dedicated GNU/Linux workstation, running as a video 

server. The camera was controlled using the dvgrab free 

software application, modified in order to be able to work 

in client-server mode. Files were recorded using 720x576 

resolution and 25 frames per second. 

The MC-REC application is also in charge of 

requesting video recording to the video server, with a 

simple protocol (TCP/IP socket based) specifying 

start/stop commands and filename options. 

 

 

 

 

3.3. Cons aspects 

The wide range speaking style for the acted 

emotions, made a difficult task to adjust mic recording 

levels in order to keep quality constant. Another problem 

due to the huge amount of recording sessions, was to keep 

the emotional patterns and emotional intensity constant 

during all sessions. The acquisition of SEV has taken 

more than 40 hours of recording sessions, distributed 

during one month (it was harmful for actors to play more 

than three hours a day).   

 

 

 

 

 

 

 

 

 

 

4. Evaluation 

Close talk speech of SESII-B, QUIJOTE and PROSODIA 

corpus (3890 utterances) has been evaluated using a web 

interface. Six evaluators for each voice participated in the 

evaluation. They could hear each utterance as many times 

they need. Evaluators were asked for the emotion played 

on each utterance and its emotional level (choosing 

Figure 2: Schematic of recording setup 

Figure 3: Wireframe simulation of recording room 
(3D view) 
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between very low, low, normal, high or very high). 60% of 

utterances were labelled at least as a high level utterance. 

Each utterance was evaluated at least by two people. 

The Pearson coefficient of identification rates between the 

six evaluators was 98%. A kappa factor of 100% was used 

in the validation. 89.6% of actress utterances and 84.3% 

of actor utterances were validated. Figure 5 plots emotion 

validation results. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Whole database has been evaluated by an objective 

emotion identification experiment that leads 95% 

identification rate for both speakers. Automatic emotion 

identification was based on PLP speech features and its 

dynamic parameters. A 99% Pearson coefficient was 

obtained between the perceptual and objective evaluation. 

The mean square error between the confusion matrices of 

both experiments is less than 5%. 

Video material is being carried out using the web 

interface and equivalent objective experiment to near 

speech is being performed with far field speech.  

5. Phonetic and Prosodic Labeling 

SEV has been phonetically labelled using HTK software 

(Gallardo-Antolin et al., 2007) in an automatic way. In 

addition to this, 5% of each sub-corpus in SEV has been 

manually labelled, providing reference data for studies on 

rhythm analysis or on the influence of the emotional state 

on automatic phonetic segmentation systems. EGG signal 

has also been automatically pitch-marked and, for 

intonation analysis, the same 5% of each sub-corpus has 

been manually revised too. 

Video data has been aligned and linked to speech 

and text data, providing a fully-labelled multimedia 

database. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

6. Conclusions 

In this paper we have presented SEV, a multimedia and 

multi-purpose database for research on emotional speech 

and video. Although part of the database was specifically 

designed for high-quality emotional speech synthesis and 

speech conversion, recorded data can be used for other 

emotion-related tasks such as emotional visual speech, 

close-talk or far-field emotion detection and emotional 

speech recognition or video-based emotion identification. 

Regarding speech, SEV covers a huge variety of contexts 

and situations, including recordings for Diphone-based or 

unit selection synthesis, and special sub-corpora for 

complex prosodic modelling. 

Finally, the whole speech database has been 

evaluated through highly-correlated objective and 

automatic emotion identification tests. 89% of the 

recordings have been validated, achieving a general 

inter-labeller agreement higher than 0.95. 60% of the 

recordings were evaluated as intense or very intense in an 

emotional-intensity subjective test. 

7. Acknowledgements 

This work has been partially supported by the 

Spanish Ministry of Education & Science under contracts 

EDECAN (TIN2005-08660-C04-04) and ROBONAUTA 

(DPI2007-66846-c02-02). 

8. References 

R. Barra-Chicote, J.M. Montero, J. Macias-Guarasa, L.F. 

DHaro, R. San-Segundo, and R. Cordoba (2006). 

“Prosodic and segmental rubrics in emotion 

identification”. In Proceedingsof ICASSP, pages 

1085–1088. 

Figure 4: Example of recording 
session 

Figure 5: Average of perceptual identification 
rates for both speakers and emotion 

69



 

R. Barra-Chicote, J.M. Montero, J. Macias-Garasa, J. 

Gutirrez-Arriola, J. Ferreiros, and M. Pardo 

(2007).”On the limitation of voice conversion 

techniques in emotion identification” In Proc. of 

Interspeech. 

 

F. Burkhardt, A. Paeschke, M. Rolfes, W. Sendlmeier, and 

B. Weiss (2005). “A Database of German Emotional 

Speech”. In Proc. of Interspeech. 

G. Castellano, L. Kessous, and G. Caridakis (2007). 

“Multimodal emotion recognition from expressive 

faces, body gestures and speech”. In Humaine. 

International Conference on Affective Computing and 

Intelligent Interaction. 

L. Chen et al.(2005). "VACE Meeting Corpus". Lecture 

Notes in Computer Science. Pages 40-51. 

N. Mana et al. (2007). “Multimodal corpus of multi-party 

meetings for automatic social behaviour analysis and 

personality traits detection”. In ICMI ’07 Workshop on 

Tagging, Mining and Retrieval of Human-Related 

Activity Information, pages p. 9–14. 

A. Gallardo-Antolin, R. Barra-Chicote, M. Schrder, S. 

Krstulovic, and J.M. Montero (2007).“In Automatic 

Phonetic Segmentation f Spanish Emotional Speech” 

In Proc. of Interspeech.  

J.M. Montero, J. Gutirrez-Arriola, S. Palazuelos, E. 

Enrquez, and J.M. Pardo (1998). “Spanish emotional 

speech from database to tts”. In Proceedings of ICSLP, 

pages 923–925, September. 

J.M. Montero, J. Gutierrez-Arriola, R. Cordoba, E. 

Enriquez, and J.M. Pardo (2002). “The role of pitch 

and 

tempo in emotional speech”. In Improvements in speech 

synthesis. Ed. Wiley and Sons, pages 246–251 

Marc Schoder. (2004). “Speech and Emotion Research. 

An Overview of Research Frameworks and a 

Dimensional Approach to Emotional Speech 

Synthesis”. Ph.D. thesis, Institut fur Phonetik. 

Universitat des Saarlandes, Saarbruken. 

K.R. Schrerer and H. Ellgring (2007). “Multimodal 

expression of emotion: Affect programs or 

componential appraisal patterns?”. In Emotion. 2007 

Feb ; vol 7 (1), pages. 158-171 

N. Sebe, I. Cohen, and T.S. Huang (2005). “Mutimodal 

emotion recognition: Handbook of pattern recognition 

and computer vision”. In World Scientific. 

 

 

 

SET TEXT UTT/emo Length (min/emo) <W> <A> 

LOGATOMOS Isolated words 570 18 - - 

SESII-A Short sentences 45 6 5 21 

SESII-B Long sentences 84 17 15 65 

QUIJOTE Read speech 100 22 16 70 

PROSODIA 1 A speech 25 8 26 125 

PROSODIA 2 Interview (short anwsers) 52 8 10 44 

PROSODIA 3 Interview (long anwsers) 40 10 20 87 

PROSODIA 4 Question anwsering 117 10 4 19 

PROSODIA 5 Short dialogs 142 13 4 22 

TOTAL  1175 112   

Table 1: Features related to SEV size 

70



IrcamCorpusExpressivity: Nonverbal Words and Restructurings

Grégory Beller, Christophe Veaux and Xavier Rodet

IRCAM
1. place Igor Stravinsky

75004 Paris, France
{beller, veaux, rodet}@ircam.fr

Résuḿe
In this paper, we present the various constituents of a spoken message which allow the observation of expressivity in speech. These
constituents are joined into the perspective of the double coding of the speech, which distinguishes the linguistic channel of the para-
linguistic channel in a spoken message. Among this last channel, several phenomena seem to participate in the demonstration of the
expressivity: The prosody, naturally, but also the nonverbal sounds, as well as of possible restructurings. In a second part, we introduce
the expressive French multi-speaker corpus: IrcamCorpusExpressivity. Several steps of labeling and analysis allow the examination of
this corpus under the various angles corresponding to the constituents of the spoken message. These results can be used to improve the
tasks of recognition, transformation and synthesis of the expressivity in the speech, and so contribute to the anthropomorphisation of the
Human-machine interfaces.

1. Introduction
Human-machine interfaces based on voice processing al-
low to obtain good rates in neutral speech recognition and
to supply an understandable quality with synthesis. The in-
troduction of the treatment of theexpressivityin these tasks
bring the researchers today to analyze theexpressivespeech
(Bulut et al., 2007) (Yamagishi et al., 2005). The termex-
pressivityis, here, defines as a level of information in the
communication (Beller, 2008b). This level groups together
the external demonstrations, simulated or not, which are at-
tributable to internal states. Among these internal states are
included the emotions, the attitudes, the feelings, the hu-
mors as well as the other styles which compose the range of
actor’s performance style. Our goals is to transform the ex-
pressivity of a neutral given utterance (recorded or synthe-
sized) (Beller and Rodet, 2007) and are intended for artistic
purposes (musical composition, contemporary theater, dub-
bing of cinema, animation, avatars and robots).
To do it, studies on the prosodic variations that can be at-
tributed to the changes of expressivity were led. In par-
ticular, the introduction of new paradigms of analysis al-
lowed to estimate the influence of the expressivity on the
speech rate (Beller et al., 2006) and on the degree of articu-
lation (Beller et al., 2008a). These studies notably showed
the importance of the breaths which are part of nonverbal
sounds. So other phenomena as purely prosodic participate
in the communication of the expressive information. Some
of these phenomena are emphasized here, notably thanks to
the observation of an expressive French multi-speaker cor-
pus : IrcamCorpusExpressivity.
After a theoretical introduction of the various constituents
of the speech, we describe in a exhaustive way the corpus
IrcamCorpusExpressivity realized within the VIVOS1 pro-
ject. The various levels of manual labeling are detailed to
supply dictionaries created in this occasion and with the
aim of showing certain tendencies according to the expres-
sivity. The study of the continuous parameters of the pro-

1VIVOS :http://www.vivos.fr

sody, which is one of our major subjects usually, is volun-
tarily put aside in this paper, so as to leave more place with
the presentation of the corpus, as well as on the examina-
tion of the various levels of labeling relative to the other
constituents of the speech.

2. Constituents of the speech
To observe the influence of the expressivity on the speech,
we describe in this part various phenomena which the ver-
bal communication implies and called constituents of the
speech. They are summed up in the figure 1 and connec-
ted together with the perspective of the double coding of
the speech, proposed by Fónagy (Fónagy, 1983). This pers-
pective differentiates the linguistic channel of the paralin-
guistic channel. The linguistic channel is carrier of the se-
mantic information and can be transcoded, without loss of
information, in a text. The paralinguistic channel vehicles
other levels of information that those carried by the linguis-
tic channel, as the speaker identity, the speaking style, the
modality, the prominence and, indeed on, the expressivity
(Beller, 2008b).

2.1. Linguistic channel : verbal words and syntax

The linguistic channel brings the verbal words and their
syntactical relationships. From an acoustic point of view,
it is supported by sequences of segments, calledphones.
These phones are realizations of phonemes, which consti-
tute the symbolic closed dictionary of differentiable sounds
of a language. A verbal word possesses a meaning and a
linguistic transcription. It can be written by use of a term
stemming from the dictionary of common and proper nouns
of a language. It thus depends on the sociocultural stan-
dards, quite as the syntax which depends on the grammar
and which is also a part of the linguistic channel.

2.2. Paralinguistic channel

Among the paralinguistic channel, we discern the prosody,
the nonverbal words and certain restructurings. All these
elements are carriers of information others than linguistic.
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2.2.1. Nonverbal words
The nonverbal words are sounds deprived of linguistic
functions. By opposition to the verbal word, a nonverbal
word does not possess usual transcription. However, it is
not rare to find phonetic-spelling transcriptions of these
sounds as ”ah ah ah” or ”laughter” to describe the presence
of a laughter in a text (from the comic-strip to the novel, by
way of the script of a play). It is because of this semantic
dimension relative to the expressivity that we speak here of
nonverbal words and not nonverbal sounds.
As the nonverbal words do not possess standardized trans-
cription, they are with difficulty describable otherwise
than by reproduction. In spite of a big variety, we dis-
tinguish among the nonverbal words, ”fillers” (laughter,
scream, tear...), the breaths (inspirations, stops, expira-
tions...) (Beller et al., 2006) and the other noises (gut-
tural, nasal, of mouth...). It seems that these nonver-
bal words are of rich meaningful for the expressivity
(Schroeder et al., 2006). The sadness can be only percei-
ved by a tear and the fear, only by a scream, without the
support of any verbal word. More finely, an informal per-
ceptive experiment shows that the simple local addition of
a breath in the middle of a neutral sentence, can change the
perceived expressivity of the whole utterance2. The expres-
sive power of the nonverbal words is such, that speech syn-
thesizers begin to generate them (Beller, 2008a), so as to in-
crease the naturalness and the expressivity of the synthesis.
It requires, among others, the definition of standard for their
transcriptions. The recent attempts base for the greater part
on extensions of the SSML3 language (Eide et al., 2004)
(Blankinship and Beckwith, 2001).

2.2.2. Restructurings
The way are temporarily ordered the verbal and nonverbal
words is informative. This is well known in the case of the
verbal words temporal organization of which is defined by
syntactical constraints. In the case of a spontaneous com-
munication, these words can however not respect any more
the order governed by the grammatical rules while preser-
ving them syntactical functions. Indeed, the contiguity bet-
ween nonverbal and verbal sounds force these last ones to
possible temporal reorganizations calledrestructurings. So,
although the syntax adjacent to the linguistic message orga-
nizes a priori the words and thus the sequences of phones,
numerous not grammatical restructurings come into play, as
the repetition of phones, syllables, whole word either even
whole propositions (resetting). In spontaneous speech, the
repetition which is frequent does not affect necessarily the
understanding of the words and their syntactical relations.
On the other hand, it can be a demonstrator of the hesi-
tance or the confusion which are categories of expressivity.
Other restructurings are carriers of sense for expressivity,
while they are generally considered asdisfluenciesfor the
neutral speech (Piu and Bove, 2007) and concern the pro-
nunciation : Thecoarticulation, the caesura, the connection
and the elision are examples.

2Examples listenable to at :
http://www.ircam.fr/anasyn/beller

3SSML : Speech Synthesis Markup Language :
http://www.w3.org/TR/

2.2.3. Prosody
The stream of speech is thus a sequence of verbal and
nonverbal words all organized by the conjugate action of
the syntactical rules and the possible restructurings. At the
same time, the acoustic realization of all these sound seg-
ments is ”modulated” by the prosody. If this is well known
as regards the verbal words, it remains true for the non-
verbal words as the laughter, for example (Beller, 2008a).
The prosody includes suprasegmental phonological fea-
tures the temporal span of which exceeds the boundaries of
the phone (the syllable, the accentual group, the word, the
clitic, the breath group, the prosodic group, the sentence...)
and which do not annul the comprehensibility (that is that
they do not deprive a phone of its membership in a phone-
tic category). Five characteristic features are generally quo-
ted in the literature as the five dimensions of the prosody
(Pfitzinger, 2006) :
– intonation : fundamental frequency, pitch
– intensity : energy, volume
– speech rate : flow, rhythm, speed of delivery
– degree of articulation : pronunciation, configurations of

the vocal tract, dynamics of formants
– phonation : glottis signal, voice quality (pressed, normal,

breathy), vibratory mode (fry, normal, falsetto), voicing
frequency...

For a half a century of study of the neutral speech, the
prosody was often reduced to the intonation. The intona-
tion so benefited from a lot of attention and modelling,
because, easy to observe, it allowed it only, bringing to
the foreground functions of the prosody (modality, em-
phasis). The case of the expressive speech seems to re-
quire more strongly the observation of the other dimensions
(Campbell and P.Mokhtari, 2003). Finally, of part its conti-
nuous character in the time, the prosody accompanies the
production of verbal and nonverbal sounds and also inter-
acts with the syntax and the restructurings.

FIG. 1: Representations of the constituents of the speech.
The verbal words and the syntax establish the linguistic
channel. The nonverbal words, the prosody and the restruc-
turings are the vectors of the paralinguistic channel.

A carrier vocal message of several levels of information is
established by a sequence of verbal sounds and nonverbal
sounds, all modulated by the prosody and organized by the
conjugate action of the syntax and the restructurings (see fi-
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gure 1). These paralinguistic phenomena are especially ob-
servable in the spontaneous speech, even more in the spon-
taneous dialogue and of advantage still in the case of the
expressive speech as shows it the examination of the ex-
pressive corpus IrcamCorpusExpressivity.

3. IrcamCorpusExpressivity
The corpus IrcamCorpusExpressivity consists of recor-
dings of four actors : Jacques, male, storyteller/comedian
(∼40 years), Philippe, male, comedian dubber (∼40 years),
Olivia, female, comedian dubber (∼25 years) and Danielle,
female, comedian dubber (∼50 years). Every recording was
guided thanks to a computing interface allowing a simpli-
fication of the recording process. This interface possesses
a screen presenting the sentence, the expressivity and the
intensity to be realized. The comedian starts and ends the
recording thanks to a pedal. This interface also facilitates
the post-production because it allows the synchronization,
the labeling and the segmentation of the corpus as this one
is recorded. So the actor can make a mistake or begin again
without that it entails gaps. The comedians were recorded
in the same conditions and in the environment which they
know because it is their workroom. The studio of dubbing
presents the advantage of an appropriate acoustics, being
enough reverberating. So the actors feel less vocal fatigue
than in an anechoic chamber, which possesses an unusual
and particularly dry acoustics. A static microphone wea-
ring an anti-pop filter allowed the acquisition of the data
in ADAT4 quality. Data stemming from an Electro-Glotto-
Graph (EGG) are also available on certain parts of the cor-
pus. In the end, more than 500 utterances were taken in by
actor, forming a corpus of total duration about 12 hours of
expressive speech.

3.1. Recited Text

The recited text were extracted from a French corpus of
twenty sets of ten sentences. Every set is phonetically ba-
lanced (Combescure, 1981) :

1. C’est un soldat à cheveux gris.

2. Alfred pris la tête de l’expédition.

3. Il ne pourra pas me voir si j’éteins la lampe.

4. Il entre avec sa chandelle, dans la vielle chambre.

5. Le nez du personnage s’abaisse, au-dessus de sa mous-
tache.

6. Vous êtes vraiment obéissant !

7. En attendant, c’est moi qui vais ouvrir.

8. Je ne pourrai jamais, me plier à son autorité.

9. Tout le monde sait que tu es la meilleure.

10. Je me demande, où se trouve cet endroit ?

This set was especially chosen because it contains neu-
tral sentences with regard to the expressivity. That is that
these sentences make sense, with every the expressivity
with which they are pronounced. The prominence of some
syllables was indicated to the actors by the punctuation and
by the usage of uppercase characters. It allowed to vary the

4ADAT : Alesis Digital Audio Tape : 16bit, 48KHz

places of prominence and thus the resultant prosody, and to
”congeal” the accentuation of the sentence to fix the seman-
tic contents from a repetition to the other one.

3.2. Expressivity

The range of the wanted expressive categories was defined
at the starting point of the VIVOS project, taking account
the needs of a dubbing studio, of a commercial TTS synthe-
sizer company and of an embedded video games company :
– Neutral
– introvert anger: contained or cold anger
– extrovert anger: explosive or warm anger
– introvert happiness: sweet or maternal happiness
– extrovert happiness: explosive or enthusiastic happiness
– introvert fear: contained or tetanic fear
– extrovert fear: explosive or alarming fear
– introvert sadness: contained sadness
– extrovert sadness: explosive or tearful sadness
– discretion
– disgust
– confusion
– positive surprise : the speaker is pleasantly surprised
– negative surprise : the speaker is unpleasantly surprised
– excitement
So as to be able to represent the recorded expressivities in
a dimensional space axes of which are the valence (posi-
tive vs negative), the intensity (degree of intensity of the
expressivity) and the activation (introversion vs extraver-
sion) (Schroeder, 2003), we asked the actors to express the
primary emotions (Ekman, 1999) with several degrees of
intensity and according to two versions relative to the in-
troversion and to the extraversion. For the last expressivi-
ties (in normal character), the comedians directly said all
the text with the level of intensity the strongest possible.
For the expressivities in italics, the degree of intensity was
varied according to five levels. The progress of the recor-
ding is described by the following procedure. For a given
expressivity, the speaker utters the first sentence in a neu-
tral way. Then she/he repeats five times this sentence, with
the wished expressivity, by increasing her/his degree of in-
tensity. Then she/he moves to the following sentence and
begins again this progress. Finally, she/he repeats this plan
with the other expressivities. This procedure notably allows
to obtain an intensification of the expressivity without that
the speaker is to read again the text every time. From an
intensity to the other one, neither the sentence, nor its ac-
centuation changes, letting seem only the variations attribu-
table in the intensity of the expressivity. The actors had for
explicit order not to vary the pronunciation of their realiza-
tions corresponding to a sentence. This so as to minimize
the variations due to the phenomena of restructuring which
complicate the comparison of an expressive utterance with
its neutral version and the building of conversion proso-
dic model (Tao et al., 2006) (Hsia et al., 2007). Interestin-
gly and as it will be shown further, some restructurings
appear despite this order. Nonverbal sounds were recorded
then separately at the end. The following fillers was collec-
ted : ”ah”, ”oh”, ”laughter”, ”tear”, ”fear”, ”panic”, ”enjoy-
ment”, ”euh”, ”interrogation”, ”argh”, ”effort”, ”running”,
”hhh”, ”fff”, with several realizations according to the ex-
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pressivity, for some of them.

3.3. Collected data
The data collected during the recording consist of audio
files for every sentence and corresponding XML5 files,
containing the labeling of the expressivity (category and in-
tensity), of the recited text, and of the information relative
to the identity of the speaker (age, sex, name). These star-
ting data have been manually labeled : phonetic segmenta-
tion, paralinguistic labeling and prominence labeling. Then
symbolic analyses derived from these labels and, finally,
acoustic analyses of the prosody have been processed. All
the data which we are afterward going to describe, are sto-
red and made accessible by IrcamCorpusTools, a database
management system involving a powerful language of re-
quest (Beller et al., 2008b).

3.4. Phonetic segmentation
The phonetic segmentation of this corpus is, actually, a
semi-phonetic segmentation (thus more precise). Indeed,
a phone consists of two semiphones whose borders also
allow to establish diphones (for the analysis and the syn-
thesis). This segmentation was initialized by an automa-
tic method (Lanchantin et al., 2008). This one leans on of
multiple phonetizations of the text (Bechet, 2001) and im-
plies a neutral French multi-speaker corpus (Lamel et al., ).
This tool allows a fast and automatic segmentation which is
not regrettably sufficient in the case of expressive speech.
This bootstrapsegmentation was thus manually checked
and corrected by a phonetician. Then this correction was
verified by another one. Not only the borders were moved
but labels were also changed when it turned out necessary.
The used code is the XSampa, which is an ASCII version
of the IPA6 chart.
Correcting thebootstrapsegmentation, the phoneticians
noticed numerous differences with the predictions of the
machine (trained on neutral speech). For certain expressivi-
ties, expected phones was so differently realized that they
were relabelized by other phonemes (opened /E/ moved to
closed /œ/, for instance). Furthermore, some disappeared
whereas other, unexpected, appeared. That is why, although
all the expressivities were supported by the same text, we
expected disparities in the posterior distributions of labe-
led phones, possibly attributable to the expressivity. Howe-
ver, all actors included, the average proportions of appea-
rance of phones grouped together into phonological classes
(see figure 2), do not show significant differences, function
of the expressivity. Only confusion shows significant diffe-
rences, cause by the numerous repetitions, as shown by the
analysis of paralinguistic labels (see next section). On the
other hand, direct local comparisons (and not statistical, as
shown here) of the phonetic labels of the ideal phonemic
sequence deduced from the text, and of the labeling of the
realized phonetic sequence can allow to deepen this study.

3.5. Paralinguistic segmentation
Simultaneously in the operation of manual correction of the
phonetic segmentation, a layer of supplementary labels was

5XML : eXtensible Markup Language
6IPA : International Phonetic Alphabet
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happy intra
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disgust
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surprise negative

surprise positive

exitation

neutral

For every expressivity, proportion of appearance according to the phonological class.

filler

breathing

glide consonant

liquid consonant

nasal consonant

long pause

short pause

close vowel

nasal vowel

open vowel

schwa

voiced fricative

voiceless fricative

voiced occlusive

voiceless occlusive

FIG. 2: All actors included. Average proportions of appea-
rance of phonological classes by expressivity.

produced so as to supply paralinguistic information. This
information notably describes the used nonverbal sounds,
the possible restructurings and the diverse particular pho-
natory or prosodic phenomena. This stage of labeling re-
quired, once the stage of phonetic segmentation ended, a
second pass to homogenize the labels. Indeed, because no
dictionary of paralinguistic labels for this type of pheno-
mena was defined a priori, the vocabulary employed by the
annotators evolved according to the task and thus, from a
corpus to the other one. The dictionary which we subject
here, was thus the object of several inter-annotators discus-
sions (and intra) and seems to gather the most important
labels :
– Nonverbal sounds, breaths and voicing of the phonation :

– [˚] : inspiration
– [ ˚˚ ] : expiration
– [ nz ] : nasal breath
– [ bx ] : non vocal noise annoying signal analysis
– [ bb ] : mouth noises
– [ ch ] : whisper, instability of the voicing during the

phonation, partial devoicing
– [ nv ] : not voiced : total absence of vocal folds vibra-

tion
– [ ph ] : transition : label indicating a nonverbal zone in

continuity with a verbal zone (often short, but crucial
for expressivity). In most of the cases, we meet this
phenomenon either just before the first semiphone of
a breath group, or just after the last semiphone of a
breath group

– Pitch and guttural effects :
– [ fp ] : pitch effects : sudden pitch variation often up-

ward, concerning mostly only one semiphone, sudden
change of vibratory mode ”normal”↔ ”falsetto”

– [ fg ] : guttural effect : audible glottal stops or starts,
cutting of glottis excitement, sudden change of vibra-
tory mode ”normal”↔ ”fry”

– [ fi ] : other effects than guttural or of pitch
– [ nt ] : not transcribable : label put compared to the

phonetic segmentation allowing to mean the doubt as
for the attribution of the phone in a phonemic category

– Restructurings :
– [ lg ] : length : phone abnormally long
– [ cu ] : caesura : label applied to a silent phone by place

(jerky phonation)
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– [ rp ] : repetition : indexation of repeated phone or
group of phones (up to 9 repetitions have been obser-
ved in the corpus : rp1, rp2, ..., rp9)

Finally, these various labels are composables thanks to the
usage of the symbol [/] who allows to elaborate complex
pattern from the given basic labels. For example, a voiced
inspiration in falsetto mode starting a vowel is annotated by
[˚/fp/ch] (seen in the extrovert fear case, for example), whe-
reas a nasal expiration will be represented by [˚˚/nz]. Finally
the interaction with the layer containing the phonetic seg-
mentation is strong, because the same label put compared
to a silence or to a phone will not mean the same thing.

cu fg fp nt rp nz nv ° °° fi lg bb ch ph
0

0.1

0.2

0.3

0.4

0.5

0.6

0.7

0.8

0.9

1

For every label, proportion of appearance according to the expressivity.

happy intra

happy extra

fear intra

fear extra

sad intra

sad extra

anger intra

anger extra

discretion

disgust

confusion

surprise negative

surprise positive

exitation

neutral

FIG. 3: All actors included. Average proportions of used
paralinguistic labels according to the expressivity.

The figure 3 presents for each of the paralinguistic la-
bels, the proportion of every expressivity. The more an
expressivity contains a label in a recurring way (with re-
gard to the others), the more the height of its associated
rectangle is big. So, we observe that the caesura [cu] was
strongly employed on the labeling of utterances expres-
sed with extrovert sadness (jerky phonation). This expres-
sivity contains so a lot of pitch effects [fp] and of no trans-
cribable phones [nt]. In fact, several sentences are almost
unintelligible because of a too weak degree of articulation
(Beller et al., 2008a). The extrovert anger is marked by the
presence of guttural effects [fg] as well as of nasal expi-
rations [nz] (like the introvert anger and the disgust). Re-
petitions [rp] appear mainly for the introvert fear, and the
confusion. This last expressivity also distances itself by
numerous phonemes abnormally long [lg], like the ”an-
gers” and the ”happinesses” (Beller et al., 2006). The dis-
cretion and the introvert sadness contain numerous markers
of weak voicing ([nv], [ch] and [ph]). Furthermore, the ins-
pirations [˚] are less labeled (perceived) compared to ex-
pirations [˚˚] in the case of the discretion. Finally the ne-
gative surprise seems less voiced that the positive surprise
and presents less inspirations than expirations with regard
to that last expressivity. Other numerous interpretations are
possible and can, there also to be supported by more detai-
led local examinations.

3.6. Prominence labeling

From the phonetic segmentation, a rule based syllabi-
fier (Veaux et al., 2008) produces a segmentation in syl-

lables. The syllable plays a particular role in the pro-
sody, notably because it is the smallest pronounceable
prosodic group. Of a perceptive point of view, syllables
distance themselves according to their levels of pro-
minence. The prominence reflects an acoustic contrast
(culminance, distinction, demarcation), performing seve-
ral functions. First of all, it shows the accentuation
of certain syllables which can be defined linguistically
(Lacheret-Dujour and Beaugendre, 1999). The prominence
plays sometimes also a role in the disambiguation of the
sense (pragmatic accent). Finally, the prominence serves
for emphasizing certain elements of the utterance (accent
of focus, of emphasis, of insistence). A single annotator la-
beled the degree of prominence of the syllables of the whole
corpus. The used scale consists of four levels :
– [UN] : indefinite or silence/pause (considered here as a

syllable)
– [NA] : not prominent
– [AS] : secondary prominent
– [AI] : prominence with emphasis
– [AF] : final prominence (regular in French)

0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1

happy intra

happy extra

fear intra

fear extra

sad intra

sad extra

anger intra

anger extra

discretion

disgust

confusion

surprise negative

surprise positive

exitation

neutral

For every expressivity, proportion of appearance of prominence labels

UN

NA

AS

AI

AF

FIG. 4: All actors included. Average proportions of used
prominence labels according to the expressivity.

A similar study to the previously presented ones concerning
the distribution of these labels according to the expressi-
vity does not show tremendous significant variations (see
figure 4. Only the extrovert anger seems to distinguish it-
self from the other expressivities by a bigger proportion of
[AI] labels. Indeed, syllables expressed with extrovert an-
ger seems perceived more often as prominent. It can be ex-
plain, partially, by a hyperarticulation (Beller et al., 2008a)
which provokes a detachment of consecutive syllables that
become all prominent since they are all demarcated.

4. conclusion
In this paper, we presented, at first, a theoretical point of
view allowing the observation of the expressivity in the
speech. This point of view was included in the perspective
of the double coding of the speech, which distinguishes the
linguistic channel of the paralinguistic channel in a spo-
ken message. Among this last channel, several phenomena
seem to participate in the communication of the expressi-
vity : the prosody, naturally, but also the nonverbal sounds,
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as well as of possible restructurings. In a second part, we
introduced the expressive French multi-speaker corpus : Ir-
camCorpusExpressivity. Several labelings and analyses al-
lowed the examination of this corpus under the angle of the
various phenomena belonging to the paralinguistic channel.
Few differences attributable to the expressivity are visible
in the phonological distributions, as well as in the distri-
butions of the levels of prominence. However, these results
are to be minimized because the actors had exactly for ex-
plicit order, not to make vary these constituents, but only
the prosody. On the other hand, if they also had for order
to avoid the usage of nonverbal sounds and restructurings,
nevertheless this constituents appears frequently in the cor-
pus. Their examination allowed to bring to light that certain
expressivities distinguish themselves by strong apparences
of some of these constituents. As if some of them required
the use of nonverbal sounds and restructurings besides the
prosodic variations to be expressed. To validate these fin-
dings, a similar study on corpus not basing on such orders
is to be made. Nevertheless, these various results can be
already used to improve the tasks of recognition, transfor-
mation and synthesis of the expressivity in the speech, and
so, contribute to the anthropomorphisation of the Human-
machine interfaces.
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Abstract 
This paper describes the corpus being developed to capture and analyze the mood of fan groups in a soccer stadium. Although our 
current focus is soccer fans, we are interested in mood propagation in groups of people engaged all varieties of human activity. Our 
goal is to understand the fundamental elements of mood change sufficiently that we can develop a machine-learning algorithm to 
dynamically and accurately detect and label these mood changes. In developing our crowd emotion corpus, we are finding that it is 
surprisingly difficult to identify the features that human beings subconsciously perceive, process, and use to label an emotional state. 
Cultural and activity-specific interpretations of these features are also critically important for a machine-learning algorithm. 
 
 

1. The Research Problem 
We are exploring mood propagation in groups of people. 
We want to know how and when mood reaches a 
“threshold” intensity—a point that once surpassed, the 
mood starts propagating. We are developing a method to 
detect and measure threshold events by their verbal and 
non-verbal triggers. In our inquiry, we are focusing on 
fan groups in soccer stadiums. 

2. Why We Are Tackling the Problem 
We are developing a “fan meter” that will show fan 
mood in real-time during a game. Threshold events 
provide the “mood data” that the meter will display. The 
corpus we are building will provide data for training 
macine-learning algorithms (Dietterich, 2003) at later 
phases. 
 
A serious application for the fan meter is security; the 
meter could be used by security personnel to detect 
disturbances. Less serious, fun applications are to 
provide a form of biofeedback to fans in the stands and 
players on the field. 

3. The Approach We Are Taking 
We envision using the video and audio feeds that are 
available in stadiums as real-time input for the fan meter. 
In basic terms, we need to define three transformations: 

1. Video data —> mood data 
2. Audio data —> mood data 
3. Mood data —> fan meter 

3.1 Transformations 1 and 2 
In a group of fans, there are agitators and responders. At 
a certain agitation level, moods start to propagate 
through the group, affecting the “moodless” members. In 
a preliminary analysis of footage of a soccer fan group 
(Bruckmayr, 2007), we were able to detect these 
propagation events at a distance without being able to 
see the faces of the individual group members. There are 
recognizable mixings of subconscious signals that 
precede mood propagation.  
 

 
Labeling the emotional episodes is relatively easy and 
natural: the fans are happy, unhappy, excited, bored, etc. 
We are currently identifying the specific expressive 
features—such as shouting, clapping, booing—that 
define specific emotional episodes. We are also 
examining the correlation of these features with their 
associated emotional labels.  
 
We have found that the crowd’s behavior is harmonious 
and uniform or erratic when different groups within the 
crowd act differently. We refer to the former as an in-
sync crowd and the latter as an out-of-sync crowd. 
Tables 1 and 2 below summarize some of the common 
expressive features and their corresponding emotional 
meanings in the context of the game for in-sync and out-
of-sync crowds.  
 

Expressive 
features 

Emotional 
State Comments 

Low noise level Attentive  Interested in 
what’s 
happening on 
the field 

Shouting, clapping, 
medium noise level 

Responsive  Immediate 
reaction to 
happenings 
on the field 

Chanting, cheer-
leading, clapping, 
low noise level 

Relaxed/ 
happy 

Happens if 
the score is 
right 

Chanting, jumping 
up and down, high 
noise level 

Enthusiastic/ 
excited 

The game is 
going better 
than expected 

 
Table 1: Emotional features and their meanings when 

the crowd is in-sync. 
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Expressive 
features 

Emotional 
State Comments 

Little movement in 
crowd, low noise 
level 

Detached/ 
bored  

Not interest-
ed in what’s 
happening on 
the field 
 

Outbursts of 
booing, eruptive 
shouting, stretches 
of silence, medium 
noise level 

Frustrated/ 
disappointed/
depressed 

No hope for a 
turnaround, 
game seems 
lost 

Shouting, one hand 
above head, two 
hands above head, 
high noise level 

Agitated/ 
stressed 

During deci-
sion phases 
of the match 

Booing, shouting, 
aggressive chanting, 
thumping on stand, 
whistling, very high 
noise level 

Hostile/ 
freaked out/ 
unhappy/ 
upset/ 
angry 

Fans feel 
robbed of 
goal or match 

Silence interrupted 
by short stretches of 
chanting, low noise 
level 

Shocked Mostly after 
a goal against 
own team 

 
Table 2: Emotional features and their meanings when 

the crowd is in out-of-sync. 
 
Preliminary analysis reveals that mood can be associated 
with audio and visual manifestations. Mood can be 
correlated with the levels of fan-generated noise, the 
timing and pitch of shouts, screams, song, and applause. 
We are investigating questions such as, “Do agitators 
have to produce a certain noise level to induce mood 
propagation?” We are analyzing audience movement to 
recognize typical behavioral patterns that set the stage 
for mood propagation, such as stamping, throwing up 
arms, jumping, and thumping. 

3.2 Transformation 3 
Given the mood-segmented data, we plan to generate a 
summary representation using a compact graphical 
notation (Rein, 1991) that captures the socio/emotional, 
or affective, aspects of group interactions. This notation 
is an extension of Robert Bales’ SYMLOG (Bales & 
Cohen, 1979) technique,1and was developed as a 
                                                           

                                                                                              

1  SYMLOG is an acronym that stands for SYstem for 
Multiple Level Observation of Groups. It is a theory and 
method for the analysis of small group interaction, based on 
four decades of research and testing by Robert F. Bales and his 
students. The early work is described in Bales’ classic book, 

biofeedback display for group meetings. A notable 
attribute of this notation is that it describes emotions 
without placing value judgments on them; this is highly 
desirable so that emotions can be interpreted within the 
context of their real-time situations. One of the 
envisioned uses of this summarized data is to drive a 
visual display, or fan meter, that shows how fan mood 
shifts throughout a game. 
 
To accomplish transformation 3, the emotional labels 
derived from transformations 2 and 3 will be mapped to 
SYMLOG space: downward/upward, negative/positive, 
and backward/forward. For example, shouting and 
clapping occurring together might be mapped as UPB 
since it is an emotionally expressive gesture (backward) 
that is dominant and powerful (upward) and friendly 
(positive). The number of fans who are shouting and 
clapping and the intensity of their shouting and clapping 
determines how strong the group is in each dimension. 

3.3 Detection of Disturbances 
If our approach is successful, we will be able to classify 
emotions that are “normal” or typical in soccer games. 
Detection of disturbances almost comes for free; possible 
disturbances will be emotional episodes that are atypical. 
 
One of the authors is certified by the Union of European 
Football Associations (UEFA) as a security guard for the 
June 2008 European Soccer Championships in Austria 
and Switzerland. To become certified, he had to go 
through a rigorous training session. We are trying to get 
copies of the riot tapes that were used in this training. 
Extracting features from these tapes will allow us expand 
the training set to include disturbance examples. 

4. Evaluation of Crowd Emotion Corpus 
Against the Workshop Questions 

In this section, we evaluate our crowd emotion corpus 
against four of the questions examined in the workshop. 
Our intent here is to provide a useful characterization of 
the corpus against the issues, not to take the position that 
our approaches are appropriate for all corpora.  

4.1 What are the appropriate sources? 
The source of our corpus is clearly application-driven as 
it consists of emotions captured in real-time during 
soccer games. It is also naturalistic data, but narrow in 
scope as it represents emotions common at soccer games, 
not everyday life. This corpus is also culturally sensitive 

 
Interaction Process Analysis (1950). SYMLOG has been 
applied by both practitioners and other researchers to a wide 
range of applications (Polley et al., 1988), including self-
analytic groups, classroom management, social work, group 
and family therapy, content analysis, international relations, 
attitude measurement, leadership, team building, and 
organizational development. The method required human 
observers who manually coded the interactions they observed, 
and this restricted the size of the groups that were observed. 
The theories, however, apply to human interactions in general. 
Using macine-learning algorithms to recognize and code the 
interactions makes it feasible to apply the method to very large 
social groups, such as fans in a stadium. 
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data. For example, when fans whistle in Austria, they are 
unhappy and upset; whereas when fans whistle in the 
U.S., they are happy and excited. 

4.2 Which modalities should be considered, in 
which combinations? 

Our corpus is created from two channels: video and 
audio. We are capturing expressive features such as 
shouting, chanting, clapping, jumping up and down, one 
hand above head, two hands above head, cheerleading, 
thumping the stands, booing, and whistling. At any point 
in time, each feature may be present in varying degrees: 
not present, some, medium, and lots. Thus, we consider 
the intensity of each feature as well as combinations of 
features. The mapping of these features to the SMLOG 
space of downward/upward, negative/positive, and 
backward/forward is culturally dependent. 

4.3 What are the realistic constraints on 
recording quality? 

Since we are interested in a group’s emotion, not an 
individual’s emotion, our corpus does not require high-
quality recordings. We do not need, for example, to pick 
up on a raised eyebrow or a moan under one’s breath. We 
are looking at the macro features of emotion rather than 
the micro features. On the other hand, recording may be 
challenging because large stadiums require multiple 
cameras for coverage, positioned strategically over a 
large area. 

4.4 How can the emotional content of episodes 
be described within a corpus? 

Emotional episodes are represented in our corpus at three 
levels:  

1. The audio and visual features (e.g., shouting, 
clapping, jumping). 

2. An associated emotion (e.g., bored, angry, 
happy). 

3. A SYMLOG-based summary (downward/up- 
ward, negative/positive, and backward/for- 
ward). 

We are using a scoring sheet that we are happy to share, 
to manually identify the emotional features (shouting, 
chanting, etc.) observed at each second of a recording. 
For each feature, we enter a number from 0 to 3, where 0 
is not present, 1 is some, 2 is medium, and 3 is lots. This 
gives us a profile of the features that we then analyze for 
patterns, which in turn allows us to identify the 
emotional episodes. We then attach a descriptive label of 
the emotion for each of these episodes, and finally 
generate the SYMLOG-based classification. 

5. Related Work 
Others’ research on group emotions includes multi-
player games, encouraging more sociable behavior, and 
multimodal interfaces. Representative papers are cited 
here along with the types of insight they offer our 
research. 
 
Emotional Flowers was a multi-player game in which 
players competed by using their positive emotions to 
grow flowers (Bernhaupt et al. 2007). The researchers 
observed that the emotions people used to control the 

game transcended the game and improved their everyday 
lives on an interpersonal level. This outcome is a form of 
mood propagation. 
 
Foucault et al. (2007) designed and developed an agent-
based system that collected information from office 
workers by asking seemingly benign questions. The 
collected information was then used to spread false, 
strange gossip with the desired outcome that this gossip 
would improve off-line sociability. This outcome is 
demonstration of indirect mood propagation. Gossip 
spreads information and opinions about it, and this in 
turn can induce mood. 
 
Maynes-Aminzade et al. (2002) developed an interactive 
entertainment system that allowed members of a large 
audience to control an onscreen game of Pong by leaning 
left or right. The computer vision techniques developed 
by these researchers are of special interest to us. 
 
There is also a significant body of literature related to 
game analysis, but it is focused on the activities of the 
players rather than the spectators (Assfalg et al., 2003; 
Baillie & Jose, 2004; Chang et al., 2001; Christmas et 
al., 2003; Kang et al. 2004; Leonardi et al., 2004; Liu et 
al., 2005; Masanori et al., 2007; Xiong et al., 2003). 

6. Conclusions 
Although our current focus is soccer fans, we are 
interested in mood propagation in groups of people 
engaged all varieties of human activity. Our goal is to 
understand the fundamental elements of mood change 
sufficiently that we can develop a machine-learning 
algorithm to dynamically and accurately detect and label 
these changes. To make practical progress on this goal, 
we felt it important to study intact, natural groups of 
people who are interacting in the context of some 
identifiable activity. Soccer fans was as good a context to 
start with as any. 
 
In developing our crowd emotion corpus, we are finding 
that it is surprisingly difficult to identify the features that 
human beings subconsciously perceive, process, and use 
to label an emotional state. Cultural interpretations of 
these features are also critically important for a machine-
learning algorithm.  
 
There may well be a set of universal features that define 
basic human emotions. Comparing the corpora on a 
variety of human activities will identify such features. 
Hence, many of the questions posed for discussion at this 
workshop are valid because researchers working on a 
variety of corpora need to be able to compare their 
findings. From our work with soccer fans, we believe 
however that there will always be some features that are 
specific to an activity. As a community of researchers, 
we must not forget this in our enthusiasm to generalize 
and unify our findings. 
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Abstract  

Speech emotion is high semantic information and its automatic analysis may have many applications such as smart human-computer 
interactions or multimedia indexing. Among the main difficulties encountered when developing an automatic recognition system are 
the definition of emotions and their subjective nature. Thus, with the consideration of a limited number of types of emotions, a certain 
emotional state can be between some pre-defined emotional states, while a too large number of types can lead to an insolvable 
classification problem. In this case, a classification with the management of ambiguous emotions is necessary. Such an approach is 
proposed in this paper: in order to make the automatic recognition of emotions as close as possible to the judgments produced by 
humans, we developed an ambiguous classifier which allows to give multiple labels to emotional speech. This approach has been 
evaluated on Berlin dataset and compared with multiple human judgments used as ground truth.  
Keywords: speech emotion, ambiguous classification, evidence theory. 

 

1. Introduction 

The interest in expressive speech can be traced back to the 
early Greek and Roman manuals on rhetoric which were 
the basis of the later theory of emotional appeal in western 
philosophy (Scherer, 2002). In the 19th century, a new 
interest in the expression of emotion in face and voice was 
motivated by the emergence of modern evolutionary 
biology, particularly due to Darwin’s research in 1872 on 
how animals and humans express and signal to others 
their emotions. Systematic research on the emotions 
started in the 1960s when psychiatrists renewed their 
interest in diagnosing affective states via vocal expression. 
Emotion psychologists, linguists, phoneticians, engineers 
and phoneticians also took part into the research of audio 
emotions from various aspects from the 1970s and then, 
the automatic detection of the emotions began to come 
into interest in the last few years. 
 
Although many research works dealing with the notion of 
emotion have been made, there is still no universal 
agreement on the basic definition of emotions. The two 
traditional theories on emotions are the discrete and the 
dimensional emotion theories. For the discrete emotion 
theory, different numbers and different types of emotions 
are proposed by researchers. The term ―big six‖ gained 
attention implying the existence of a fundamental set of 
six basic emotions while there does not seem to be any 
agreement on which six these should be (Scherer, 2002). 
When the terms of the emotions are applied to the music, 
they should be modified to fit the longer lasting emotion 
states as moods. In the dimensional emotion approach, 
different emotional states are mapped into a two or 
three-dimensional space (Pereira, 2000; Scherer, 2000; 
Scherer, 2002; Thayer, 1989). The two major dimensions 
consist in the valence dimension (or appraisal dimension, 
pleasant – unpleasant) and the activity dimension (or 
arousal dimension, or energy dimension, active – 
passive). A joint description of the emotion definition 

combining the two traditional theories is proposed in our 
work in which the discrete emotion states are distributed 
in a dimensional space.  
 
In the scope of emotion recognition in audio signals, the 
problems following the emotion taxonomy elaboration 
concern the selection of acoustic features presenting the 
emotion or mood aspects and the classification 
algorithms. Further to the effective features commonly 
used in speech recognition and other work on music 
analysis it is necessary for the recognition task to find new 
features which have the ability to represent the emotional 
characteristics.  
 
Moreover, as the emotions are subjective judgments of 
human beings, the border between the difference 
emotions are usually ambiguous. With the consideration 
of a limited number of types of emotions, a certain 
emotional state can be between some pre-defined 
emotional states, while a too large number of types can 
lead to an insolvable classification problem. In this case, a 
classification with the management of ambiguous 
emotions is necessary. Thus, we have developed a method 
based on the evidence theory, which performs the 
combination of the sub-problems classifiers. The 
possibilities of each of the emotional states are given as 
the recognition result. 
 
The subjective nature of emotions can lead to emotional 
states contained in a certain segment of speech not being 
definite as one definite emotional state. Illustrated by 
dimensional emotion, basically, there are two problems to 
be highlighted: first, an emotion state is quite fuzzy and 
should be continuous, e.g. explosive happiness vs. calm 
happiness, or hot fury vs. cold anger; second, the 
judgment from the human being may be multiple as the 
feeling of emotion is subjective. In this paper, we tend to 
make a preliminary approach on the automatic 
recognition of multiple judgments to the emotions. 
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In order to justify the possibility of multiple judgments by 
human, we made human test on the Berlin dataset 
(Sendlmeier) (see section 3 for an introduction on Berlin 
dataset). Five human subjects were asked to classify the 
speech segments from the Berlin dataset according to the 
expressed emotion. Subjects were asked to mark 
emotional labels to the speech segments, in the case of 
difficult in judging the emotional state, two or three labels 
are allowed to be marked on the same utterance. 
 
The average confusion matrices in human testing are 
listed in Table. 1. Since the utterances are allowed to be 
labeled with multiple emotions, the sums of each row in 
the confusion matrix are possible to exceed 100%. 
 
According to the results in human testing, the emotion 
sadness is almost perfectly recognized. Utterances from 
every emotion have chances to be judged as neutral, 
especially for the emotions happiness and boredom. 
Utterances from anger and happiness have relatively 
higher chance to be confused between each other, and 
boredom tends to be misjudged as sadness. 
 
In order to make the automatic recognition of emotions as 
close as possible to the judgments produced by humans, 
we developed an ambiguous classifier which allow 
multiple labels to emotional speech, and result from the 
multiple human judgments on Berlin dataset is used as 
ground truth with this approach. 
 
In our work, different sub-classifiers concerning all the 
emotional classes or some of the classes are evaluated and 
the best a few classifiers are selected to form the 
ambiguous classifier based on the evidence theory of 
Dempster-Shafer (Shafer, 1990; Shafer, 1992; Fioretta, 
2004). This theory is chosen for its applications for 
modeling and quantifying the assigned belief to facts by 
giving an order of confidence to these facts (Telmoudi, 
2004), and the beliefs can be combined by orthogonal sum 
with the Dempster’s combination rule. The way 
sub-classifiers are built is presented in (Xiao, 2007). The 
principle is inspired from the wrapper feature selection 
method SFS (Pudil, 1994) since it relies on the simple 
principle to add incrementally most relevant features. Its 
originality concerns the use of mass functions from the 
evidence theory which allows to merge elegantly the 
information carried by features, in an embedded way, and 
so leading to a lower computational cost than original 
SFS.  
 
The automatic ambiguous classifier we propose here is 
only a preliminary attempt on the ambiguous recognition 
of emotions, only the possibility with the multiple 
judgments is considered in our experiments, while the 
continuity of the emotions is not yet investigated, and 
should be discussed in our future work. 
 
The reminder of this paper is organized as follows. 
Section 2 presents the ambiguous classification scheme 
we have developed. Experimental results are presented in 
section 3. Finally, conclusions and perspectives are drawn 
in section 4. 
 
 

 

Human 

judge 

Original 

label 

Anger Happiness Fear Neutral Sadness Boredom 

Female 

Anger 74.63 14.90 0 4.48 14.90 8.06 

Happiness 12.50 92.50 0 5.00 5.00 15.00 

Fear 10.34 0 96.55 10.34 13.79 13.79 

Neutral 0 0 2.50 95.00 10.00 20.00 

Sadness 0 0 0 2.86 100 8.57 

Boredom 0 0 0 22.22 2.22 93.33 

Male 

Anger 63.33 16.70 0 1.67 8.35 12.00 

Happiness 8.57 87.50 4.17 20.83 0 8.33 

Fear 7.70 0 96.15 3.85 0 0 

Neutral 0 0 0 100 0 0 

Sadness 0 0 0 5.88 100 0 

Boredom 0 0 0 25.40 17.65 67.65 

Table. 1 Confusion matrix in human judgment for 
multi-possibility on Berlin dataset (%) 

 

2. Ambiguous classification 

The ambiguous classifier we propose relies on several 
sub-classifiers each of them dealing with a simple 
classification problems with fewer classes. Instead of 
placing the sub-classifiers hierarchically as in our 
previous approach (Xiao, 2007), the sub-classifiers 
process the classification in parallel, and the results from 
the sub-classifiers are combined with the fusion applying 
the Dempster’s combination rule into belief masses of 
each of the emotional states. The aim of this approach is 
to make possible the multiple judgments for emotions in 
case of utterances with ambiguous emotions. That is to 
say, when the emotion states contained in a certain 
utterance is between some emotional states considered in 
the problem, all the emotional states with relatively high 
beliefs can be presented in the judgment. 
 
The generation process of the ambiguous classifier is 
shown in Fig. 1. The N discrete emotional/mood states 
concerned in the classification are first assigned as a 
frame of discernment Ω={E1, E2, …, EN}. For example, 
for the emotion classification on Berlin dataset, 
ΩBerlin={Anger, Happiness, Fear, Neutral, Sadness, 
Boredom}. 
 
Three fundamental steps are taken in the generation of the 
ambiguous classifier. First, the possible sub-classifiers are 
proposed, then the sub-classifiers are evaluated and 
several best sub-classifiers are chosen according to the 
classification performance, the selected sub-classifiers 
then pass a fusion process to get the final beliefs of each 
emotions. The detailed processes in these three steps are 
listed as follows: 
 

1) Step 1: building of possible sub-classifiers 
The Ω is first divided into different groups of nonempty 
subsets, and each group can correspond to a sub-classifier. 
Suppose the n

th
 group of subsets Gn contains Nn subsets 

1nA ,…, 
nNnA , where the group Gn correspond to the n

th
 

sub-classifier, and each subset 
inA  presents a class in the 

n
th

 sub-classifier. Each group satisfies: 

82



jiAA

NiA

G

AAG

ji

i

nN

nn

nn

n

nnn









,

1,

...
1





 
The union of the subsets in each group are not obliged to 
equal to the frame of discernment Ω, as the missing 
emotion in one group may be derived from the fusion of 
other sub-classifiers. 
 
For example, we can have the following possible groups 
to be classified as sub-classifiers on ΩBerlin: 

     BoredomSadnessNeutralFearHappinessAngerGi ,,,
1


 

   NeutralFearHappinessAngerGi ,,
2


 

   SadnessNeutralFearHappinessGi ,,
3


 

Taken the group Gi1 as example, it corresponds to a 
classification problem concerning three classes: the first 
class as Anger & Happiness, the second class as Fear & 
Neutral, and the third class as Sadness & Boredom. A 
sub-classifier on these three classes can be built based on 
this group. 

In order to avoid excessive computational load, not all the 
possible groups of subsets are evaluated. Since the 
classification problems with fewer classes tend to get 
better performance under the same situation, the number 
of subsets (classes) in the groups is limited to Nn≤3. 

 
Fig. 1 Generation of the ambiguous classifier 

 
The subsets in the same group are classified with the 
feature combination and selection scheme integrated 

in sub-classifiers proposed in (Xiao, 2007), which rely 
on the principle to add incrementally most relevant 
features by using mass functions from the evidence 
theory to merge the information carried by the features. 
For each group, the belief masses of each audio 
segment belonging to each of the subsets can be 
obtained with the selected combined feature. 
 
Although the belief masses are given as the output of 
the sub-classifiers, the judgment of the class which the 
utterance belongs to is still needed to get the correct 
classification rates in order to make evaluations of the 
performance of the sub-classifiers. If the subset with 
the highest values is assigned as the judged class, 
correct classification rate R0n can be calculated for the 
n

th
 groups of subsets G0n. 

 
2) Step 2: Sieving of the sub-classifiers 

The groups of subsets are reordered in descending order 
according to the correct classification rates. From the 
rules of making groups of subsets (classes), up to several 
hundred groups of sub-classifiers will be evaluated for a 
classification problem with six or more classes in the 
previous step. As the final step will be fusions between 
the sub-classifiers according to the Dempster’s rule of 
combination, a sieving step to the sub-classifiers is 
applied here before the fusions. 
 
The Dempster’s rule of combination, which is based on an 
orthogonal sum of the mass functions, requires the mass 
assignments to be independent to each other. Since the 
feature selection and classification of sub-classifiers on 
different groups of emotional subsets (classes) are 
processed separately, we assume the sub-classifiers based 
on the groups with distinct classes are approximately 
independent to each other, because the classes to be 
discriminated in these sub-classifiers are very different to 
each other, and thus the features selected in these 
sub-classifiers are normally also different. While some of 
the groups are rather ―similar‖ to each other, it may lead to 
similar features selected, and thus some of the groups 
need to be deleted to meet the independent requirement 
according to the Dempster’s rule. 
 
For the groups considered to be ―similar‖ to each other, 
only the group with the highest classification rate is kept; 
and all the other groups are deleted. For example, if 4 
groups 

4321 0000 ,,, nnnn GGGG  have classification rates 
as 

3142 nnnn RRRR  , only the group 
20nG  is kept; 

and the other 3 groups are deleted. 
 
Three criterions of judging ―similar‖ groups are applied as 
follows: 

a) The groups with the identical union of all the 
subsets. 

For example, if the classification rates for the 4 groups 

     3210 1
EEEG n 

 

   3210 ,
2

EEEG n 
 

   3120 ,
3

EEEG n 
 

   2130 ,
4

EEEG n 
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The union of all the subsets in these four groups is {E1, E2, 
E3}, the four groups are considered as similar. 

b) The groups with at least one common subset, 
and at least one common element in the other subsets. 
For example, for the 2 groups 

   3210 ,
1

EEEG n 
 

   4210 ,
2

EEEG n 
 

The subset {E1} is common for the 2 groups and the 
element E2 is common in the other subsets, the two 
groups are considered as similar. 

c) The groups with all subsets included in the 
subsets of another group. 
For example, for the 2 groups 

   43210 ,,
1

EEEEG n 
 

   410 2
EEG n 

 
The subset {E1} is included in the subset {E1, E2}, and the 
subset {E4} is included in the subset {E3, E4}, the two 
groups are considered as similar. 
After the step of sieving of the groups, the kept groups are 
ordered in descending order according to the correct 
classification rate of the sub-classifiers as G1, G2, …, GN. 
 

3) Step 3: Fusion between the sub-classifiers – 
application of the evidence theory 

A step of fusion is applied to combine the sub-classifiers 
to get final decisions of the classification. The Dempster’s 
rule of combination is applied to make data fusion 
between the groups of subsets. Each time of fusion is 
made between two groups of subset from groups G1 and 
G2. New fusion continues between the previous result 
subsets and the next group G until all the classes are 
separated in the subsets.  The total number of fusions 
made K is defined as the fusion depth in this approach. An 
example of fusion of 2 groups is shown in Fig. 2, Fig. 3 
showing the ambiguous classifier with a fusion of depth 
K. 

 
Fig. 2 Example of fusion of 2 groups of subsets 

 

 

Fig. 3 Ambiguous classifier with fusion depth of K 
 
The output of the classifier is the belief masses of the 

emotional states which satisfies 
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To calculate the correct classification rate with the belief 
masses, two ways of evaluation are proposed in this 
approach. The first way, as the traditional classifiers with 
definite single judgment of recognized class for each 
sample, the class with the highest mass is judged as the 
recognized result. The second way considers multi 
possibilities of result. All the classes with masses larger 
than 0.3 are considered as possible recognition results. 

3. Experiments and results 

The ambiguous classifier proposed in the previous section 
has been evaluated on the problem of emotion 
classification in speech with Berlin dataset. 

3.1 Dataset 

The Berlin emotional speech database (Sendlmeier) is 
developed by Professor Sendlmeier and his fellows in 
Department of Communication Science, Institute for 
Speech and Communication, Berlin Technical University. 
This database contains speech samples from 5 actors and 
5 actresses who pronounce 10 different sentences in 
German according to 7 kinds of emotions: anger, boredom, 
disgust, fear, happiness, sadness and neutral. There are 
totally 535 speech samples in this database, in which 302 
speech samples are of female voice and 233 samples are 
of male voice. Because of the low number of disgust 
samples, this emotion has been omitted in our 
experiments. The length of the speech samples varies 
from 3 seconds to 8 seconds, and the sampling rate is 16 
kHz. 
 
Audio features used for the classification are those 
proposed in our previous work (Xiao, 2007). They include 
5 groups of features to characterize the different audio 
properties of emotion: frequency features, energy features, 
harmonic features, Zipf features and MFCC (Mel 
Frequency Cepstral Coefficients) features. 

4.2 Results 

The automatically generated ambiguous classifier for the 
six classes in Berlin dataset is shown in Fig. 4. 5 
sub-classifiers are selected to form 5 steps of fusions to 
get the belief masses of the 6 emotional states. 

 

Fig. 4 Ambiguous classifier for Berlin dataset 
 

The outputs of the ambiguous classifier are the belief 
masses of the emotions for each utterance. We proposed 
two ways of evaluations: traditional single judgment and 
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judgment of multiple possibilities. For the evaluation of 
single judgment, the utterances are classified as the 
emotional state with the highest belief mass among all the 
six emotions; and for the multiple judgment, all the 
emotional states with higher belief masses than a certain 
threshold are taken as possible results in the classification.  
 
In our experiments, the threshold in the multiple 
judgments is set to 0.3. For the both evaluations, the 
classification results are obtained by the belief masses 
from same classifiers, only the way of applying the belief 
masses makes the difference as single or multiple 
judgments. 
 
Fig. 5 shows the classification rates with single judgment, 
whereas Fig. 6 shows the classification rates with multiple 
judgments. In both of the figures, the curve ―All samples 
(1)‖ refers to the case of classification for the utterances 
from mixed genders with a preliminary gender 
classification, and the curve ―All samples (2)‖ refers to 
the case of classification for the utterances from mixed 
genders without gender classification. The error bars in 
the figures show the root mean square errors of the 
classification rates. From the difference between the 
curves ―All samples (1)‖ and ―All samples (2)‖, the 
gender classification shows obvious improvement in the 
overall classification performance for the mixed gender 
samples. 
 
In the case of single judgment, the best result for female 
samples is 72.26%±1.82%; 74.62%±1.82% for male 
samples; 71.83%±1.80% for mixed genders with gender 
classification; and 61.04%±1.94% for mixed genders 
without gender classification. 
 
In the case of multiple judgment, the best result for female 
samples is 75.81%±1.56%; 76.50%±1.69% for male 
samples; 72.32%±1.83% for mixed genders with gender 
classification; and 61.55%±1.82% for mixed genders 
without gender classification. The multiple labels in 
human testing on Berlin dataset are taken as ground truth. 

 
Fig. 5 Classification rate with single judgment  

 
In the case of multiple judgment, the best result for female 
samples is 75.81%±1.56%; 76.50%±1.69% for male 
samples; 72.32%±1.83% for mixed genders with gender 
classification; and 61.55%±1.82% for mixed genders 
without gender classification. The multiple labels in 
human testing on Berlin dataset are taken as ground truth. 

 
Fig. 6 Classification rate with multiple judgments 

 
Distance between the confusion matrixes are obtained 
from human testing and automatic ambiguous 
classification with multiple judgments for the two genders 
respectively. The values of percentages are taken when 
calculating the distance. We consider the root mean 
square value of the difference between the matrices to 
present the distance: 
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where N is the number of emotions, and CF1 and CF2 are 
the two confusion matrixes respectively. Meanwhile, the 
distances which evaluate each emotion are also calculated 
on each line of the confusion matrices as 
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The distances between the results of human testing and 
automatic ambiguous classification with multiple 
judgments on Berlin dataset (presented on percentage) are 
listed in Table. 2. 
  

 Whole 
matrix 

E1 E2 E3 E4 E5 E6 

Female 14.20 7.65 19.97 20.46 7.35 3.73 16.33 

Male 11.50 12.59 13.88 11.63 9.74 9.86 10.72 

Table. 2 Distance between the results of human testing and 

automatic ambiguous classification 

 
From the distances listed in Table. 2, we can see that the 
judgments on emotional states neutral and sadness by the 
automatic approach is closer to human testing than the 
other emotions. 
 
These results show that multiple emotion labels present 
common patterns in both human testing and machine 
recognizing. The utterances with original emotion labels 
as anger and happiness are frequently judged as anger or 
happiness at the same time, especially for the happy 
utterances in machine recognition in the ambiguous 
approach. Several emotions, such as happiness, fear and 
boredom, have relatively high chance to be recognized as 
neutral, especially for boredom. The speech samples in 
passive emotional states, sadness and boredom, are often 
judged as with both emotions in the ambiguous machine 
recognizing, while in human testing, only boredom is 
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frequently assigned with both emotions for male 
utterances, and sadness is seldom judged as also boredom. 
 
Two rough summaries can be drawn from these results. 
First, these patterns in the ambiguous classifier with 
multiple judgments fit to the distribution of the emotional 
states in the dimension space: the emotions close to each 
other have more chance to be assigned simultaneously to 
a same utterance, and all the emotions might be assigned 
as with no particularly emotional states as neutral which 
locates in the center of the dimensional emotion space. 
Thus it proves that the mapping of the discrete emotions 
into dimensional space is reasonable in the emotion 
classification. Second, the similarity between the 
multi-label patterns in human testing and machine 
recognition shows the potential to simulate the human 
manner in subjective judgment of vocal emotions, even if 
only the absolute emotion labels are applied in the 
learning process of building the ambiguous classifiers. 

4. Conclusion and Future Work 

We proposed in this paper an automatic approach as 

ambiguous classification scheme of emotional speech 

which allows labeling the emotional utterances with 

multiple emotions is proposed and experimented on 

Berlin dataset. 

 

As only a preliminary attempt on automatic ambiguous 

classification of emotions, our ambiguous classifier still 

needs to be greatly improved. The aim of proposing the 

ambiguous classifier of the emotional speech is to 

produce machine judgments to emotions as close as 

possible to the human ones. Two main aspects of 

improvement are needed in our future work. 

 

First, in the learning process of the ambiguous classifier, 

the original emotional labels from the datasets with single 

emotion are still used as ground truth. Only the 

classification results are allowed to be labeled with 

multiple emotions, and the results on Berlin dataset are 

evaluated according to the multiple emotional labels 

obtained from human testing. In our future work, the 

ground truth of emotions for both the learning process and 

the evaluation will be modified to multiple emotional 

labels. Since the current public emotional speech datasets 

such as Berlin dataset are recorded for the analysis for 

typical emotions by professional actors, new dataset 

aiming the subjective vocal emotions will be needed. 

 

Second, as we mentioned in the beginning of this paper, 

an emotion state is not only subjective which may lead to 

multiple possibilities in judgment, but also quite fuzzy 

and should be continuous which may lead to the different 

degree within the same emotional family, such as 

explosive happiness vs. calm happiness, or hot fury vs. 

cold anger. This continuity in the emotions is not yet 

considered in our work, and should be a topic of interest 

in the future investigates. Further to the two dimensional 

model with an arousal and an appraisal dimension used in 

our work, a more precise model of the position of the 

emotions in the dimensional space is needed for the 

research of continuous emotions, and other dimensions 

might be necessary to be introduced to make more reliable 

model of continuous emotion.  
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Abstract 

The proposal in this pilot study is to present a prosodic and gestural analysis of testimonials on emotions in English and French, the 
premise being that while recollecting emotions, speakers give some representation of the emotions they convey. They actually shift 
from neutral to more emotional speech. The corpus described below is a series of podcasts in which ordinary people from different 
countries have been video recorded giving their opinion on issues that involve emotional speech. Three emotions have been considered: 
cold anger, sadness and happiness, and in terms of prosody, the paper concentrates on the intonation contours used by the speakers 
rather than on pitch span and F0 level. The annotation of gestures made with ELAN is based on a modified version of the MUMIN 
Coding Scheme (Allwood et al., 2005) and the conclusion of the paper is that speech is felt to be more emotional when a set of prosodic 
and gestural parameters is modified from more neutral speech, e.g. smiles or laughs do not in themselves convey happiness, but must 
be combined with other gestural and prosodic features to do so. 
 

1. Introduction 
This paper proposes a multimodal analysis of emotional 
speech compared to more neutral parts of discourse in 
podcast films recorded by the association “GoodPlanet” 
for a public exhibition directed by photographer Yann 
Arthus-Bertrand. The corpus description (see section 2) 
addresses the issue of the use of podcast recordings for 
research purposes. Among the films recorded by the 
association, I chose to analyze a collection of testimonies 
which where semantically linked with emotions, the 
underlying principle being that while speaking of their 
emotions, the speakers show a bit of these emotions in 
their expression. According to Ekman (1999:50) 
expressions “are part of an emotion; they are a sign that an 
emotion is occurring”. This principle illustrates what 
Caffi & Janney, quoted in Plantin (2003:9), call emotional 
communication, i.e. “a type of spontaneous, unintentional 
leakage or bursting out of emotion in speech”. And this is 
exactly what occurs in the videos, where speakers narrate 
some emotional experience to the public in a rather 
neutral tone, but at times, their emotions burst out in their 
intonation and facial expression. In section 4, I present a 
qualitative analysis of some salient prosodic and gestural 
features related to cold anger, sadness and happiness. 
 

2. Corpus description 
The corpus I worked on is a series of podcasts made 
available online by the association “GoodPlanet” headed 
by photographer Yann Arthus-Bertrand. The aim of the 
association’s project “6 billion others” is to collect a series 
of testimonials from people around the world on a vast 
quantity of topics. Ordinary people from different parts of 
the world were asked to give their opinion on questions 
such as “what do you fear most?”, “what has been the 
biggest joy in your life?, “on what occasion did you cry?”, 
“what makes you particularly angry?” or “have you ever 
felt discrimination?”. They were video-taped by a team of 
filmmakers of the association and the videos were edited 

into clips, the utterances said being inserted as a French 
subtitle into the clip. Each clip shows up to five or six 
people speaking different languages and expressing an 
opinion on a common topic, and lasts about 5 minutes. 
The project has been running for five years now and the 
final aim is to show the videos (more than 5000 interviews 
filmed in about 75 countries) in a free exhibition to be 
held in the Grand Palais in Paris in January and February 
2009. The association has given consent for the 
video-clips to be used in a research project on emotions, 
provided the persons are treated with dignity and respect. 
This doesn’t completely answer the issue on ethics, since 
such research work was not initially covered by the 
association’s project, but the participants were recorded of 
their free will and accepted that the recordings be used in 
a public exhibition and displayed on the internet. No 
judgement will be made in this paper on the participants’ 
physical appearance or on the relevance of their speech. 

 
The major difficulty while working on podcasts is the 
issue of the naturalness of the data. The clips I worked on 
have been edited by professional filmmakers who 
obviously cut the sequences of hesitations and false starts 
always present in spontaneous data, but the resulting films 
are very close to natural data. It just means, in terms of 
prosody, that the clips can’t be used for a study of speech 
rhythm, silent pauses and hesitation discourse markers, 
which is not the purpose of this paper. Another drawback 
of the clips is that the persons have been filmed during 
their testimonials but no unemotional speech of the same 
speakers has been recorded for comparison and although 
each clip contains testimonials on the same topic, 
speakers do not say exactly the same thing. Consequently, 
the object of the paper will be to study the shifts between 
neutral and emotional speech within each testimonial 
rather than comparing emotional speech between 
speakers. 

 
When using podcasts, the major drawback lies in the often 
poor quality of the recordings. Most of the time, the 
recordings use a compression rate which is too low for a 
good image quality in terms of pixel number, a quality 
which is nevertheless necessary to allow even a manual 
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detection of fine facial details. This is not the case of the 
GoodPlanet podcasts which are of a high quality despite 
compression. The clips were edited in m4v, but I changed 
the codec into MPEG1 to be able to read the clips in 
ELAN (see section 8). Another drawback of podcasts is 
that speakers are usually filmed in action, with numerous 
zooms and close-ups which make it difficult for the 
analyst to annotate the movements of a particular part of 
the body, not always visible on the video. The testimonies 
of GoodPlanet are all filmed in the same condition, with 
an extreme close-up on the speaker’s face. This is 
particularly convenient for the annotation of fine details 
of the face, although it means, of course, that other parts 
of the speakers’ bodies are not visible on the screen. At 
last, a prosodic analysis of speech requires an extremely 
good quality of the sound of the recordings, and this is far 
from being the case in most podcasts. In the vast majority 
of podcasts, the sound-track is full of background noise, 
either music added to the initial recording, or surrounding 
noise during the recording which prevents any serious 
detection of prosodic parameters such as F0 or intensity. 
Another problem lies in the fact that in many recordings, 
several people speak in overlap and are recorded with a 
single microphone which also hinders the detection of 
prosodic parameters. GoodPlanet podcasts present none 
of these faults since the speakers are recorded 
professionally with no overlapping speech and 
background music or noise. The sound tracks of the clips 
are of a good quality and allow prosodic treatment of the 
data. 

3. Annotation of the corpus 

3.1 Phonology and prosody 
The first step in the annotation process consisted in a 
prosodic annotation of about 15 mn of the corpus 
collection with PRAAT (see section 8). The sound files, 
extracted from the videos, were first converted into wave 
files to be readable in PRAAT and transcribed into current 
orthography in what could be termed intuitive prosodic 
groups. The translations made by the filmmakers could 
not be used since they didn’t correspond to the exact 
words uttered by the speakers and were not aligned with 
the sound signal. From this initial transcription, words, 
syllables and phonemes were then annotated using the 
SAMPA convention of annotation, entirely manually for 
English and with the help of EasyAlign for French (see 
section 8). I then noted focal accents on a separate tier and 
on yet another tier, prosodic units (intermediate vs. 
intonational phrases, see Cruttenden, 1997:59-60) were 
noted as well as the general pitch contour on each phrase, 
using the contours described in Cruttenden (1997): high 
and low fall, high and low rise, rise-fall, fall-rise, and flat. 
In the cases where PRAAT displayed F0 detection errors, 
I used the Prosogram (see section 8) to obtain a better 
representation of the contour. The phonemic and prosodic 
annotation is shown in Figure 1 below: 

 

Figure 1: Textgrid of the orthographic, phonemic and 
prosodic annotation of the corpus in PRAAT. 

 

3.2 Gestures 
These annotations were then imported in ELAN, a tool for 
the annotation of video files (see section 8). For the 
annotation of gestures, I used an adapted version of the 
MUMIN coding scheme, fully described in Bertrand et al. 
(2007). The scheme was developed to describe gestures 
made in interactional data, which is quite poor in 
emotional load (Bouchard, 2000). Yet, the description of 
gestures using this scheme is extremely precise and a tier 
has been devoted to the annotation of emotions/attitude. I 
compared this scheme with the one recommended by the 
Network of Excellence HUMAINE and the annotation 
types of the two schemes are very close. Since the films 
were close-ups of the speakers’ faces, I only annotated 
facial movements in a first step: gaze direction (front, left, 
right, up, down), head direction and head movements 
(shake, nod, tilt, beat...), eyebrow movements (frown, 
raise), mouth movements (smile, laugh...). In the file 
concerning sadness, I also added a track to annotate eye 
moisture (wet eyes) which was not initially thought of in 
the scheme, since this parameter seemed to play a role 
when the speaker displayed this emotion. 
At last, in each file, I annotated the parts where speech 
seemed to be more loaded with emotion, simply stating 
the emotion (cold anger, sadness, happiness). This was 
made rather intuitively and by only one annotator for the 
moment. It is clear that in the future, several annotators 
will be needed for this annotation which is more 
subjective than the mere annotation of gestures, and their 
agreement checked by Kappa measurements. 
Correlations of the different parameters were made with 
the help of the search function of ELAN. 
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Figure 2: Snapshot of the annotation board in ELAN showing orthographic, phonemic, prosodic and gesture tracks. 

 

4. Results and discussion 
Although the files were too short to present any statistical 
analysis here, the results obtained are nevertheless 
interesting in a qualitative approach which may constitute 
the basis for further work. 

4.1 Prosody 
As stated earlier in this paper, the edited nature of the files 
does not allow work on rhythm (filled and silent pauses as 
well as speech rate) since parts of the file have probably 
been deleted and we do not have access to the original 
recordings. Yet, much can be done on pitch and stress. 
Previous studies have mostly described the links between 
emotional speech and speech span as well as F0 average 
height. Working on Japanese and French, Yamasaki 
(2004), for instance, found that positive emotions were 
rather perceived with rising F0, high average F0 being 
associated with gaiety. On the contrary, negative emotions 
were rather perceived when the F0 was falling, low 
average F0 being associated with sadness. She didn’t 
however annotate contours from a phonological 
perspective. Devillers and Vasilescu (2004) studied the 
span and height of the intonation contour and found that in 
two negative emotions, fear and anger, the amplitude of 
the parameters depended upon subjects, but tended to be 
larger in emotional than in neutral speech. Both studies 
agree on the important weight of lexical/semantic content 
in the perception of emotional speech. 
In this study, I concentrated on phonological F0 contours, 
comparing the distribution of contours for each speaker 
on the total testimony on one hand, and in correlation with 

emotions on the other hand. Results showed that there is a 
larger proportion of rising-falling contours in sadness as 
in the total testimony for this speaker. Happiness, on the 
contrary, was more correlated with low rising contours. 
This is in agreement with the findings of Yamasaki 
(op.cit.) associating lower intonation to negative emotions 
and higher intonation to positive ones. Looking at cold 
anger, however, an emotion which could be classified as 
negative, one finds that there is a higher proportion of 
high rises and rising-falling contours which do not 
correspond to Yamasaki’s results. Yet, they confirm 
Devillers and Vasilescu’s results (op. cit.) stating that the 
pitch span is larger in emotional speech, since I didn’t find 
any high rising contours in declarative utterances in other 
contexts. 
What makes sense however is that emotional speech 
implies a higher involvement of the speaker in his 
discourse and this is shown prosodically speaking with 
the use of a higher proportion of modulated tones such as 
the rising-falling contour. According to Morel & 
Danon-Boileau (1998), rising contours show a greater 
appeal to the co-participant in conversational data on the 
part of the speaker. In this context, which is not a 
conversation, the expectancy of empathy is nevertheless 
still present since the speakers may be said to convey a 
message to the public, represented by the eye of the 
camera. Emotional speech then can be described as 
conveying more involvement on the part of the speaker 
who also expects a greater involvement on the part of the 
addressee. Bagou (2001) and Plantin (2003) find that 
emotional involvement is regularly associated with 
emphasis in spontaneous speech. I also found that there 
was a high quantity of focal accents in the files I treated, 
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especially in the one showing cold anger. The focal accent 
is mainly realized through lengthening of word initial 
onset consonants. Yet, speakers in this file switched from 
rather neutral speech to speech showing cold anger and 
the proportion of focal accents was not higher in the 
speech parts perceived as more emotional. In other words, 
I could not find a direct link between prosodic emphasis 
and emotional speech, which shows that other parameters 
are needed for speech to be perceived as emotional. This 
is even reinforced by the gestural analysis (Cf. Analysis of 
“beats”) in the next section. 

4.2 Gestures 
To follow my thread of thinking, the gesture annotation of 
the corpus showed that in the cold anger file, most focal 
accents were accompanied by a head beat of speakers (e.g. 
a rhythmic downward rapid movement of the head 
produced on accented syllables). These beats were not 
either associated with the perceived emotional parts of the 
file. This shows that a strong focal accent, marked both 
prosodically and gesturally, is not sufficient for speech to 
be perceived as loaded in emotional weight, although the 
utterance is not perceived as neutral, but as emphatic. In 
my opinion, emphasis and emotion are not necessarily 
linked. 
Other gestures and physical properties were however 
typically associated with the three emotions under study. 
What appears immediately in Table 1 is that each gestural 
parameter allows a distinction between two emotions. For 
instance, head movements allow a distinction between 
sadness and happiness (shakes being associated with 
sadness and nods with happiness), whereas no particular 
head movement is found in correlation with cold anger. 
 

 Gesture Cold 
anger 

Sadness Happi- 
ness 

Raising  X  Eyebrows 

Frowning X   

Shakes  X  Head 

Nods   X 

Away  X  Gaze 

Front   X 

Narrowed 
eyes 

X   Eyes 

Wet eyes  X  

Laughs X  X Mouth 

Smiles   X 

 
Table 1: Relevant gestures and physical properties related 

to the three emotions. 
 

Table 1 corroborates the results of Smith & Scott (1997), 
partially based on Darwin (1981), especially concerning 
eyebrow movements (raised eyebrows conveying sadness 
as opposed to frowns which convey cold anger). 
I also found like Smith & Scott that laughs and smiles are 

associated with happiness. 

  
Figure 3: Still pictures of speakers showing cold anger 

(left) and happiness (right). 
 
What is different though is that laughs are also met in cold 
anger in this corpus, which is not however surprising. As 
stated in Bertrand et al. (2000), laughter reveals a distance 
of the speaker from his feelings. Laughter can then be met 
in other feelings than happiness, such as in cold anger and 
may be induced by the fact that the speaker suddenly 
realizes his greater involvement in a negative emotion 
from which he needs to take a distance. This is directly 
linked as well to the question of politeness evoked in 
Kerbrat-Orecchioni (2000:51) for whom « la civilité 
n’admet pas les manifestations émotionnelles 
intempestives et incontrôlées » and « la politesse et les 
rites sociaux ont précisément pour fonction principale de 
canaliser le flux affectif, de juguler les débordements 
émotionnels (...) ». This is probably also why speakers 
conveying sadness tend to look away from the camera 
when the emotion is too strong, whereas in happiness, 
they look straight at the camera, this latter emotion being 
a positive one. No regularity in gaze direction could be 
observed when the emotion conveyed is cold anger. At 
last, as far as eyes are concerned, this work corroborates 
Smith & Scott’s findings (op. cit.) in which anger was 
associated with narrowed eyes. So far, the results for cold 
anger and happiness also corroborate the studies made by 
Cosnier & Huyghues-Despointes (2000) on the cognitive 
representation of emotions, a study in which they find that 
the mental representation of anger triggers movements in 
the subjects’ eyes and eyebrows, whereas the 
representation of happiness triggers mouth movements. 
Smith & Scott did not test eye moisture, but in the file I 
worked on, it was obvious that sadness was perceived in a 
stronger way with greater eye moisture of the speaker. 
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Figure 4: Eye moisture in the perception of sadness. 
This parameter is however not as reliable as the other ones 
though, since eye moisture on a video file may depend 
much on the eye colour of the speakers, as well as on the 
lighting used during the recording. 

5. Conclusion 
As a conclusion, I may say that this paper addressed 
several issues currently under discussion in the research 
community on emotions: firstly, concerning the data 
which lacks cruelly, it was shown that some podcast 
recordings may be used although work on such recordings 
cannot answer all the questions raised (but is this not the 
case of any corpus?). The corpus of the project “6 billion 
others” is of a quality which allows a prosodic and 
gestural treatment and I showed how speakers, through 
emotional semantic content, switch from rather neutral 
narration of their feelings to more emotionally involved 
speech. 
The emotions conveyed were cold anger, sadness and 
happiness, which I understand as attenuated forms of 
anger, deep sorrow and joy. They were expressed through 
certain intonation contours: high rises and rising-falling 
contours for cold anger, rise falls for sadness and low rises 
for happiness. These preferred contours show more 
involvement on the part of the speaker who also seeks 
some empathy from the addressee. The speaker’s 
involvement is however not linked to the presence of 
focal accents in this corpus. 
In terms of gestures, emotions are conveyed with a set of 
different parameters: cold anger is associated with 
eyebrow frown, narrowed eyes and even laughter at times; 
sadness is associated with raised eyebrows, averted gaze, 
eye moisture and head shakes; happiness is associated 
with head nods, direct gaze, smiles and laughter. What 
both the prosodic and gestural analyses show is that 
prosody and gestures are not redundant in emotional 
speech, as already stated by Aubergé (2002), and that both 
participate in the perception of emotion. It also shows that 
analyses of video films are useful to complement studies 
based on pictures, since a laughing face in itself does not 
necessarily convey happiness, for instance. Yet, a still 
photograph of a laughing face would nevertheless be 
interpreted as a happy face without the context of the film 
and other parameters as already pointed out by Beavin 
Bavelas & Chovil (1997). 
The limits of this study are also important. The quantity of 
data treated was quite small and an annotation of more 
recordings would be needed first to confirm the results of 
this pilot study, then to be really able to compare the 
results obtained on English and French which were 
treated here as equivalent. 
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Abstract 

Most studies concerning expressive communication concentrate on (visual/vocal/auditory) expressions of the speaker while he is talking. 
But information about what a speaker is doing while he is not talking is also important (“feedback”, (Peters & al, 2005; Schröder & al, 
2006)). We first tried to build an empirical methodology of ethograms for information about the (non)talker's mental or affective states, 
that we called 'Feeling of Thinking' (Loyau & Aubergé, 2006). Then we confronted some of the identified Gestural Icons with the 
perceptual validation of their relevance, in an association task with subject’s self-annotation labels. We tested : (1) the static form of the 
Icons and their dynamic one; (2) three presentation conditions: whole face, upper part of the face only and lower part of the face only. The 
Icons were globally well identified, and can consequently be considered as relevant. Moreover, our results showed the importance of the 
dynamism for the 'Feeling of Thinking' perception and called additivity of the upper and lower parts of the face in terms of affective 
information into question. 
 

1. Introduction 

Most studies concerning expressive communication 

concentrate on (visual/vocal/auditory) expressions of the 

speaker while he is talking. But information about what a 

speaker is doing while he is not talking (out of turn-taking) 

is also meaningful (“feedback”, (Peters & al, 2005; 

Schröder & al, 2006)). Information about these out of 

turn-taking activities may be expressed in the speaker’s 

face, gestures, or interjectory vocalizations (Loyau, 2007; 

Loyau, & Aubergé, 2006), what we have called "Gestural 

Icon". Such expressions are important in human-machine 

interactions, as well as human-to-human ones.  

We observed in our expressive corpus a large quantity of 

non-verbal information, even out of turn-taking. We want 

to investigate (1) to what extent this information conveys 

information about the mental or affective states of the 

(non)talker, (2) whether this information is static, as 

suggested by Ekman (1994), or is some information 

perceptible only dynamically or by the rhythmicity of the 

gestures. 

In this proposal, we describe our (1) underlying theoretical 

framework, (2) our methodology, using an empirical 

ethogram labeling method to detect minimal Gestural 

Icons (Loyau, 2007; Loyau, & Aubergé, 2006), for 

studying expressive communication based on our work 

with emotional induction in human-machine interactions, 

(3) the perceptual validation method for ascertaining the 

relevance of isolated Gestural Icons that we identified, and 

(4) the results of these perceptual validation tests about the 

static form of the Gestural Icons and their dynamic ones. 

2. “Feeling of Knowing” to “Feeling of 
Thinking” 

The corpus is the audio and video expressive corpus 

“Sound Teacher of E-Wiz” (Aubergé, Audibert & Rilliard, 

2006) from 17 subjects. The subjects are instructed to use a 

“revolutionary system” to learn the vowels of languages 

from around the world. They are seated in an insulated 

soundproof room in front of a computer screen. The 

format is a “Wizard of Oz” scenario, in which the subject 

thinks he is communicating with the computer, but in 

reality, it is a person (i.e., “wizard”). Subjects interact with 

the computer only by speaking; the computer 

communicates to the subject either by text and isolated 

vowels, or by execution of the requested task. Subjects are 

thus either reading, thinking or producing speech and they 

are not aware that they are being video-taped. It allows us 

to get authentic but controlled expressive expressions. 

After each recording, subjects self-annotate their mental 

and emotional states during the experiment.  

“Sound Teacher” provides minimal dialogue, in the sense 

that the subject knows that his turn-taking does not change 

the nature of the interaction, i.e., the computer does not 

interrupt the subject but waits for the subject to respond. 

Thus, there is no need for the subject to send feedback to 

his conversational partner (i.e., computer machine); 

nevertheless, during the “turn-taking of the machine”, the 

subject expresses various mental and affective states. 

In pilot studies, Swerts & Khramer (2005) described that 

in a task, in which the subject is asked to retrieve 

information from his memory, the subject often feels that 

he knows the answer, that it was stored in his memory, and 

that he would be able to retrieve it later but not at the 

moment. These studies show that while the subject is 

trying to recall information from his memory, he shows 

expressions revealing his mnesic process, called "Feeling 

of Knowing". 

The Sound Teacher task reveals cognitive and affective 

processes broader than the mnesic task expressed in 

Feeling of Knowing. The expressions of these processes 

are gathered here in a generic phenomenology that we call 
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Feeling of Thinking (Loyau, 2007; Loyau, & Aubergé, 

2006), the expressions of emotional and mental states. 

3. Labeling of corpus: an ethogram 
methodology 

Annotation of expressions is crucial in this study. We use 

three sources for annotation: (1) the 17 subjects each label 

their own mental and emotional states, (2) these are 

sporadically checked with perception experiments, and (3) 

two researchers who are not informed about the subjects’ 

self-labelling, annotated the expressions by examining the 

audio and video recordings. The guidelines for the 

annotation aimed to arrive at minimal Gestural Icons as 

labels to the expressive corpus.  

For this purpose, we apply a protocol stemming from 

ethology, by annotating our corpus using ethograms. 

Ethograms represent the inventory of species behavior. We 

annotated by using our competence as humans and by 

maintaining objectivity and avoiding semantic 

interpretations of expression. Every annotation is defined 

according to the criteria of direction, localization, speed, 

symmetry, repetitiveness, intensity and/or amplitude.  

We use the research tool for annotating digital videos 

ANVIL 4.0
1
, developed by Michael Kipp in DFKI to label 

our corpus. (cf. Figure 1). 

Figure 1: The corpus labeling using ANVIL 

 

The corpus can thus be labelled objectively, not 

interpretively, by using primitive Gestural Icons for the 

chest movements, the face movements, and the vocal 

events. 

4. Perceptual validity procedure 

Some of our Gestural Icons were tested in order to 

perceptually validate them. Two identical perceptual tests 

were implemented: the first one with static forms of 

stimulus (pictures), the second one with the same Gestural 

                                                           
1
 Complete documentation about ANVIL : Michael Kipp (2004), 
"Gesture Generation by Imitation - From Human Behavior to 

Computer Character Animation", Boca Raton, Florida: 

Dissertation.com; User manual at: 

http://www.dfki.de/~kipp/dissertation.html  

Icons in their dynamic forms (videos) in order to 

investigate to what extent information of Feeling of 

Thinking is carried statically or dynamically. 

The Icons were tested as to how well they matched the 

subjects’ self-labels about their mental/emotional 

experiences (Vanpé & Aubergé, 2006). This was done by 

selecting two subjects with different personality profiles. 

One (Subject T) labelled herself as particularly stressed 

when told her answers were wrong; the other, (Subject S), 

laughed when she was told her correct answers were 

incorrect.  

In order to select a characteristic and methodologically 

relevant subset of static and isolated Gestural Icons, we 

chose icons that had self-annotation labels representative 

of the two subjects' self-labeling of mental and affective 

states. Since the labels used were different for the two 

subjects, Gestural Icons of each one were evaluated in a 

distinct part of the test. 

10 labels were therefore retained for subject T: "hesitant", 

"stressed", “ill at ease/worried", "anxious /oppressed", "at 

ease/more relaxed", "quiet/fine", "a bit lost/perplexed", 

"disappointed", "astonished", “concentrating”); and 9 for 

subject S ("not concentrating and feeling like laughing", 

"deriding my results", "listening with attention", ""holding 

over me" by the software", "stressed", "feeling like 

laughing and answering by chance", "concentrating and 

answering by chance", "concentrating" and 

"disappointed").  

In order to assess Ekman’s hypothesis about the 

importance of static information about different parts of 

the face (Ekman, 1994), three presentation conditions 

were tested: whole face ("whole"), upper part of the face 

only ("upper"), and lower part of the face only ("lower"), 

with a split according to a horizontal line located at the 

height of nose sidewalls. (cf.Figure 2) 

 

 

Figure 2: Interface example – subject S stimulus in the 

lower condition 

 

For every session of perceptual tests, each stimulus was 

presented once in each condition, for a total of 120 stimuli 

for subject T (10 labels * 4 sti./label * 3 conditions), and 
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54 for S (9 labels * 2 sti./label * 3 conditions). Stimuli 

were presented in a random order within "upper" and 

"lower" condition, while "whole" condition was always at 

the end, in order to avoid bias between subjects. Sixteen 

judges were presented the tests as closed choices among 

the self-annotation labels. Although observation time was 

not limited for static stimuli, dynamic stimuli (lasting 8 

seconds) could be replayed. 

5. Results 

5.1 Dynamic Gestural Icons 

5.1.1. Subject T 

In the "whole" condition, the labels "concentrating", 

"anxious / oppressed", "astonished", "disappointed" and 

"at ease/more relaxed" were recognized above the chance 

level threshold by a factor of two. The other labels were 

not clearly recognized, but examination of the confusion 

matrix allows us to extract four meta-classes: "at 

ease/more relaxed" and "quiet/fine" (65.4%) ; "hesitant", 

"stressed", “ill at ease/worried", "a bit lost/perplexed", 

"disappointed" and "astonished" (51.7%); "anxious/ 

oppressed" (36.8%); "concentrating" (30.9%) (cf.  

Figure 3). 

 

 

 

Figure 3: T. results with dynamic Gestural Icons in "whole" condition 
 
 

5.1.2. Subject S 

About subject S in the "whole" condition, the labels "not 

concentrating and feels like laughing", "feeling like 

laughing and answering by chance" and "concentrating" 

were recognized above the chance level threshold by a 

factor of two. Moreover, "concentrating" had good 

recognition in all conditions and attracted answers of other 

labels. We also extracted one meta-class: "feeling like 

laughing and answering by chance", "not concentrating 

and feeling like laughing" and "deriding her results" 

(identification rate from 51% in the "upper" condition to 

76% in the "whole" condition). (cf. Figure 4) 
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Figure 4: S. results with dynamic Gestural Icons in "whole" condition 

 

5.2. Dynamic vs. Static comparison  

Results for the dynamic Gestural Icons test were different 

from the static one (Vanpé & Aubergé, 2006). 

5.2.1. Subject T 

In the dynamic test results, we did not find exactly the 

same four meta-classes identified in the static test 

("hesitant"/ "stressed"/ “ill at ease/worried"/ 

"anxious/oppressed"; "a bit lost/perplexed"/ 

"disappointed"/ "astonished"; "at ease/more relaxed"/ 

"quiet/fine"; and "concentrating"): "anxious/oppressed" 

was isolated and the first and the second one were merged. 

The labels "astonished" in all conditions, 

"anxious/oppressed" in the "whole" condition, and 

"hesitant" in the "upper" condition, were better recognized 

in the dynamic test, whereas "a bit lost/perplexed" in the 

"whole" condition, "anxious/ oppressed" in the "upper" 

condition and "disappointed" in the "lower" condition 

were better recognized in the static test. 

5.2.2. Subject S 

In the dynamic test results and in the "whole" condition, 

every label significantly differed from chance distribution 

(Khi-2, p<0.01, 8 ddl) (vs. in the static test results, it was 

the case of "not concentrating and feeling like laughing").  

The labels "not concentrating and feeling like laughing" in 

the "whole" and "lower" conditions, and "concentrating" 

in the "upper" and "lower" conditions, were better 

recognized in the dynamic test, whereas "listening with 

attention" was better recognized in the static test in the 

"whole" condition. 

Furthermore, the identified meta-class stayed the same in 

both test results. 

6. Conclusion and prospective studies 

The results of our study indicate that our Gestural Icons 

are perceptually relevant, both in their static form and in 

their dynamic ones. In addition, information given by the 

upper part of the face, and lower are not necessarily 

additive in terms of identification of labels, although this 

needs to be proven mathematically. Moreover it confirms 

that Ekman's FACS is not ecological, because expression 

of emotional states can't be reduced to a sum of Aus, 

minimal Gestural Icons, according to our terminology. 

The upper/lower/whole condition and the dynamic or 

static nature of stimuli are two different parameters for 

identification of 'Feeling of Thinking' expressions. From 

static to dynamic results (Vanpé & Aubergé, 2006):  

- Information about "concentrating" and "feeling like 

laughing and answering by chance" concentrates in the 

upper part of the face, as does information about "hesitant" 

and "listening with attention". 

- The lower part of the face gives more information about 

"stressed" (information localized in the upper part of the 

face in the static test results), as does information about 

"quiet/fine", "at ease/more relaxed" and "not concentrating 

and feeling like laughing". 

- Information about "disappointed" and "anxious / 

oppressed" (respectively localized in the lower and upper 

part of the face in the static test results) doesn’t seem to 

show a special localization, nor does information about 

"astonished". 

In the future we wish to explore these results more to study 

the dynamics of the movements, since this seems to be 

important in some cases. For example, differences in 

dynamics may allow us to distinguish some labels. It also 

may be that the movement itself is important in some 

situations.  

Moreover Carlier & Graff's works about upper-ranking 

tennismen (2006) suggest that gesture rythmicity (e.g., 

regularity and frequency), is a strong indicator of the 

subject's affective state. This needs to be checked using the 

Feeling of Thinking as an interaction task. 

Regarding prospective studies, a first step would be to 

Feeling like laughing 
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focus on signal typology, ranging from static to dynamic. 

To measure co-ordination between the different modalities 

and to infer organization laws could then enlighten us 

about function and organization of rythmicity in emotional 

communication. We could also do perceptual evaluations 

with simulated icons using ECA. This would allow 

comparison of natural vs. synthetic movements in order to 

understand the essential cues of expressive speech facial 

gestures. 

Based on these experiments, we would construct a model 

about the existing relation between multimodal 

expressions and the subject’s mental and emotional states 

which could be then evaluated by using varied 

interaction-type data in order to validate or expand our 

model.  

Finally the outcome of this work would be a simulation of 

this model with an augmented control of the virtual 

expressive agent GRETA, through a collaboration with C. 

Pelachaud and the LINC (Poggi & al, 2005). This 

simulation would be evaluated by usable tests, which 

would allow us to test our model as well as the ecological 

relevance of our simulations (cf. Figure 5). 

 
Figure 5 : Subject T, E-wWiz corpus  
  vs. Greta (Pelachaud – LINC) 
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Abstract  

We propose an annotation scheme for a corpus of negotiation dialogs that was collected in the scope of a study about the effect of 
negotiation attitudes and time pressure on dialog patterns. 

 

1. Introduction 
Affect has been shown to play an important role in 
negotiation dynamics: Kumar (1997) analyzed the role of 
positive and negative affect in bargaining; van Kleef et al. 
(2004) investigated the interpersonal effects of anger and 
happiness on computer-mediated negotiation. In particular, 
they considered the social consequences of emotions and 
their impact on the negotiators’ strategic choices and their 
reaction to the opponent’s affective state; Carnevale (2008) 
investigated the role of positive affect in simulated bilateral 
negotiation, with respect to the decision frame (“gain” vs. 
“loss”).  
Affective states widely vary in their duration, ranging from 
long-lasting features, such as personality traits, to 
short-term ones, such as emotions. Interpersonal stances 
are in the middle of this scale: at the beginning of the 
interaction they may be triggered by personality traits and 
they can stay unvaried over the whole duration of the 
interaction, unless significant events occur. This is 
especially true when the referred scenario is short-timed 
human-human interaction, such as negotiation dialogs in 
time pressure condition. Rather than considering individual 
emotions, we focused the research described in this paper 
on recognizing a particular aspect of interpersonal stance 
that influences the negotiators’ behavior during interaction: 
cooperative vs competitive attitude. As we will see, this 
refers to the goals of the two parties involved in negotiation 
and how they behave to achieve them.  
The final goal of this ongoing research is to investigate 
whether and how the cooperation attitude of the 
participants to negotiation dialogs, induced in an 
experimental study, can be recognized. The envisaged 
method for this recognition purpose is a combination of 
language analysis (at the individual move level) and dialog 
pattern classification techniques (Hidden Markov Models, 
HMM) (Charniak, 1993). In this short paper, we describe 
the corpus that will be used in this analysis and its 
annotation criteria and problems. 

2. Conceptual Framework 
A negotiation is a 'a discussion between two or more 
parties with the apparent aim of resolving a divergence of 
interests' (Pruitt and Carnevale, 1993). It occurs whenever 
an economic transaction takes place or a dispute between 
goals is settled (Walton, 2005); a typical example is the 
labour negotiation scenario (Sycara 1989). Some recent 
studies (Carnevale and De Dreu, 2006; Carnevale and 
Pruitt, 1992) provide a deep insight on this phenomenon, 
from the goals and motives point of view. Schelling (1960) 
refers to negotiation as ‘mixed motive’ interaction, meaning 
that the parties involved simultaneously experience the 
motivation to cooperate and compete with each other. In 
the basic types of dialog classification proposed by Walton 
(2005), negotiation dialogs are seen as originated by a 
conflict of interests of the parties involved. However, 
discrepancies on interests and goals do not necessarily 
produce a strictly competitive attitude in negotiators. 
Importance of goals with respect to the specific situation 
each party is in, together with their system of priorities or 
other factors as time pressure, might determine different 
kinds of attitudes and suggest negotiators to adopt different 
strategies (Carnevale and Lawler, 1986). 

2.1  Cooperative vs competitive attitude  
Competitive behavior occurs when parties assume a 
"win-lose" attitude, with strongly opposing interests. As a 
consequence, they could adopt a tough behavior (by 
highlighting unfairness of other’s offers, putdowns) and 
coercive negotiation tactics aimed at forcing an advantage 
(e.g., threats), while excluding prenegotiation binding 
agreements (with exchange of priority information). To 
enhance the desired results, tactics which involve 
emotional ploys could be used, consistently with a 
strategic-choice perspective (van Kleef et al., 2004). On the 
contrary, in cooperative behavior a win-win situation is 
assumed, with the final goal to increase the joint gain. The 
resulting communication will be based on the hypothesis of 
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existence of common interests, benefits and needs, and will 
aim at building trust.  
The features of competitive and cooperative attitudes we 
have described may be taken as cues for identifying this 
kind of behavior in negotiation dialogs. Typical signs of 
cooperative attitude are the accurate and honest exchange 
of information about own priorities and the spontaneous 
formulation of cooperative statements. To be successful, 
cooperative negotiators need to be skilled in clarifying 
similarities and differences in their individual goals and 
priorities and in trading, by proposing  creative alternatives 
and selecting the best one, based on mutual acceptability. 
They will highlight consequences of a proposal for the 
other party which means showing understanding or interest 
for the other party’s priorities  (‘I know I can get more than 
that, but it cuts you down’) or evaluating the consequences 
for both (‘We are both maximizing our  benefits’). They 
will use ‘positive’ argumentation such as highlighting 
consequences of a proposal for the other party and will 
provide justification when making/rejecting a proposal. 
Skilled negotiators could also make use of humor as a 
technique of social influence (O’Quin and Aronoff, 1981), 
that is make a joke which does not involve a putdown of the 
other party (‘Think of my poor people! They aren’t making 
any money here’). 
On the contrary, in non-collaborative negotiation (Sycara, 
1989; Carnevale and Lawler, 1986), it will be likely to see 
complaints about other’s unfair offer (‘This is really 
lopsided’), highlights of the other’s contradiction (‘But you 
agreed with the other too’), putdowns (‘Your workers are 
so stubborn!’), self supporting statements (‘How about my 
proposal: 4c, 6/10ths and 40%? I think this is quite 
generous’), threats (‘You don’t want to be out of work…’) 
and warnings (‘If you don’t agree with my proposal we will 
strike’). 

2.2 The role of persuasion  
Negotiation, persuasion and argumentation are close but 
not overlapping concepts. It is out of the scope of this paper 
to provide a clear definition of what are and what are not 
negotiation tactics, argument techniques and persuasion 
strategies: we are rather interested in defining a set of signs 
which can be used to detect the attitude displayed by the 
parties involved in negotiation processes. However, some 
preliminary clarification about the interrelationships 
among the three concepts is needed to justify our choice to 
introduce persuasion tags in our mark-up language. In 
analyzing agents’ behavior in collaborative negotiation, 
Chu-Carroll and Carberry (1995) claim that ‘argument is 
often taken to deal with conflicting opinions or beliefs, 
while negotiation deals with conflicting goals or interests’. 
If negotiation is seen as a process aimed at defining an 
agreement on the two parties’ conflicting goals (Walton, 

2005), persuasion phases are easily embedded in these 
processes (Walton, 2005). The inverse is also possible: 
Wells and Reed (2006) show how people decide to embed 
negotiation sub-dialogs in persuasion ones, when they 
realize they are unable to change the goals of their 
opponent. Distinguishing between bargaining and 
argumentation can be difficult (Chu-Carroll and Carberry, 
1995) and some authors claim about the existence of mixed 
types of dialogs (Walton, 2005).  

3. The corpus 

The corpus we used for this study was collected in the 
scope of a study about the effects of time pressure 
(Carnevale and Lawler, 1986). The experimental setting 
was designed to be a 2x2x2 study where the variables 
involved were time pressure (high or low), attitude of the 
negotiators (cooperative vs competitive) and their gender. 
The subjects involved in the experiment where asked to 
play the roles of union and management representatives, in 
a labor negotiation scenario. They were asked to negotiate 
on wages, medical plan and vacation and were given an 
issue schedule where their priorities were expressed in 
points assigned to each configuration of the three 
parameters. The subjects were told that the final value of 
the agreement reached would have been converted into real 
money. Subjects were privately provided of instructions 
about time pressure and orientation. The time pressure 
condition was simulated by giving a temporal deadline of 
five minutes while, to manipulate their orientation, subjects 
were explicitly instructed to behave as to reach an 
integrative agreement (cooperative attitude) or to 
maximize their own gain (competitive attitude). Therefore, 
people involved in the study modified their attitude 
according to spontaneous adaptation to the environment 
condition (high vs low time pressure) but also because they 
were instructed by the experimenter on how to simulate 
either a cooperative or competitive attitude. From this point 
of view, the corpus is half way in between spontaneous 
emotion corpora and acted ones.  

 
 Number of dialogs available Average number of moves 

 
High time 
pressure 

Low time 
pressure 

High time 
pressure 

Low time 
pressure 

Cooperative 
attitude 

12 12 32 66 

Competitive 
attitude 

11 11 29 86 

 
Table 1: The time pressure corpus. 

 
Same-gender subjects (24 male vs 24 female) were 
distributed equally and randomly through the four 
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combination of the two modalities. Table1 summarizes the 
distribution of dialogs in the four modalities.  
Dialogs analysed in this study are the transcripts of audio 
recording of the negotiation experiments. We annotated, 
overall, 2433 moves. By ‘move’ we refer to the single turn 
performed by each party in the scope of a dialog exchange. 
Our final goal, in fact, is to model the attitude of both 
parties involved in the negotiation. For this reason, we 
think the annotation should be done at the single move 
level rather than at the level of coupled pairs composing the 
dialog exchange (tab. 2) 
 
Speaker Transcript Possible unit of annotation 

1 You want wages at  what? Speaker  move 

2 At 7, the original Speaker  move 

Dialog exchange 
(complete turn) 

 
Table 2: Possible annotation units. 

4. Markup language 

The first question to be answered when deciding to 
annotate a new corpus is whether to define an ad hoc 
scheme or to use an existing one. Several schemes have 
been proposed for coding bargaining processes (Goering, 
1997): the main advantage of using an existing coding 
system is the possibility of comparative analysis with 
previous studies in the same domain. However, Weingart 
et al (2004) argue in favour of defining ad hoc annotation 
schemes according to goals researchers want to achieve 
and to the intrinsic features of the corpus to be annotated.  
The first issue to be addressed when approaching the 
definition of a coding scheme is what are the relevant 
features of the phenomenon to be annotated (Craggs, 
2003). Theoretical background and domain knowledge 
help in formulating a first sketch of the annotation 
language; inspection of the corpus (with computation of 
the frequency of labels in the dataset) should be addressed 
in further iterative revision steps, towards the definition of 
the final language. In negotiation dialogs, in particular, it 
must be decided what types of behaviour are theoretically 
relevant in the study and what are the cues through which 
this behaviour is shown. Also, the collection modality 
affects the kind of signs that may be looked for: spoken 
corpora provide information about prosody and other 
acoustic features; audio-visual data make possible the 
usage of body measures; transcribed or written corpora (as 
in our case) only allow linguistic analysis. Another critical 
issue to be addressed is the definition of the unit of 
annotation. It is very important to have a clear idea, since 
the beginning, of what the long-term goal of the research 
will be, so as to avoid loss of relevant information (too 
large units of annotation). This is particularly true when 
attempting to annotate a subjective phenomenon such as 

affective states. The general approach is to allow 
redundancy (e.g. by annotating single word units as in 
Batliner et al. 2003) and overlapping among tags: 
aggregation is always possible, a posteriori, while with 
further specification of tags researchers would introduce a 
subjective bias in the annotation results.  

4.1  Definition of codes 
The annotation language we defined extends the coding 
scheme used in a related study (Carnevale and Lawler, 
1986). The core of this language includes domain tags: 
making/accepting/rejecting a proposal, bargaining and 
soliciting a reaction). Some of the existing tags were 
grouped into the category of those denoting, in particular, 
cooperative attitude: cooperative statement and exchange 
of priority information;  finally, the language is extended 
with tags denoting persuasion attempts.  
When dealing with the annotation of our corpus, we had to 
consider that consequences of time pressure condition in 
negotiator's attitude were quite natural since they had to 
spontaneously adapt to the high/low time pressure 
condition, which was simulated by adopting a time 
deadline. On the contrary, subjects were explicitly 
instructed to simulate a cooperative or competitive attitude 
by using written guidelines provided just before the 
experiment started. In this sense, our corpus is half way 
between spontaneous and acted data and this should be 
considered when summarizing results of the annotation 
experiment and approaching the attitude model learning. 
To this aim, faithfulness to role tags were added to evaluate 
how much the subject involved in the experiment behaved 
in a way which is close to ‘real’ negotiation interaction. 
This tag is used whenever a subject makes a comment 
drawn from the context (‘My constituents have been hard 
workers and deserve a higher salary’) or related to the 
experimental setting (‘We can get more points by doing this 
way’). In the first case, the tag value indicates that the 
subject is behaving according to the role assigned, while 
the second one shows a situation in which the subject does 
not seem to be really involved in the negotiation task, as he 
explicitly refers to the experimental settings or to the 
instruction received, while interacting with the other party. 
This tag can be used to assess the validity of conclusions 
drawn from the analysis of this corpus and to assess the 
quality of data collected by asking people to ‘act’ as they 
were adopting a particular attitude (cooperative vs. 
conflicting). The complete set of codes, with definitions 
and examples, is provided in table 3. Please note that the 
level of generality of the four groups of tags is not 
necessarily the same, in order to allow, in the next future, 
several approaches of analysis at both linguistic (single 
dialogue turns as units of analysis) and pragmatic level 
(overall dialogue pattern). In particular, domain tags are 
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useful because they enable us to describe the actual 
evolution of the negotiation proposal, regardless of the 
behaviour subjects involved in the negotiation experiment 
are showing. It is reasonable to assume, in fact, 

discrepancies between the shown attitude (that we can 
recognize by looking at linguistic features of dialog turns) 
and the actual one (that we might analyze by looking at the 
evolution of the negotiation dynamics).  

 

Group Signs with definition Value Examples 

Yes 
Cooperative statement: speaking positively about a mutually 
acceptable solution or about allowing both sides to do well. No 

‘I guess maybe we should start with where we can 
agree. According to this we are trying to maximize 
both our own and our partner’s point ratings’ 
(Cooperative statement = ‘Yes’) 

Request info ‘Let’s exchange information about our point values’ 

Cooperative 
attitude Exchanging priority information: any honest 

exchange/request of exchange between negotiators about their 
priorities, according to the information provided by experimented 
and present on their issue sheets. 

Give info ‘The most important of the three issues for my point 
of view is the  medical plan’ 

Simple proposal: (single or 
multi-issue focus) 

-‘Let’s make a 5% on wages’ (single focus) 
-‘5c increase in wages 4/10 and 60%’ (multi-issue) 

Making a proposal: making an offer, either by simply presenting 
the proposal or also by supporting it  with argumentation By using persuasive 

information and argumentation 
when using this code, raters had also to specify a 
value for the ‘Persuasion Attempts’ code (refer to 
that code for examples) 

Open option ‘An option that we can keep open’ Accepting a proposal: by either demonstrating interest in an 
offer without accepting it (Open option) or explicitly accepting it 
(Offer acceptance) 

Offer acceptance ‘Okay’ (after a proposal from the other party) 

Polite way ‘I don’t like that idea’ 

With heavy or impolite 
commitment 

‘That’s totally out of question’ 
 

Rejecting a proposal: either by expressing disagreement in a 
Polite way or by expressing total unwillingness to make further 
concessions (with heavy or impolite commitment) By using persuasive 

information and argumentation 
when using this code, raters had also to specify a 
value for the ‘Persuasion Attempts’ code (refer to 
that code for examples) 

Yes 

Domain tags 

Bargaining: speaker makes a proposal which suggests giving 
up on one issue in return for gaining on another issue No 

‘If we go down on vacation, will you go up on 
something else?’ (Bargaining = ‘Yes’) 

For both ‘In this way we are both maximizing our benefits’ Highlighting consequences of a proposal for the other 
party: statements which indicate understanding/interest in 
knowing the other’s party priorities, joint evaluation of 
consequences,  

For the other ‘I know I can get more than that but it cuts you down’ 

Signs of cooperative 
attitude/real persuasion 
attempts 

Humor 

Highlighting the other contradiction 

Complaining about other’s unfair offer 
Self supporting statements 

Persuasion 
tags 

 

Persuasion attempts  Signs of competitive 
attitude/making tactical use of 
power 

Threats and warnings 

Comment drawn from context: any argument referring to surrounding social or economic 
structure which is used by one party to gain a concession from another  

My constituents have been hard workers 
Faithfulness 

to role Argument related to the experimental setting: the speaker clearly refers to his point balance, 
instead of using arguments drawn from the context 

We can get more points this way 

Soliciting a reaction: speaker requests the other’s reaction 
(feelings or thoughts concerning an offer or general suggestion) 

Yes / No ‘Let’s hurry up and finish’  
(Soliciting a reaction =’Yes’) 

Asking a question  ‘Do you want to start with wages’ 
Other 

Answering  ‘Yes, let’s start with wages’ 

 
Table 3: The mark-up language. 
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It is possible, in fact, that parties were just pretending to 
be cooperative, for example by exchanging priority 
information. Actually, this could be a tactic adopted by 
skilled competitive negotiators: while collaborative 
agents really take into account others’ beliefs, also in 
order to decide whether to revise their own ones and reach 
an agreement (Chu-Carroll and Carberry, 1995), 
competitive agents could do so to discover weak points in 
the other’s system of beliefs and goals and to attack them 
with arguments or emotional tactics. Including these tags 
in the coding scheme leave us the door open to future 
investigation in this direction (e.g. aggressive verbal 
behavior as an emotional tactic, when a cooperative 
strategy is actually being adopted). 

4.2  Labelling units 
Decision about which unit of annotation should be used 
must be linked to the research question to be answered 
and to the further analysis that researchers intend to 
conduct on the annotated dataset. As we said, our long 
term goal is to learn an Hidden Markov Model which 
enables us to recognize negotiators attitude (such as, in 
this case, cooperative vs competitive behaviour) as in 
Martalò et al. (2008). For this reason, we found it relevant 
to label the dialogs at the entire dialog turn level. Some 
authors claim the possibility of letting raters free to 
manually divide the corpus into annotation units. We 
believe that this would make the annotation of subjective 
phenomena less reliable. The state of the art on this 
subject (Weingart, 2004 Craggs, 2003; de Rosis et al., 
2006; de Rosis et al., 2007) suggest us to use objectively 
defined units of annotation (as dialog turns are). This 
allows us to evaluate the inter-rater level of agreement by 
using an index such as the observed agreement or Cohen’s 
Kappa, which is recognized as a valid measure of 
interpretation reliability in the computational linguistics 
community. 

4.3 The labelling experiment 
A labelling experiment was conducted at USC: the three 
raters were all English native speakers and were provided 
of the complete corpus of transcribed data and of an 
annotation manual which explained in detail the meaning 
of each tag, by also providing examples. After an 
individual short training of about ten minutes, where 
raters were free to ask questions about how to conduct the 
labelling, they were asked to rate dialog moves 
independently. Multiple annotations were allowed 
because of partial overlapping in the semantic of some of 
the tags.  
After summarization of results, every move received one 
or more codes according to a majority voting criterion (at 
least two over three raters agreeing on the value of a code). 
The main problem related to this approach is the 
probability of having no tags for some turn, when 
majority agreement is not reached: on the contrary, since 
our final aim is to train an HMM model for predicting the 
overall attitude of the negotiators during interaction, we 
need to give a code to all turns in the training set. Sparse 

data are also a relevant problem in model learning. For 
these reasons, we revised the corpus annotation by 
compacting  the initial tags into fewer classes, according 
to the final recognition goal and to the semantic of codes 
(see table 4). This table shows the distribution of labels in 
the annotated corpus and provides values for the observed 
agreement and Kappa among raters (we didn’t report the 
signs for which frequencies was zero). Which index best 
fits the description of the inter-rater agreement is still an 
open discussion in the computational linguistic 
community (Craggs and McGee Wood, 2004): while the 
observed agreement doesn’t suffer from the unequal 
distribution of labels, Kappa provides a chance corrected 
measure of the agreement. Our results seem to confirm 
this issue: the signs for which we have the highest 
differences between the first measure (a percentage 
agreement index) and Kappa, in fact, are those with the 
lower frequency in the corpus (e.g. Exchanging priority 
information).   
 

Sign Frequency Observed 
Agreement Kappa 

Cooperative statement 17 % .79 .24 

Exch. priority information 4.4 % .83 .11 

Making proposal 18 % .81 .41 

Accept proposal 5.1 % .91 .35 

Reject proposal 4.1 % .93 .46 

Bargaining 8.8 % .83 .26 

Soliciting reaction 7.9 % .85 .27 

Persuasion attempt 7.6 % .83 .21 

Faithfulness to role 5.8 % .86 .26 
 

Table 4: results of the annotation experiment. 

5. Conclusion and future work 
This contribution is a preliminary statement of the 
direction in which we are moving in our study about 
recognizing cooperation attitude in negotiation dialogs. 
By tagging our corpus, we made a first step towards 
preparing the dataset to be used to train our recognition 
model. Once again we learnt, from this experience, that 
the markup language is a compromise between the 
dimension of the corpus available, the data analysis goals, 
the methods that will be used in this analysis and the 
complexity of the problem under study, the actual features 
of the corpus used and how they can be described with the 
aim of building a model of those affective states which are 
relevant for the domain of application. 
The limited dimension of our corpus and the unequal 
distribution of codes caused a low Kappa, even after 
aggregation of some of the tags according to their 
frequencies and to their semantic. This suggested us to 
carefully revise the results of the annotation experiment 
before starting any model learning phase. In particular, we 
must take into account the hybrid nature of the affect 
expressed in our corpus: on one hand, time pressure 
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condition and the perspective of higher money gain in 
case of successful integrative bargaining could promote a 
spontaneous adaptation of the negotiator's attitude; on the 
other end, the only way for inducing people to 
differentiate their attitude (cooperative vs. competitive) 
was the usage of written guidelines. Since no assessment 
was conducted on personality traits, we cannot be 
completely sure of how the same subject would behave in 
a real-life negotiation scenario, and how their permanent 
features would affect the interpersonal stance occurring in 
real-life situations. This suggests us to be careful in the 
preparation of the dataset for further analysis, also 
according to the information provided by the ‘faithfulness 
to the role’ code. 
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ABSTRACT 
This paper documents a case study from the development of an affective application called PuppetWall, which is an interactive installation 
built upon the puppeteering metaphor. It is designed to react to user expressions and visualize them on a large multitouch screen. We 
present an outline of the system and a review of comparable applications. We describe our initial design efforts in implementing emotion 
recognition using speech and a novel way of using affective information to control the application. Based an initial user test, we show how 
users try to exploit the system by eliciting various vocal expressions. We conclude our presentation by examining the lessons learned from 
this design iteration, focusing on the auditory cues available and the implementation of interactive features. 

1. INTRODUCTION 
Natural interfaces are a new trend in human-computer 
interaction. They enable users to interact with advanced 
multimodal applications in a more embodied way, for 
instance, using hand gestures, bodily movements, or speech 
to interface them. Another line of progress concerns the 
tracking of emotional and expressive cues. These interface 
technologies provide tools to build innovative applications, 
where media is not just created and browsed in the 
traditional way, but is also enlivened in real time using 
multimodal inputs and emotional intelligence. One scenario 
is to create new formats which encourage users to animate 
media and co-create narratives. The development of such 
applications requires answering several open research 
questions. These include the identification of suitable input 
modalities, investigating the expressive features in each 
modality, and creating interaction loops that motivate users 
in self-expression.  
 
The technology required to detect emotions and implement 
affective interaction has just recently started to bloom 
(Cowie et al., 2001). The slow progress maybe due to the 
fact that humans naturally use multimodal information, 
including semantics, to discover emotions and these aspects 
have long been a stumbling stone for artificial intelligence. 
This far computational methods have often been relying on 
a single modality in a restricted, context insensitive way and 
multimodal fusion in emotion decoding seems to be ahead 
of us (but see Paleari & Lisetti, 2006; Pantic & Rothkrantz, 
2003). Despite the challenge, we believe that the time is 
right to begin explorations into affective interaction, even if 
the recognition technology is still being refined.  
 
One of the oldest tracks in emotion research concerns vocal 
expressions (Scherer, 2003). We also adapt emotional 

speech as a starting point for developing emotional 
intelligence for PuppetWall, an interactive, affective 
installation. We try to address the question of what kind of 
auditory cues would best serve the interests of system 
development. The role of corpus is known to be crucial, but 
excluding some generic guidelines (Ververidis & 
Kotropoulos, 2006), there are no firm rules for corpus 
acquisition, and much has be to be done by (expensive) trial 
and error. We will briefly present of the technical details of 
our application, introduce some related applications, and 
provide results and conclusions from a small user study.  

2. RELATED WORK 
Puppeteering metaphor has been previously explored in 
digital domain to some extent. Interfaces for actors to 
control virtual characters have been developed, for instance 
a data glove and a custom sign language to control the 
behavior of a digital puppet (Camurri et al., 2005). Chinese 
shadow puppetry has been implemented in a more extensive 
system called I-Shadows (Paiva et al., 2006). That 
installation allowed children to create stories for an 
audience. These applications did not acknowledged users’ 
emotions, but emotionally intelligent systems and their 
drafts do exist in other domains. McQuiggan and Lester 
(2007) have designed agents that are able to empathically 
respond to six emotions that match the gaming situation of a 
user. AffectivePainting (Shugrina et al., 2006) supports self-
expression by adapting in real time to the perceived 
emotional state of a viewer which is recognized from his or 
her facial expressions.  
 
Cavazza et al. (2004) introduce a prototype of multimodal 
acting in mixed reality interactive storytelling, in which the 
position, the attitude, and the gestures of spectators are 
monitored and influence the development of the story. 
Camurri et al. (2005) propose multisensory integrated 
expressive environments as a framework for performing arts 
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and culture oriented mixed-reality applications. They report 
an example in which actress’ lips and face movements being 
tracked by the EyesWeb system and her voice is processed 
in real-time to control music. To sum up, many interesting 
approaches exist, but none of them include both full-blown 
interactivity and affective features. 

3. PUPPETWALL  
PuppetWall is a multi-user installation for collective, 
emotionally augmented interaction. It is based on the 
concept of a traditional puppet theater. Users control 
puppets and other elements of the application on a large 
multitouch screen with hand movements. In this section we 
provide condensed specifications of the current version of 
PuppetWall (for details see Liikkanen et al. 2008). 

3.1 System Overview 
PuppetWall system consists of several inputs for explicit 
and implicit interaction. MagicWands are tracked in 3D to 
capture hand gestures. They provide an intuitive and simple 
way to animate characters. Voice input is used to feed a 
speech classifier to analyze users’ emotions, and a large 
multitouch screen is used for direct interaction and 
projecting the visuals of the application. The system 
architecture is visualized in Figure 1. 
 
 
 
 
 
 
 
 
 
 
 

Figure 1: The architecture of PuppetWall application 
 
This prototype runs on a single Linux workstation equipped 
with a 3D accelerated graphics card, which is utilized by a 
custom made 3D engine. The PC has two microphone 
inputs and three additional FireWire ports. The visuals are 
created with a video projector (1280x768, DLP) which 
projects the image to a semi-transparent screen from behind. 
Three high-speed, high-resolution FireWire cameras are 
employed, one of which is prepared with an infrared filter 
(IR) and a wide-angle lens. It is placed behind the touch 
screen to receive an IR signal from the screen surface (see 
Nobuyuki & Jun, 1997). The signal is composed of IR light 
reflected from users’ fingertips on the screen surface, 
originally emitted by an IR lamp behind the screen, next to 
the projector. The two other cameras on the top of the 
screen are used to track the movements of the MagicWands.  

3.2 Emotion Tracking 
Literature on emotion recognition introduces several 
techniques to track user emotions (e.g. in Cowie et al., 
2001; Picard, 1997). The most salient cues of human 
emotion are visual and auditory; facial expressions and 
speech respectively. In PuppetWall, we have started our 
exploration with in a single modality using auditory cues as 
the primary input for emotion decoding. This seemed the 
best option for an application which is intended for 
multiple, mobile users that can be equipped with headsets. 
For emotional speech categorization, we utilize a corpus 
and a feature-based classifier. The enacted corpus (acquired 
according to specifications described in Seppänen et al., 
2003) consisted of long (over 20 sec.) speech extracts with 
fixed content being voiced with different emotions in a 
random order. Nine professional actors read the passage ten 
times. The corpus was used in the training of a feature 
extractor and a Naïve Bayesian classifier (see Vogt & 
Andre, 2005, 2006). The classifier allows real-time 
categorization of four emotion classes represented in the 
corpus (neutral, happy, angry, sad). The result of training 
the classifier resulted in mediocre off-line recognition rates 
(55% over the corpus), possible due to very segmenting into 
short two second samples. In PuppetWall, the output from 
the classifier was fed into an interpretation layer 
(“emotional stage” in Figure 1), which transformed the 
categorical input into a dimensional representation of the 
emotional state, buffering and smoothing the input. 
 
The use of non-specific corpus was here taken as a starting 
point. Although the convention is to build a custom corpus, 
it is generally not a very efficient option and we wanted to 
investigate possibilities of re-using an existing corpus. The 
specifications of the corpus seemed promising for our 
application as it consisted of enacted speech in the target 
language. From our previous work in the application area 
(Liikkanen et al., 2008) we knew that there were clear 
differences in users’ manner of speech when they were 
controlling the characters (being “emerged in the world of 
play”) and when they were addressing each other as their 
normal selves. 

3.3 Emotion Expression 
For the current version PuppetWall, we designed a set 
(characters, objects, background) which covered the Little 
Red Riding Hood (LRRH) story. LRRH provided a small 
number of characters and an existing, well-known narrative 
with distinct phases in the development of emotional 
tension. Thus we considered it as a good beginning, 
although the final aim of application development is to 
enable improvisation in a less constrained environment. The 
LRRH version thus presents an exploratory step which we 
used to evaluate the present affective features. The novel 
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feature in this application is emotion expression achieved 
through associating detected emotional states to the 
different, categorically representative forms of the main 
characters. This relation is depicted in Figure 2. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 2: Four emotional states of the character Wolf from 

Little Red Riding Hood as visualized with PuppetWall. 

4. USER TRIAL 
Two professional puppeteers who were not familiar with the 
operating principles of the application, participated in an 
evaluation session. The trial (appr. 90 min.) was captured on 
two DV cameras, one capturing the narrative from the 
screen, and the other the actors’ gestures. The use situation 
is depicted in Figure 3. Two experimenters were constantly 
present, one guiding the interactive session, the other 
providing technical supervision. 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 3: Two test users facing PuppetWall, playing out the 

story of Little Red Riding Hood. 
 

The subjects received minimal instructions verbally. They 
were informed about the basic interactive features of the 
system and additionally told about the existence of 
“interactive features which depend on the emotion 

recognized from speech”. They were requested to play out 
the story of the Little Red Riding Hood, which they knew 
by heart from their own productions. They were advised to 
avoid talking simultaneously as we could not otherwise 
provide an adequate separation of the speech streams. 

4.1 Results 
Several interesting qualitative findings were made by 
observing the session and in the initial analysis of the video 
recording. During the session the actors created nine 
different versions of the play, in average little more than 
four minutes long. They played out the story from the start 
until the moment where the LLRH is consumed by the 
Wolf. Users quickly discovered the emotional reactivity of 
the application. However, the performance of emotion 
recognition was not satisfactory, the online rates were worse 
than offline, possibly due to a difference in audio input 
hardware. As a consequence the behavior of the system 
seemed erratic to the users. 
 
Finding out that the behavior of the system was not in their 
full control, the users entered an exploratory phase. They 
began to experiment with different expressive maneuvers to 
discover the different forms of the character and how they 
were related to input. Interestingly, actors used exaggerated 
aggressive and happy voices together with some distinct 
words (curses, praises). Also paralinguistic expressions 
such as crying, laughing, and grunting were observed. The 
fact that these users adopted these measures without any 
information regarding how the system worked is notable. 
Despite the efforts of going through a spectrum of 
expressions, actors could not reverse engineer the logic of 
emotion detection. In the final rounds of the session, we saw 
how the users began to adapt to the limited control situation 
and started to exploit it as stimuli for improvisation. 

5. CONCLUSIONS AND FUTURE WORK 
In this paper we have presented a prototype of an 
interactive, affective application called PuppetWall and 
documented a preliminary study of affective interaction. 
The first prototype was built upon an existing corpus which 
was hypothesized to provide an adequate start for 
application development. In our evaluation this method 
turned out to be less successful than what we had hoped for. 
Because specifying and building a corpus is both a 
demanding and necessary task for applications of this kind, 
we will next consider lessons learned from our exploration. 
 
Our investigation suggests that for use with an interactive 
application, the use context and emotion expression within 
the application are important considerations right from the 
start. The corpus should reflect the usage situation, the 
content and the length of expected expressions. The only 
way currently to achieve this is seems to be acquisition of a 
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custom corpus. In our case study, we saw how the users 
began exaggerate their expressions, after the emotional 
reactivity they looked for was not otherwise found. 
However, this has implications regarding potential inputs 
for the future version of PuppetWall. Instead of mimicking 
the traditional speech recognition approaches, we could 
consider a fusion of all available auditory information. 
Potential improvements can be summarized as follows: 
• Paralinguistic information can provide additional cues 
• Keyword spotting could be a shortcut to semantics  
• Information about the emotional features will affect 

users’ behavior. An important design decision. 
Assuming that these suggestions can help to overcome the 
difficulties in emotion interpretation, we will face the design 
question of which features of the application should be 
controlled by this kind of emotional intelligence. In 
PuppetWall we had chosen a central and well visible 
functionality, the form of the controlled character. It 
appeared it was not the kind of feature that should be 
controlled by an emotion interpreter of mediocre accuracy. 
Better idea might be to use emotional interpretation to 
augment the user experience (story telling), not to affect the 
key functional features of the application. For instance, we 
could imagine using background music, or more abstract 
character visualizations to represent the emotional states. 
From the perspective of interaction research and design, 
there are several unanswered questions remaining and 
untouched. For instance, how do the affective interaction 
loops we are looking work? Do we see emotions originating 
purely from users or do we think that the application can 
induce emotions? If the latter option is true, what sorts of 
constraints are there? If we are designing an installation for 
public spaces and all audiences, could this be a potential 
ethical issue? How do users affect each other? Are user 
expressions more important than anything originating from 
the application? More questions could be added, but in 
short, there are plenty of questions to be answered by future 
research on affective interaction. 
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