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The Web as Corpus

◆ Almost unlimited amounts of data

◆ Broad range of genres, speakers, etc.

◆ Always up-to-date

◆ Freely accessible

◆ More reasons at WAC-4 on Sunday!

◆ But it's a little bit messy …
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WaCky problems

◆ Different languages and encodings

◆ WaC spam (not quite the same as Web spam)

◆ Duplicate and derivative Web pages

◆ Boilerplate and advertising

◆ Lots of typos, spelling errors, 1337 5P34K, …

◆ Non-native speakers (esp. for English)

◆ Lack of metadata (speaker, genre, …)
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The basics of portrait photography could fill many large books. We
have decided to concentrate on one application with a few variations
on the theme for this lesson.

For our backdrop, we draped a black muslin drop cloth on a Boom
attached to a Litestand. Next, we set up a medium Photoflex MultiDome
softbox as the main light source to the right of our model (#1 below).
We attached the softbox to a Quantum Qflash strobe powered by a
Quantum Turbo.

Because the softbox blocks the Qflash's sensor, we set the flash to
manual and dialed in the power, f/stop, and film speed settings by
using the Mode, Set, and up/down buttons. We wanted the background to
be slightly soft (out of focus), so we determined that the camera's
aperture should be set to f/8. To ensure that there would be no motion
blur, we set the shutter speed to 1/250 of a sec. This first exposure
shows the main light position and exposure. A one light portrait can
be dramatic in effect because of the contrast between light and shadow
(#2).

A longer lens does not distort a model's face the way a normal or wide angle 
lens can, so we used the 140mm lens on our Contax 645. One of the great 
things about the Contax is that it comes with 90° prismfinder. The 
prismfinder allows you to look directly at your subject while shooting. This 
is especially advantageous for shooting portraits as the image is right side 
up, and the composition of the photo is easy to see.

In order to fill in the shadow on the left side of the face, we attached a 
Litedisc reflector to a Litedisc holder to reflect light into the shadowed 
areas of our model. We used a soft gold reflector surface, which "warmed up" 
the model's face (#3). 

...
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... we added texture to the image. We then eye up and across the image (#8).

Understanding and experimenting with the different elements of your shot 
enables you to find the shot you're after. 

This lesson will be posted in the free public section of the Web Photo
School at: www.webphotoschool.com You will be able to enlarge the
photos from thumbnails. If you would like to continue your digital
step by step education lessons on editing, printing, and e-mailing
your photos it will be on the private section of the Web Photo School.

                         [0901lesson20i1.jpg]
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...

Subscribe to Shutterbug now and receive 12 issues for ONLY $17.95 -
   and save 62% off the cover price!
   If you're serious about photography you need to subscribe to
   Shutterbug.
   Outside the US? Canada or International
   GIVE A GIFT
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   Email: _________________________
   First Name: _________________________
   Last Name: _________________________
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Boilerplate removal HowTo
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Boilerplate removal HowTo

◆ HTML tag density (BTE)

◆ Formatting (lists, colour, CSS classes, etc.)

◆ Keywords (e.g. Disclaimer, Google Ad)

◆ Average sentence length, …

◆ Grammaticality, POS distribution, …

◆ Supervised machine learning

◆ Sequence models (e.g. CRF)
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Boilerplate removal HowTo

◆ HTML tag density (BTE)

◆ Formatting (lists, colour, CSS classes, etc.)

◆ Keywords (e.g. Disclaimer, Google Ad)

◆ Average sentence length, …

◆ Grammaticality, POS distribution, …

◆ Supervised machine learning

◆ Sequence models (e.g. CRF)

◆ Or you could do something totally naïve …



Naïve boilerplate removal

◆ Extract plain text from Web page,
then apply standard n-gram classifier

◆ Makes no use of …

• HTML structure & typographical markup

• Tag density information

• Sequential patterns (stretches of clean or dirty text)

• Linguistic features (grammaticality, POS, …)

◆ An interesting baseline experiment

• if you happen to have training data available
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CleanEval results (2007)
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Abstract

Originally conceived as a “naive” baseline experiment using traditional n-gram language models as classifiers, the NCLEANER system has
turned out to be a fast and lightweight tool for cleaning Web pages with state-of-the-art accuracy (based on results from the CLEANEVAL
competition held in 2007). Despite its simplicity, the algorithm achieves a significant improvement over the baseline (i.e. plain, uncleaned
text dumps), trading off recall for substantially higher precision. NCLEANER is available as an open-source software package. It is pre-
configured for English Web pages, but can adapted to other languages with minimal amounts of manually cleaned training data. Since
NCLEANER does not make use of HTML structure, it can also be applied to existing Web corpora that are only available in plain text
format, with a minor loss in classfication accuracy.

1. Introduction
The World Wide Web is an amazing, almost inexhaustible
and very convenient source of authentic natural language
data. Automatically compiled Web corpora have become
increasingly popular in recent years and have been used for
many different purposes (Kilgarriff and Grefenstette, 2003;
Baroni and Bernardini, 2006). In particular, Web corpora
offer the NLP community an opportunity to train statis-
tical models on, and mine information from, much larger
amounts of text than was previously possible. It is easy and
inexpensive to collect billions of words of English, Ger-
man, French, and many other languages.
NLP researchers sometimes use “large and messy” training
corpora in the hope that errors will somehow cancel out in
the statistical models (Banko and Brill, 2001). Web pages
are even messier than other text sources, though, and inter-
esting linguistic regularities may easily be lost among the
countless duplicates, index and directory pages, Web spam,
open or disguised advertising, and boilerplate. Therefore,
thorough preprocessing and cleaning of Web corpora is cru-
cial in order to obtain reliable frequency data.
Software tools are readily available for many subtasks, es-
pecially those that are also relevant to Web search en-
gines: identification of language and encoding, duplicate
removal, detection of Web spam and automatically gen-
erated pages, HTML-to-text conversion, and possibly also
automatic stripping of advertisements.1 When these steps
have been performed, the resulting pages may still contain
substantial amounts of linguistically undesirable material,
in particular any kind of canned or automatically gener-
ated text blocks. Collectively referred to as boilerplate,
such canned text includes navigation bars, page headers,
link lists, disclaimers and copyright statements, as well as
the ubiquitous advertisements. Similar to page duplicates,
boilerplate may grossly inflate frequency counts for cer-
tain terms and expressions (such as click here, Contents or
Vi@gr@). Therefore, reliable boilerplate removal is indis-
pensable for the compilation of useful Web corpora.

1In the author’s experience, however, Google search results
often seem to be dominated by advertising and pages containing
counterfeit category listings or search results.

Commercial search engines (as well as other popular and
well-funded application domains such as information re-
trieval) are usually not concerned about boilerplate, which
will not figure prominently among users’ search results, es-
pecially when ranking techniques are applied. Even in the
Web as Corpus community, this task has often been trivi-
alised or ignored. Before the recent CLEANEVAL com-
petition,2 boilerplate removal was typically performed with
simple ad-hoc scripts, if at all.

Team Text Seg
Bauer et al. (Osnabrück) 73.5 53.5
Marek, Pecina & Sprousta (Prague) 84.1 65.3
Hofmann & Weerkamp (Amsterdam) 83.0 65.5
Chaudhury (India) 80.9 59.5
Conradie (South Africa) 60.2 45.5
Gao & Abou-Assaleh (GenieKnows) 83.4 63.9
Girardi (IRST) 82.5 65.6
Saralegi & Leturia (Elhuyar Foundation) 83.4 65.3
Evert (Osnabrück) 82.9 60.3

Table 1: CLEANEVAL competition results (Text = text
cleaning, Seg = paragraph segmentation and classification).

The page cleaning tool presented in this paper started out as
a “naive” baseline experiment to find out whether character-
level n-gram models would be able to distinguish between
clean body text and boilerplate. In particular, no use was
made of HTML tags and structure, in stark contrast to pre-
vious approaches that rely heavily on tag density and other
heuristic measures.3 The n-gram models worked surpris-
ingly well, achieving a significant improvement over unfil-
tered text dumps. In the CLEANEVAL competition held in
2007, its text cleaning accuracy came close to those of the
best systems (English track, text only, cf. Table 1). Para-
graph segmentation and classification was not an objective
of the experiment, and as a result the algorithm performed

2See http://cleaneval.sigwac.org.uk/
3A typical example is the PotaModule, a Perl script available

from http://sslmitdev-online.sslmit.unibo.it/
wac/post_processing.php.

from Baroni, Chantree, Kilgarriff & Sharoff (2008)
(see there for details of scoring algorithm)
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NCleaner architecture

◆ character-level n-gram 
models (clean vs. dirty)

◆ default: n = 3
(has little influence)

◆ geometric interpolation

◆ heuristics only
do not perform well

◆ n-gram models can be 
applied to non-HTML 
data (or existing text 
dumps of Web pages)

11

Web page
(HTML)

cleaned
text

HTML
preprocessing

Lynx
text dump

heuristic rules
& text segment 
identification

n-gram models
(segment filter)

existing
text dump



NCleaner implementation

◆ Portable & easy to use

• platform-independent Perl implementation

• optional: efficient C code for n-gram models

◆ Lightweight

• standard parameter file: 2.3 MB (uncompressed)

◆ Fast

• 20 million words / hour (Perl)

• 120 million words / hour (Perl + C)

◆ Open source @ webascorpus.sf.net
12

AMD Opteron @ 2.6 GHz
16 GB RAM (irrelevant)



13

NCleaner output
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NCleaner output



Evaluation
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Language-independent?
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◆ Statistical methods are language-independent, 
but require training data for each new language

• NCleaner standard parameter file was trained on 168 
manually cleaned English Web pages

◆ Can NCleaner be used for other languages?

1. re-train NCleaner on as little data as possible

2. apply standard parameter file (trained on English)
to other European languages



Learning curve

16

0 50000 100000 150000 200000 250000 300000 350000

8
8

9
0

9
2

9
4

9
6

9
8

NCleaner learning curve

Training size (tokens)

A
c
c
u
ra
c
y

F-score precision recall



A case study for German
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◆ Downloaded 10 random 
German Web pages

◆ Manually cleaned

◆ Evaluation of standard 
NCleaner parameter file

◆ Some pages work very 
well, others poorly 60
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NCleaner highlights

◆ State-of-the-art accuracy (almost :-)

◆ Lightweight

◆ Fast

◆ Portable & easy to use

◆ Open source

http://webascorpus.sf.net/

http://webascorpus.sf.net
http://webascorpus.sf.net


Next steps

◆ Get better training data

◆ Improve parameter tuning

◆ Add sequencing model (HMM)

◆ Include HTML tags in n-gram models
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Thank you!
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