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Abstract
In this paper we share our experience and describe the methodologies that we have used in designing and recording large speech databases
for applications requiring speech synthesis. Given the growing demandfor customized and domain specific voices for use in corpus based
synthesis systems, we believe that good practices should be established for the creation of these databases which are a key factor in the
quality of the resulting speech synthesizer. We will focus on the designing of the recording prompts, on the speaker selection procedure,
on the recording setup and on the quality control of the resulting database.One of the major challenges was to assure the uniformity of
the recordings during the 20 two hour recording sessions that each speaker had to perform, to produce a total of 13 hours of recorded
speech for each of the four speakers. This work was conducted in thescope of theTecnovozproject that brought together 4 speech
research centers and 9 companies with the goal of integrating speech technologies in a wide range of applications.

1. Introduction

There are currently several speech synthesis systems with
enough naturalness to be used in applications for a wide
range of domains. The use of these systems has been re-
stricted by the number of available voices and by the occur-
rence of artifacts when synthesizing less common words.
Companies do not like to have an interactive voice response
system (IVR) with the same voice as theirs competitors and
most applications of speech synthesis require the use of do-
main specific words, like brand names or technical terms
with unusual phonetic sequences. These restrictions are a
consequence of the technology used in most speeech syn-
thesizers that are based on the concatenation of variable
length speech units taken from an inventory of recordings
of a single speaker.
To assure the coverage of the most common sequences in a
given language, the inventory must contain a considerable
amount of speech recordings (from 3 to 10 hours or more)
with carefully selected contents. These contents are de-
signed to provide a good coverage of the phonetics and into-
nation of the selected language using analysis performed on
available text corpora, mainly newspaper texts and books
that do not always cover the specific requirements of cer-
tain applications such as speech-to-speech translation, med-
ical systems, customer support, etc. Also, the recording of
the inventory requires a large number of recording sessions
and a strict recording procedure to assure the uniformity of
the database (Bonafonte et al., 2006; Oliver and Szklanny,
2006; Saratxaga et al., 2006).
The high cost of the recording process limits the ability of
the technology providers to produce more than a few voices
for each language. A solution to this problem has been to
separate the speech synthesizer engine from the inventory
that defines the synthesizer’s voice. Several of the public
available systems allow the integration of new voices, like
Festival (Black and Lenzo, 2003) and MBROLA (Dutoit et
al., 1996), and some companies are willing to outsource the
recording procedure in exchange for wider range of cus-
tomers. Also, a properly recorded voice can be used in sev-

eral systems using different technologies and have a life-
span longer than the synthesizer engines.

In this paper we describe our experience and the solutions
that we have adopted to record several speech inventories
in European Portuguese. These inventories were designed
to be integrated in the wide range of applications produced
by the companies of theTecnovozconsortium.

1.1. TheTecnovoz Project

The Tecnovoz project is a join effort to disseminate the
use of spoken language technologies in a wide range of
different domains. The project consortium includes 4 re-
search centers and 9 companies specialized in areas such
as banking, health systems, fleet management, security,
media, alternative and augmentative communication, com-
puter desktop applications, etc.

To meet the goals of the project 13 demonstrators are be-
ing developed using 9 speech technology modules. Two
of these modules are related with speech output: one mod-
ule for domain specific speech synthesis and another for
synthesis with unrestricted input. The first module will be
used, for example, in banking applications were almost nat-
ural quality can be achieved by a proper match between
the inventory and the desired output sentences. As an ex-
ample of synthesis with unrestricted vocabulary, one of
the demonstrators is a dictation machine that provides oral
feedback to the user.

We have adopted a single system to handle both require-
ments. The domain adaptation is done at speech inventory
level. The inventory can have a wide or narrow coverage of
the language. By using an inventory with very large number
of carefully selected samples of a restricted domain, a very
high quality can be achieved for sentences in that domain.
A more general purpose system can use an inventory with a
wider coverage but with fewer examples for each domain.

By working together with the companies involved in the
Tecnovozproject, we were able to create customized voices
to fulfill the requirements of each particular application.
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1.2. Organization of the Paper

In this paper we will start by the describing the procedures
for collecting text and selecting sentences for the record-
ing prompts. After that we will describe the methodology
that we have followed for selecting the speakers. Next we
will describe the details of the recording process, namely
the techniques to maintain the same conditions and voice
characteristics during the multiple recording sessions. Fi-
nally we describe the procedures to control the quality of
the recordings, during and after the recording sessions, so
that the sentences with problems could be re-recorded. We
will conclude with some conclusions and future work.

2. Design of the Recording Prompts
Two distinct approaches were taken to select the text
prompts to be recorded: one for specific domains and an-
other to cover the acoustic patterns observed in the general
use of the language.

2.1. Recording Prompts for Specific Domains

The domain specific prompts must not only cover the most
frequent words in the domain but they must also provide a
good coverage of the prosodic contexts in which they ap-
pear. To achieve this goal we started by collecting domain
specific text corpora with the help of our industrial part-
ners of theTecnovozconsortium. A frequency-dependent
approach was then used to decide which words should be
included in the domain’s word list (Ziegenhain et al., 2003).
With this word list a greedy selection algorithm was used
to select a representative sub-set of the sentences in the text
corpora (Johnson, 1973; Chevelu et al., 2007). Due to the
need for modelling common multi-word expressions that
often give rise to very peculiar co-articulation phenomena,
the candidate prompts were selected in order to cover the
most frequent word pairs and word tri-grams. Since not all
combinations exist on the text corpus, the greedy algorithm
stops when a predefined coverage is achieved. Then, ad-
ditional sentences are manually designed in order to cover
the relevant words in appropriate contexts, if such words
and contexts were not found in the automatically selected
prompts.

2.2. Recording Prompts for Open Domain

The coverage of the more general use of the language can-
not be achieved at the word level, as the number of words
in a language is virtually infinite. Therefore, the candi-
date prompts must be represented by smaller sized acoustic
units. We used three levels of representation: syllables, tri-
phones and diphones. These levels make up finite sets and
can carry information that spans from the phonetic level up
to the prosodic level.
The creation of the text corpus for sentence selection was
largely inspired by the language resource specification used
in the TC-STAR project (Bonafonte et al., 2006) and
took several steps. We started by taking a subset of the
WEBNEWS-PTcorpus, a text collection effort that started
in 1997 (Neto et al., 1997), comprising about 1,300,000
articles from four newspapers, three generic newspapers
and a sports newspapers, during the years 2003 and 2004.
Those articles gave rise to around 3,200,000 sentences

by using a set of Festival-embedded text analysis tools
for European Portuguese. The corpus contains a total
of about 70,000,000 million words and 420,000 distinct
words. Many of these are foreign words, names, acronyms
and other non-standard words. In order to have a proper
sub-word selection scheme we need to have a very high
confidence in the estimated phone sequence for every sen-
tence. For this reason we discarded all the sentences that
contained words not included in our manually corrected
pronunciation lexicon. The text corpus was this way re-
duced to around 400,000 sentences. The sentence selec-
tion was again performed by means of a greedy algorithm
aiming at covering tokens at the three selected levels: syl-
lables, triphones and diphones. Since we cannot achieve
a total coverage of them with a finite set of prompts (the
number of syllables and triphones is prohibitively large for
that), weighting factors are used to speed up the coverage of
some levels at the expense of others. We tuned those factors
in order to start by optimizing the diphone coverage. As in
the specific domains case, the greedy algorithm stops after
a pre-defined coverage is achieved.

2.3. Additional Recording Prompts

Although a full diphone coverage assures the possibility of
synthesizing all the words in the language, the use of con-
catenation boundaries inside words usually has some im-
pact in the quality of the system. A way to solve this prob-
lems is to add to the inventory some recordings covering
some common lexical items.
In applications for children, for example, it is very com-
mon the use of verbs in the first and second person. These
words are poorly covered in a newspaper based text cor-
pus. Therefore, the manually designed prompts should ac-
count for several features, namely, a list of the most fre-
quent verbs in European Portuguese in both first and second
persons. Hence, we computed the frequency of occurrence
of each verb lemma in a corpus of around 1,600,000 news-
papers’ articles, based on the results of a morpho-syntactic
analysis tool (Ribeiro et al., 2003). A special set of record-
ing prompts were then produced with those most frequent
verbs.
There are many other cases of common words that are not
covered in such a corpus but that can be needed in certain
applications, like phone numbers, economic terms, curren-
cies, computer science terms, some foreign names and ex-
pressions, typical dishes, touristic attractions, or evencoun-
tries and their capitals. Sentences were manually created to
provide coverage for these items.
Since speech synthesizers are currently being used in dia-
logue systems and in speech-to-speech translation systems,
we also added the possibility of including in the inventory
sentences transcribe from human dialogues. For this pur-
pose we used the transcriptions of the CORAL map task
corpus (Trancoso et al., 1998). A greedy algorithm was
used to select a subset of representative sentences.
The newspaper text corpus has very few examples of in-
terrogative sentences. To cover this we added manually
designed prompts to account for all types of interrogative
sentences and declarative sentences with the same lexical
material as a yes/no question. This provides a variety of dis-
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tinct intonational contours according to the sentence type.
The amount of data for each type of contents for each
speaker is displayed on table 1. The presented values for
the length of the recordings include the silence in the be-
ginning and at the end of each utterance.

3. Speaker Selection
Due to the special nature of this project – the integration of
speech technologies in a variety of different products – it
was decided to record two voices of each gender.
The selection of the four speakers was based on the re-
sults of recording test sessions of several candidates. These
were selected by personal contacts and through a voice tal-
ent recording studio. The 31 candidates, 18 female and 13
male, all native speakers from the Lisbon area, included
both professional and non-professional speakers. Each can-
didate signed a contract were it was explained the purpose
of the recordings and the use that could be made of the
voice if selected for use in the system. The test consisted on
recording a session of 600 sentences. The sentences were
selected to have a good diphone coverage.
Using these recordings a synthesizer was built with each
voice allowing us to evaluate not only the quality of the
voice but also its use for this purpose. The decision was
taken by listening to several phonetically rich prompts syn-
thesized with a variable size unit selection voice using the
recordings of each speaker. The decision criteria were:

• the reading naturalness;

• the duration of the recording session (number of repe-
titions);

• the capability of maintaining the voice quality during
the recording session;

• the pleasantness of the synthesized voice;

• the voice ability to mask concatenations errors.

4. Recording Setup
The recordings were conducted in our own recording stu-
dio that includes a sound-proof room and a control station
here supervision of the recording process took place. The
equipment in the sound-proof room is:

• a Studio Projects T3 Dual Triode microphone;

• an anti-pop filter;

• a Brüel & Kjær Type 2230 microphone probe;

• an LCD monitor;

• a set of headphones;

• a web camera a small mirror on the wall.

The web camera and the mirror played an important role in
helping the speaker maintaining a fixed distance to the mi-
crophones. The supervisor could control the speaker posi-
tion in the beginning of each session by comparing the we-
bcam image with pictures taken in previous sessions. The
small mirror on the wall help the speakers in maintaining

the position during the sessions: they were asked to check
the position of their face in the mirror periodically. Also,
in order to help the speaker using the same voice level and
quality, in the beginning of each session the speakers lis-
tened to some recordings from previous sessions. There
were also some fixed sentences in each block of recording
prompts to allow the comparison of the different sessions.
In the control station, the signals from both microphones
were digitized using a RME Fireface 800 digital mixing
desk. A sampling frequency of 44.1 kHz and 24 bit quan-
tization were used. The preset facility of the digital mixing
desk were used to keep the adjustments for each speaker
from one session to the other. The audio feedback and the
supervisor instructions were also routed through the mixing
desk to the speaker’s headphones.

Figure 1: Recording booth. Notice the anti-pop filter in
front of the microphone, the web camera on top of the mon-
itor and the mirror on the left wall.

Figure 2: Control room. The display monitor on the right
is a mirror of the recording booth monitor.

The control station had two display monitors, one of them
being mirrored inside the sound-proof room. These mon-
itors were used to display the recording prompts under
the control of the recording supervisor. Since speaker
throat relaxation and list effects have an important role
in the recorded speech, recordings were done in sessions
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Content Utterances Total Length Average
Type Number % HH:MM % Length

Newspaper 4200 50.8% 7:25 56.9% 6.37s
Frequent proper nouns (declarative) 432 5.2% 0:20 2.6% 2.84s
Frequent proper nouns (interrogative) 251 3.0% 0:09 1.2% 2.23s
Tourism 100 1.2% 0:14 1.8% 8.63s
Dialogue transcriptions (Coral) 600 7.3% 0:23 2.9% 2.31s
Ordinal and cardinal numbers 220 2.7% 0:09 1.2% 2.52s
Rich interrogative sentences 125 1.5% 0:03 0.5% 1.84s
Common foreign words and expressions 76 0.9% 0:10 1.4% 8.60s
Computers and Internet 35 0.4% 0:03 0.4% 5.75s
Telephone numbers 80 1.0% 0:06 0.9% 5.24s
Medical domain 1000 12.1% 2:17 17.5% 8.22s
Virtual assistants domain 288 3.5% 0:14 1.8% 2.96s
Banking domain 327 4.0% 0:40 5.2% 7.71s
Weather information domain 211 2.6% 0:14 1.8% 4.11s
Stock market domain 200 2.4% 0:26 3.3% 7.81s
Fleet management domain 115 1.4% 0:03 0.5% 1.96s
Total 8260 13:03 5.69s

Table 1: Amount of data for each type of content per speaker

of two hours with a 10 minutes interval every half hour.
Each recording session produced, on average, 40 minutes
of recorded speech and, except in exceptional cases, each
speaker recorded only one two hour session per day. To
collect a total of about 13 hours of speech per speaker we
performed an average of 20 recording sessions per speaker.

5. Quality Control
The control of the recordings was done in two stages. The
first was conducted during the recording session and the
second by the analysis of the recordings performed after
the session.

5.1. Recording Monitoring
Each recording session was monitored by two persons: a
sound engineer and a recording supervisor.

5.1.1. Sound Engineer
The role of the sound engineer was to control the record-
ing software monitoring the sound level, to start and stop
the recorder and to erase the unnecessary segments. It was
the responsibility of the sound engineer to detectpopsdue
to excessive airflow during occlusives, usually resulting in
a recording overflow, and to verify if the speaker was pro-
ducing the right sound level, either by moving away from
the predefined position or by starting to become tired. To
speed-up the process the speaker was asked to read the sen-
tences in sequence with short pauses between them. During
this period the software recorded continuously. The pauses
between sentences should have a length of, at least, 250 ms.
When a problem was detected the sound engineer stopped
the recorder and moved the recording cursor to the pause
after the last good sentence. The recording resumed when
the speaker was ready to continue.

5.1.2. Recording Supervisor
The recording supervisor role was to checked if the speaker
was reading the text prompts correctly. It was necessary

not only to verify if the speaker read all the words in the
sentence, but if he also performed the proper pronuncia-
tion using an adequate rhythm and intonation. When the
supervisor detected something wrong she asked the sound
engineer to stop the recording software and told the speaker
what was not right. When the speaker had doubts in the way
to read a specific sentence, it was the role of the recording
supervisor to clarify it. One of the most challenging ses-
sions involved reading medical terms necessary for one of
the domain-specific voices. We had to play the recordings
of a medical doctor to help the speakers produce the correct
pronunciation.

5.2. Analysis of the recordings

After the recording session, the first step was to segment the
recordings of each session into separate audio files. Each
file contains a single utterance with a margin of silence be-
tween 100 and 200 ms in the beginning and at the end. The
silence included in the recordings was the silence captured
by the microphone and can be used to measure the signal-
to-noise ratio.
Variations in recording conditions were detected by com-
paring the average values of the MFCC parameters for each
utterance (Richmond et al., 2007). By plotting the average
values against the order of the recordings for each it can be
seen if there were any change in the recording conditions.
By comparing the values of different sessions one can also
detect changes or errors in the setup for each speaker.
The next step was to phonetically segment the utterances
using our own segmentation tool (Paulo and Oliveira,
2005). Although the segmentation tool was not fully
adapted to each speaker, its results allowed us to performed
some preliminary measurements on the recordings:

speech rate: by computing the number of syllables per
minute we were able to detect variations in the speech
rate;
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erroneous pauses:the location of silences inside the ut-
terances were compared with the location of the punc-
tuation marks in the prompts.

pronunciation errors: major mismatches between the
predicted pronunciation and the phone sequence pro-
duced by the segmentation tool were an indication that
the recording required human analysis.

The recordings with errors were discarded and the sen-
tences were re-scheduled to future recording sessions.

6. Conclusions and Future Work
In this paper we have detailed the main problems in the
design and recording of speech databases to be used by
corpus-based speech synthesizers. Among those are the
collection and selection of texts related with the applica-
tion domains, the selection of appropriate speakers, all the
necessary techniques for assuring and maintaining the same
quality during the multiple recording sessions and the cri-
teria for the acceptance of the resulting recordings. The
Tecnovozproject adopted several strategies to address these
problems that resulted in a speech database with 4 speak-
ers with a total of 6 hours of speech per speaker. These
recordings are group into application domains that can be
combined to generate inventories for different speech syn-
thesis applications.
Although the automatic segmentation of the recordings has
helped in locating several problems, this task demands fur-
ther improvements in this tool. In one hand we need to
increase the performance of the baseline segmentation tool
with limited adaptation to the speaker, since the adaptation
data is not available in the beginning of the recording pro-
cess. On the other hand the segmentation process cannot
always rely on the predicted phonetic sequence to perform
the alignment. Although our tool already allows some al-
ternative pronunciations, it should allow more variability
without compromising its accuracy.
Another difficulty that we are working on is the detection of
prosodic ruptures when there is no pause in the signal. The
correct location of the phrasing boundaries is an important
factor in the assessment of the rhythm and intonation pro-
duced by the speaker.
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