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Abstract
In dialogue systems, it is necessary to decode the user input into semantically meaningful units. These semantical units, usually Dialogue
Acts (DA), are used by the system to produce the most appropriate response. The user turns can be segmented into utterances, which are
meaningful segments from the dialogue viewpoint. In this case, a single DA is associated to each utterance. Many previous works have
used DA assignation models on segmented dialogue corpora, but only a few have tried to perform the segmentation and assignation at the
same time. The knowledge of the segmentation of turns into utterances is not common in dialogue corpora, and knowing the quality of
the segmentations provided by the models that simultaneously perform segmentation and assignation would be interesting. In this work,
we evaluate the accuracy of the segmentation offered by this type of model. The evaluation is done on a Spanish dialogue system on a
railway information task. The results reveal that one of these techniques provides a high quality segmentation for this corpus.

1. Introduction
Dialogue systems (Kuppevelt and Smith, 2003) are an inter-
esting application of natural language technologies. Gener-
ally, in these systems a user asks a computer system for in-
formation, and some interaction using dialogue is needed to
get the required information. The dialogue strategy is the
model that defines the way the system reacts to each user
interaction. This strategy could be defined in a rule-based
approach (Gorin et al., 1997), but in the last ten years, some
data-based strategies have been defined (Young, 2006) for
this task. This dialogue strategy usually depends on the in-
terpretation of the user inputs and the previous interactions.
The user input must be interpreted in order to obtain the
relevant semantics for the dialogue of this input. This se-
mantics is usually coded in the form of Dialogue Acts (DA).
A DA labels the intention and function of the correspond-
ing dialogue segment, which is usually known as utter-
ance (Stolcke et al., 2000). An utterance is the minimal
informational unit from the dialogue viewpoint. Therefore,
each dialogue turn may have one or more utterances, and,
consequently, many DA can be assigned to a user turn.
Therefore, the assignation of DA to the last user turn
is the step that is previous to the answer of the system.
Many models have been proposed to perform this assig-
nation (Stolcke et al., 2000), but most of them assume the
previous segmentation of the turn before the assignation of
the DA. This is clearly an unusual fact, because most dia-
logue corpora are only turn-segmented. Moreover, in a real
implementation of a dialogue system, the user input is not
segmented into utterances.
More recently, there have been a few proposals of models
that provide both the segmentation and the assignation at
the same time (Martı́nez-Hinarejos et al., 2006). Obviously,
this introduces one more difficulty to the problem because
the knowledge at the dialogue level is lower with this ap-
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proach. The results presented in (Martı́nez-Hinarejos et al.,
2006) show that having an accurate segmentation is critical
to the good performance of the assignation models.
In this work, we evaluate the segmentation accuracy of two
models: one based on Hidden Markov Models and N-grams
(HMM-based model), and another based on N-gram Trans-
ducers (NGT model). The HMM-based model is the model
presented in (Martı́nez-Hinarejos et al., 2006); however, in
this case we are not interested in comparing the perfor-
mance of the model in the DA assignation task but rather
in the segmentation of the turns into utterances. The eval-
uation is performed on a dialogue corpus that was acquired
for the development of a railway information dialogue sys-
tem in Spanish. This paper is organised as follows: In Sec-
tion 2. we introduce the models. In Section 3. we present
the corpus. In Section 4., we report the experiments and
results. In Section 5., we present the conclusions and the
future directions in this task.

2. Dialogue Annotation Models
This section presents two dialogue annotation models that
have been previously described in other works (Martı́nez-
Hinarejos et al., 2006; Martı́nez-Hinarejos, 2006). Both
models can act on segmented and unsegmented dialogue
turns if they are implemented with the appropriate restric-
tions. In our case, since we are only interested in their per-
formance on segmentation, only the unsegmented applica-
tion is reported.

2.1. The HMM Model
The problem of assigning a sequence of DA U =
U1U2 · · ·Ud to the sequence of words W = w1w2 · · ·wl

of a dialogue can be stated as the following optimisation
problem:

Û = argmax
d,U

Pr(U|W)

where d is the assigned number of DA. Using the Bayes
rule, this optimisation problem can be formulated as:
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Yes , from Madrid .
↓ ↓

Acceptance Answer

Yes ,@Acceptance from Madrid .@Answer

Figure 1: An example of the re-labelling step for dialogue
in the GIATI technique.

Û = argmax
d,U

Pr(W|U) Pr(U)

and making the independence assumption, this can be for-
mulated as:

Û ≈ argmax
d,U

d∏
i=1

Pr(Wi|Ui) Pr(Ui|U1U2 · · ·Ui−1)

whereWi is the sequence of words that corresponds to DA
Ui, restricted toW1W2 · · ·Wd = w1w2 · · ·wl.
In this model, Pr(Wi|Ui) is modelled by a Hidden
Markov Model (HMM) whose emitted symbols are the
words of the dialogue, and Pr(Ui|U1U2 · · ·Ui−1) is
modelled by an N-gram (i.e., Pr(Ui|U1U2 · · ·Ui−1) ≈
Pr(Ui|Ui−1−n · · ·Ui−1)). Each model can be estimated
from labelled data using the classical Baum-Welch algo-
rithm for HMM and the N-gram estimation algorithms for
the N-gram.
This model can be applied in a turn-by-turn fashion (which
is closer to its use in a real implementation of a dialogue
system) or in a complete-dialogue fashion (which is more
appropriate for the annotation of transcribed dialogues).
The search problem can be solved with the classical Viterbi
algorithm, which produces the segmentation of the turns
into utterances as a by-product (Wi in the used notation).
More details on this model and its implementation can be
found in (Martı́nez-Hinarejos et al., 2006).

2.2. The NGT Model
The NGT model is based on a Finite-State Transducer
(FST) inference technique that is known as GIATI (Casacu-
berta et al., 2005). This technique was initially proposed to
solve general machine translation problems, but it can be
adapted to the dialogue problem.
The GIATI process starts from a parallel and aligned corpus
of input-output sentences. Based on this alignment, a re-
labelling step is applied to produce a set of strings in a new
language. An N-gram is inferred from these strings, and
then an inverse re-labelling step is applied to convert the N-
gram into an FST. This last step is difficult when smoothing
techniques are applied in the N-gram inference. To skip this
step, a Viterbi decoding on N-grams has been implemented.
In the case of the dialogue problem, the words of the turns
are considered as the input language, and the DA labels
constitute the output language. The re-labelling step at-
taches the DA label of a segment to the last word of that
segment. An example of this re-labelling step is provided in
Figure 1. The Viterbi decoding takes the unlabelled words

and processes them in a tree-search, to obtain an annotation
of the dialogue turns.
This model can be applied in the turn-by-turn and
complete-dialogue fashions as well. As in the HMM-based
model, the Viterbi decoding produces the segmentation into
utterances as a by-product. More details on this model and
its implementation can be found in (Martı́nez-Hinarejos,
2006).

3. The Dihana Corpus
The experiments carried out in this work were per-
formed on the dialogue corpus acquired for the DIHANA
project (Benedı́ et al., 2004). The goal of the DIHANA
project was the construction of a modular speech dialogue
system, which is devoted to the consultation of timetables
and fares for Spanish trains nationwide.
The dialogue corpus was acquired using the Wizard of Oz
(WoZ) (Fraser and Gilbert, 1991) set-up. The users were
required to accomplish four different scenarios of different
nature, without lexical or syntactical restrictions (sponta-
neous speech). A total number of 900 dialogues were ac-
quired for the project, with a total of more than 15,000 turns
(6,280 for user and 9,133 for system). These dialogues
were manually transcribed and annotated at the dialogue
level.
Each label is defined by three different levels. The first
level corresponds to the speech act (intention) of the anno-
tated utterance, and it is task-independent. The second and
third levels correspond to the data repository (frame) used
in the utterance and the specific data (cases) given in the
utterance. The second and third levels are task-dependent.
In this case, they cope with the classical concepts which
are managed in a railway environment (departure and des-
tination towns, times, fares, dates, etc.). Table 1 shows the
possible values for each level. The first level admits only
one value, but the second and third levels may be multival-
uated.
The set of DA labels was composed of 248 different labels
(153 for user and 95 for system). The resulting number of
utterances were 9,712 for user turns and 13,830 for system
turns. More details can be found in (Alcácer et al., 2005).
To reduce the number of labels, an alternative labelling was
produced using only the first two levels of the labels. With
this reduction, the total number of different labels was 72
(45 for user and 27 for system). The resulting number of ut-
terances with this alternative annotation scheme was 7,014
for user turns and 13,828 for system turns.
The final vocabulary was composed of 980 words. Before
applying the previously described annotation techniques,
some preprocessing steps were performed: categorisation
(e.g., town names, hours, dates, . . . ) and identification of
the speaker for each word (i.e., to identify if the word cor-
responded to a user or a system turn). With these prepro-
cessing steps, the total number of different words in the vo-
cabulary was 895.

4. Experiments and Results
The experiments were directed to the evaluation of the ac-
curacy of the segmentation given by the models. All the
experiments were performed turn-by-turn in the application
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First level Second level Third level

Opening, Closing, Undefined, Not-
Understood, Waiting, Consult, Ac-
ceptance, Rejection, Question, Con-
firmation, Answer

Nil, Dep-time, Arr-time, Fare, Org,
Dest, Day, Train-type, Service,
Class, Trip-time

Nil, Dep-time, Arr-time, Fare, Org,
Dest, Day, Train-type, Service,
Class, Trip-time, Order-num, Num-
trains, Trip-type

Table 1: Labels defined for each level. The Nil value denotes the absence of information.

2 levels 3 levels
N-gram WER SER WER SER

2 11.3% 12.2% 38.1% 34.3%
3 11.3% 12.2% 38.4% 34.7%
4 11.4% 12.1% 38.1% 34.5%

Table 2: Transcription experiments (five-fold cross-
validation) for the HMM-based model.

of the models, which is closer to the use of the models in
a real dialogue system. The evaluation was only performed
on user turns because system turns are not to be recognised
in a dialogue system.
Two types of experiments were performed to assess the
models:

Transcription experiments These experiments used the
transcribed dialogues, which are supposed to be free of
recognition errors (i.e., we simulated a perfect recog-
nition system). A cross-validation approach was used
in this case. Five different partitions of 180 dialogues
were constructed, using four partitions for the training
of the models and the remaining one for testing. The
input for the models were the manual transcriptions of
the dialogues.

Recognition experiments One of the previously defined
partitions was recognised with a continuous speech
recogniser (20% of WER), eliminating punctuation
marks. A segmentation of the recognised turns was
performed based on the segmentation of the real tran-
scription. In this case, the speech signal was aligned
with the real transcription and the signal segments pro-
vided the utterances of the categorised recognised sen-
tence. The other four partitions were used for training
purposes removing the punctuation marks but keeping
the categorisation.

In the case of the HMM-based model, a fixed weight fac-
tor (which offered the best results in previous experiments)
was used to balance the influence of the language model.
The assessment was done with two error measures: WER
(which accounts for partially correct segmentations) and
SER (which account for incorrect segmentations). The re-
sults for the transcription experiments are presented in Ta-
bles 2 and 3. The results for the recognition experiment are
presented in Tables 4 and 5.
These results clearly show that the NGT model produces
better segmentations than the HMM-based model in the
general case. Moreover, the more precise the labelling
scheme is, the better the improvement of the NGT model

2 levels 3 levels
N-gram WER SER WER SER

2 9.1% 9.8% 10.3% 13.8%
3 6.3% 6.6% 8.3% 11.2%
4 6.2% 6.5% 7.8% 10.6%
5 6.9% 7.1% 7.8% 10.7%

Table 3: Transcription experiments (five-fold cross-
validation) for the NGT model.

2 levels 3 levels
N-gram WER SER WER SER

2 10.4% 11.1% 36.5% 33.3%
3 10.8% 11.4% 37.3% 33.7%
4 10.6% 11.3% 36.8% 33.7%

Table 4: Recognition experiments for the HMM-based
model.

with respect to the HMM-based model. However, from the
results in Tables 4 and 5, we can infer that the NGT model
is more sensitive to the quality of the recognition, and spe-
cially sensitive to the lack of punctuation marks (which are
usually attached to the DA labels in the re-labelling pro-
cess). In any case, the NGT model performed better than
the HMM-based model in the finer labelling (3-level la-
belling).
A more detailed error analysis was done on the best results
for each model and labelling scheme. With respect to the
number of utterances each technique produced, the HMM-
based model used to obtain the same number of utterances
in the incorrectly segmented turns; this ocurred in 71% of
the turns in the 2-level labelling scheme and in 50% of the
turns in the 3-level labelling scheme. However, the erro-
neous segmentations of the NGT model usually had a dif-
ferent number of utterances from the reference segmenta-
tion; only 2.5% of the turns with wrong segmentation in
the 2-level labelling scheme and 9% in the 3-level labelling

2 levels 3 levels
N-gram WER SER WER SER

2 20.4% 20.4% 26.5% 30.3%
3 23.0% 22.4% 29.0% 32.2%
4 27.4% 26.1% 30.9% 34.1%
5 29.1% 27.3% 31.0% 34.0%

Table 5: Recognition experiments for the NGT model.
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had the same number of utterances than the reference seg-
mentation. Although these results were obtained for the
transcription experiments, similar results were obtained for
the recognition experiments. This reveals the very different
nature of the errors produced by the two techniques.
With respect to the nature of the wrongly segmented turns,
in the case of the 3-level labelling scheme, the dispersion of
the different errors was very high and no real comparison of
the nature of the errors could be carried out. In the case of
the 2-level labelling scheme, the nature of the erroneously
labelled turns was very different for the two models. The
HMM-based model presented a higher number of errors in
the case of turns with two utterances, where the first ut-
terance was an acceptance or rejection and the second ut-
terance was an answer about departure hours. However,
the NGT model produced more errors in the case of turns
of only one utterance which was labelled with a question
about departure time or fares. Both models produced a sim-
ilar amount of errors in two types of two-utterance turns:
answers about day with answers about departure hour, ac-
ceptances about departure hour with answers about depar-
ture hour.
This analysis of the different nature of the errors produced
offers the possibility of combining the two models in order
to obtain a better segmentation of the dialogue turns.

5. Conclusions and Future Work
From the results, we can conclude that, in general, the NGT
model has better behaviour in the segmentation process
than the HMM-based model. However, previous works
have demonstrated that the NGT model has lower accuracy
in the assignation of DA to user turns. Therefore, clearly
the next step is the combination of these two models into a
two-stage DA assignment: a first segmentation stage using
the NGT model and a second assignation stage using the
HMM-based model.
Another possible work is the definition of generic segmen-
tation models, which are independent from the DA labels
of the training corpus. This can be achieved easily with
the NGT model by using a unique DA label. Another line
of research to explore is the direct combination of the two
models to obtain more accurate segmentations.
As the 3-level segmentation is more difficult to achieve, one
possible solution is to perform the 2-level segmentation and
to reapply the segmentation models over each of the 2-level
utterances to obtain the 3-level utterances. Since the quality
of the two-level segmentation is high, this would ensure that
more segmentation points are adequately positioned.
In any case, this is an initial work and these conclusions
should be confirmed with more extensive experiments on
other corpora like SwitchBoard (Godfrey et al., 1992) or
CallHome (Levin et al., 1999).
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N. Alcácer, J. Benedı́, F. Blat, R. Granell, C. D. Martı́nez,

and F. Torres. 2005. Acquisition and labelling of a
spontaneous speech dialogue corpus. In Proceeding of
10th International Conference on Speech and Computer
(SPECOM), pages 583–586, Patras, Greece.

J. M. Benedı́, A. Varona, and E. Lleida. 2004. Dihana:
Dialogue system for information access using sponta-
neous speech in several environments tic2002-04103-
c03. In Reports for Jornadas de Seguimiento - Programa
Nacional de Tecnologı́as Informáticas, pages 128–139,
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