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Abstract

We describe a corpus of multimodal dialogues with an MP3 player collected in Wizard-of-Oz experiments and annotated with a rich
feature set at several layers. We are using the Nite XML Toolkit (NXT) (Carletta et al.] 2003) to represent and further process the
data. We designed an NXT data model, converted experiment log file data and manual transcriptions into NXT, and are building tools for
additional annotation using NXT libraries. The annotated corpus will be used to (i) investigate various aspects of multimodal presentation

and interaction strategies both within and across annotation layers; (ii) design an initial policy for reinforcement learning of multimodal
clarification requests.

1. Introduction 2. Experiment Goals

In the TALK projecE] we are developing a multimodal di- We have so far conducted two series of Wizard-of-Oz ex-
alogue system for an MP3 application for in-car and in-periments. The speech-ordaAMMIE-1 experiment was es-
home use. The system functionalities include playbaci&entially a pilot study aimed to get an idea of the range of
control, manipulation of playlists, and searching a largelinguistic and dialogue phenomena in this domain of appli-
MP3 database. The system should exhibit natural, flexibl€ation. We used our experience to design the more complex
interaction and collaborative behavior. In order to achievesetup for the multimodaAmMIE-2 experiment, which was
this, it needs to provide advanced adaptive multimodal outgeared towards our research questions. We briefly summa-
put. rize these below.

To determine the interaction strategies and range of linguisMultimodal Presentation Strategies The main aim of

tic behavior naturally occurring in this scenario, we con-the SAMMIE-2 experiment was to identify strategies for the
ducted two series of Wizard-of-Oz experimerg&MMIE-  screen output, and for the multimodal output presentation.
1 involved only spoken interactioAMMIE-2 was multi-  In particular, we want to learn when and what content is
modal, with speech and screen input and oUfpDur goal  presented (i) verbally, (ii) graphically or (iii) by some com-
was not only to collect data on user interactions with suclbination of both modes. We expect that when both modali-
a system, but also to observe what interaction strategies hties are used, they do not convey the same content or use the
mans naturally use and how efficient they are. The expersame level of granularity. These are important questions for
iment setup we developed for this purpose is described imultimodal fission and for turn planning in each modality.
(Kruijit-Korbayova et al., 2005). We also plan to investigate how the presentation strate-
In order to investigate the presentation and interactiorgies influence the responses of the user, in particular w.r.t.
strategies systematically, we have been annotating the cowhat further criteria the user specifies, and how she conveys
pus on several layers, representing linguistic, multimodathem.

and context information. The annotated corpus will be useqytimodal Clarification Strategies  TheSAMMIE-2 ex-

() to investigate various aspects of multimodal presentatiofyeriment should also serve to identify potential strategies
and interaction strategies both within and across the anngg, mylti-modal clarification behavior and to investigate in-

tation layers; (ii) to design an initial policy for reinforce- gjyiqual strategy performance. The wizards’ behavior will
ment learning of multimodal clarifications. We use the Nitegive us an initial model how to react when faced with

XML Toolkit (NXT) (Carletta et al., 2003) to represent and geyeral sources of interpretation uncertainty. In particu-
browse the data and to develop annotation tools. lar we are interested in what medium the wizard chooses
Below we first briefly recapitulate our experiment goalsfor the clarification request, what kind of grounding level
(Sectior{ 3.), setup (Secti¢r] 3.) and the collected data (Seghe addresses, and what “severity” she indicfeis or-
tion[4]); we then describe our annotation methods and toolger to invoke clarification behavior we introduced uncer-
(Section[§.) and the annotation layers and features (Segainties on several levels, for example, multiple matches
tion[6]). in the database, lexical ambiguities (e.g., titles that can be
interpreted denoting a song or an album), and errors on

TALK (Talk and Look: Tools for Ambient Linguistic Knowl-

edge; http://www.talk-project.org) 3Severity describes the number of hypotheses indicated by the
2sAMMIE stands for Saarficken Multimodal MP3 Player In-  wizard: having no interpretation, an uncertain interpretation, or
teraction Experiment. several ambiguous interpretations.
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the acoustic level. To simulate non-understanding on the 4. Collected Data

acoustic level we corrupted some of the user utterances by, pothsammie-1 and 2 the data for each session con-
randomly deleting parts of thern (Kruijff-Korbayawet al|,  gjsts of a video and audio recording and a user question-
2003). The data gathered in tsamMMmIE-2 setup is used pajre; forsammie-2 there also is a log file for each ses§on
to “bootstrap” a reinforcement learning-based clarificationyyhich consists of OAA messages in chronological order,

strategy|(Rieser et al., 2005). each marked by a timestamp. The messages contain various
information obtained during the experiment, e.g., the tran-
3. Experiment Setup scriptions of the spoken utterances, the wizard's database

query and the number of results, the screen option chosen
Iby the wizard, the selections made by the user in the graphi-
¥al output, the wizard’s online classification of clarification
equests, user satisfaction and their perceived task comple-
ion, etc. ThesaAMMIE-1 corpus contains 24 sessions with

\ approximately 2600 wizard and subject turns in total; the
only the wizard had gcce@. . . . transcripts amount to approximately 248 KB plain text. The
In_ SAMMIE-1, 24 S_UbJeCtS participated each N ONE SESSION \ 1y E-2 corpus contains 21 sessions with 1700 turns; the
with one of two wizards. They worked on eight tasks, fortranscripts amount to approximately 164 KB plain text. The

maximally 30 minutes in total. Tasks were of three types:q,, hag heen transcribed and is being annotated at multiple
(1) finding a specified title; (2) selecting a title satisfying levels as described below.

certain constraints; (3) building a playlist satisfying certain
constraints. 5. Annotation Methods and Tools

In SAMMIE-2, 42 subjects participated each in one sessioince we are interested in investigating various aspects

with one of six wizards. They worked on two times tWo ¢ 1he mytimodal presentation and interaction strategies,
taskf for maximally twice 15 minutes. Tasks were of WO o ding aspects of contextually adaptive linguistic and

types: (1) searching for a title either in the database or in Araphical realization, we are annotating a rich set of fea-
existing playlist; (2) building a playlist satisfying a number  res ot multiple layers. Each layer is annotated indepen-

of constraints. . dently, but subsequent investigations involve exploration
Both users and wizards could speak freely. The interacang qutomatic processing of the integrated data across lay-

tions were in German (although_most of the titles an(_JI artisgg. Among the existing toolkits that support multi-layer
names in the database are English)shmMIE-2, the Wiz-  5pnotation, it was decided to use the Nite XML Toolkit

ards could use speech or display only or combine SpeeCﬂNXT) (Carletta et al., 20ClEbin the TALK project.

a}nd display, and the users could speak and/or make selewe created our NXT-based corpus in several stépsThe
tions on the screen. We implemented modules to automatispeech data was manually transcribed using the Transcriber
cally calculate screen output options the_ wizard cpuld sel_e%m[s_z] (2) We automatically extracted features at various
from to present__search resglts, e.g., various versions of listgnnotation layers by parsing the OAA messages in the log
and tables| (Kruiji-Korbayoa et al., 2005). files. (3) We automatically converted the transcriptions and
In sAMMIE-1 the users and the wizards could hear eachhe information from the log files into our NXT-based data
other directly, and there were no disruptions to the speechepresentation format; features annotated in the transcrip-
signal. InSAMMIE-2, we used a more complex setup with tions and features automatically extracted from the log files
no direct spoken contact, in order to reproduce more regere assigned to elements at the appropriate layers of rep-
alistic conditions resembling interaction with a dialogue resentation during this step.
system. The wizard's utterances were immediately tranfor the annotation of additional features we use a mixture
scribed and presented to the user via a speech synthesizgtmanual and (semi-)automatic annotation techniques.
The user’s utterances were also transcribed and the Wizarl\ﬂanual annotation: We use tools specifically designed
was only presented the transcript. As describe in (Kruijff—tO support the part}cular annotation tasks. We briefly de-
Korbayowa et al., 2005) we sometimes corrupted the tran—SCribe them below '
scr?pt in a controlled way b_y replacing_parts of the tran-AS already mentioﬁed we used Transcriber for the manual
isncrlb?;ibllgtneq;agf tehsebgcgztsst’iér;e?/ger to simulate understan ranscriptions. We also performed certain relatively simple
9 p . ’ . nnotations directly on the transcriptions and coded them
We implemented our experimental system on the basis o

. . in-line. This includes the identification of (i) self-speech;
the Open Agem Arch|t_ecture (OAA) (Martln etal,, 1999), a (ii) utterances that convey the results of database queries;
framework for integrating a community of software agents

in a distributed environment. We made use of the OAA(HI) expressions referring to domain objects (e.g., songs,

it ttot I icati ts within th artists and albums) and (iv) their phonetic transcription.
monitor agent o trace all communication events Within tn€g . s\ era1 other manual annotation tasks we have been

system for logging purposes. building specialized tools based on the NXT library of rou-

In both sammIE-1 and 2 the subjects performed several
tasks as users of an MP3 player application simulated b
a wizard. The tasks involved exploring the contents of

database of information (but not actual music) of more thaq
150,000 music albums (almost 1 million songs), to which

“The information was extracted from the FreeDB database, °Due to data loss caused by a technical failure, complete data

freely available ghttp://www.freedb.org I (video, audio and log files) only exists for 21 of the 42 sessions.
SFor the second two tasks there was a primary task using a ’http://www.ltg.ed.ac.uk/NITE/
Lane Changelriving simulator|(Mattes, 2003). Ehttp://trans.sourceforge.net/
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06 O Dialogue
T01.921-903.437 [ W | ich zeige die I itel an

908.625-910.905 [ W ] einen kleinen Moment ( Prewvious ) Next
©928.719-934.125 [ S ] bitte Ibsche das Lied Love Me Tender von Elvis aus einer

Playlist

941.984-946.874 [ W | Love Me Tender haben wir auf den Playlisten Klassiker

und Schnulzen isCR CR =

955.14-956.8 [ W ] aus welcher Playlist
©73.184-975.545 [ S ] bitte zeige mir die Playlisten an
989.892-992.97 [ W ] einen kleinen Moment das versuch ich grade CR source ref =
©999.002-1000.08 [ W | wie bitte
1004.487-1006.872 [ W ] (()

1006.872-1008.528 [ w ] PaRIEEE sich das CR severity repet/elab =
1037.209-1042.923 [ S ] bitre losche das Lied Love Me Tender aus der Playlist

Klassiker

1046.272-1047.772 [ W ] die Playlisten werden angezeigt —Seicci A ( Seiccim

10S7.58-1058.654 [ W ] einen kieinen Moment
1071.872-1073.309 [ W ] das Lied ist geldscht
1086.903-1090.512 [ S ] %uhm bitte zeige mir das Lied Forget Him an replyType default =
1104.269-1105.222 [ W ] einen kleinen Moment

1153.816-1156.753 [ W ] wir haben das Lied Forget Him zwoIf mal =
1171.074-1173.991 [ S ] bitte speichere das Lied Forget Him TSRS B =
1174.835-1176.381 [ S ] von Bobby Rydell

1176.746-1179.178 [ S ] unter der Playlist Trostpflaster ab
1213.434-1214.84 [ W ] einen kieinen Moment

1226.878-1230.128 [ W 1 soll die Playlist Trostpflaster neu erstellt werden
1242.604-1244.6 [ S ]ja bitte erstelle sie neu (__ Add >
1260.533-1261.408 [ W ] wird erledigt —
1319.403-1322.466 [ W ] das Lied ist auf der Playlist Trostpflaster

1334.775-1341.642 [ S ] bitte suche das Lied In The Air Tonight von Phil Collins

und Without You von Mariah Carey

1385.949-1387.137 [ W ] einen kleinen Moment

objType default =

1430.652-1435.543 [ W ] ich habe das Lied In The Air Tonight von Phil Collins
gefunden und jetzt

1452.552-1456.905 [ S ] bitte fuge das Lied in die Playlist Trostpflaster hinzu sammieMix_16.turn.19
1480.574-1481.862 [ W ] erledigt

1491.333-1494.957 [ W ] das kann doch sagen was hier im zweiten gemacht
wird

Figure 1: NXT-based tool for annotating CRs
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Figure 2: NXT-based toolisA for annotating propositional content

tines for building displays and interfaces based on Javand corpus data from the word- and utterance-layer in order
Swing (Carletta et al., 2003). Although NXT comes with a to annotate propositional content by assigning given onto-
number of example applications, these are tightly coupledogical concepts to words, word-groups or other concepts.
with the architecture of the corpora they were built for. WeFigure[5 shows a screenshot of a preliminary version of the
therefore developed core NXT-based tool libraries for ourvisa tool.

own corpus; using these libraries, we implement specialAutomatic annotation using indexing: NXT also pro-
ized tools for different annotation tasks (the annotation ofvides a facility for automatic annotation based on NiteQL
clarification requests, syntactic-clause units and their feaguery matches (Carletta et al., 2003). Some of our features,
tures, dialogue acts, task segmentation and completion, re-g., the dialogue history ones, can be easily derived via
ferring expressions and the relations between them). Tqueries.

facilitate tool development, NXT provides GUI elements .

linked directly to corpora elements and support for handling 6. Annotation Layers and Features

complex multi-layer corpora. This proved very helpful. ~ Our corpus consists of the following layers. Two base
For illustration, Figuré¢ 5. shows a screenshot of our clarifi-layers: words and graphical output events; both are time-
cation request (CR) annotation tool. It allows one to selectligned. On top of these, structural layers correspond to
an utterance in the left-hand side of the display by clickingone session per subject, divided into task sections, which
on it, and then choose the attribute values from the popeonsist of turns, and these consist of individual utterances,
down lists on the right-hand side; one can also create andontaining words. Graphical output events will be linked to
annotate relations between elements by clicking on “Creaté&urns at a featural layer.

A’ (to create a CR antecedent) and “Create R” (to create &urther structural layers are defined for syntactic clauses
CR reply). and clause-like units, domain objects and discourse entities
For annotating propositional content we are going to us€units are expressions consisting of words), and for CRs
VISA, an NXT-based annotation tool developedDaki and dialogue acts (units are utterances). We keep indepen-
within the AmI projecﬂ It loads an OWL-based ontology dent layers of annotation separate, even when they could in

9AMI (Augmented Multi-party Interaction; http://www.amiproject.org)
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Figure 3:saAMMIE-2 corpus displayed in Amigram

principle be merged into a single hierarchy. detailed description of the syntactic constructions used in
NXT uses a stand-off XML data representation format thathe saAMMIE corpora, including grammatical functions and
consists of several XML files that point to each other. Thesome semantic features. This description will allow us to
NXT data model is a multi-rooted tree with arbitrary graph systematically investigate the use of a range of construc-
structure. Each node has one set of children, and can havi®ns in different contexts, and use the results to motivate
multiple parents. Figurg]3 shows a screenshot made withnd/or refine sentence planning decisions (cf. also (Poesio,
Amigram [Lauer et al., 2005), a generic tool for browsing[2004), (Poesio, 2000) and (Jordan and Walker, 2005)).
and searching NXT data. On the left-hand side one can sdeor illustration, consider the range of alternative realiza-
the dependencies between the layers. The elements at ttiens in The featuredype , ellipsis  and
respective layers are displayed on the right-hand side.  diathesis  characterize the global syntactic pattern, ac-
We describe the features we have been annotating at treording to traditional grammar. For instance, the unit
various layers in more detail below. Detailed annotationin (1d) is imperative, nonElliptical and active, (IB) is
guidelines can be found ih (Blaylock et al., 2006). declarative, nonElliptical andactive, and [1¢) isdeclar-

Word-layer features Words and other types of sounds ative, nonEII_ipticaI andpassive The_feature/grbe_d re-
are time-stamped; the annotation includes features for selflects the existence of a verbal part in the utrite in (Id)
speech, pronunciation, word form, lemma and part-of-2ndfaisein (). _
speech and deletion status (to reflect whether a user's wofdext,  the  features viContent ,  hasSplitNP
was sent to the wizard). All features, except lemma and'@SExtraPand hasScrambledMF  represent in-

part-of-speech, were automatically extracted from the tranformation about marked syntactic constructions in terms
scriptions and converted into NXT-based data. of the Topologial Field Model for Germanic languages

(cf. (Hdhle, 1983)), respectively: which kind of element

Graphical output feature; Graphical output events are is fronted (e.g., @repositional phrasein (IB) vs. the
t|me-stamp§d, and_ the‘T features enche the type anQubjectin (1d); whether a unit exhibits split NPs as[in(1b)
amount of information displayed, the display option Se-on 7). whether a unit exhibits extraposition, e.g., the PP

lected by .the wizard, and the user’s choices. In addition), (23); and finally, whether a unit exhibits scrambling in
the graphical output layer holds also information of thethe Mittelfeld (middle field) as i {3).

database search, if any, that preceded the a shown graph-
ical output, namely the query constraints and the number of (1) a.
matches. All information was automatically extracted from

Subj:suche Titel von Madonna
Subj: searchtitlesby Madonna

Subj: Search titles by Madonna!

the log files and converted into NXT-based data.

Utterance features Annotation at the utterance level in-
cludes duration, error rates due to word deletion and the
information whether the utterance presents database search
results. All features were automatically extracted from the

transcriptions and converted into NXT-based data. d.

Syntactic features of clauses We are manually annotat-
ing clauses and clause-like units within utterances with var-
ious features describing the syntactic structure, e.g., mood,
polarity, diathesis, complexity and taxis, the presence of
marked syntactic constructions such as ellipsis, fronting,

. MP3:von Madonnahabeich 711 Titel gefunden

MP3: by Madonnahavel 711titlesfound
MP3: I've found 711 songs by Madonna.

MP3:711Titel von Madonnawurdengefunden
MP3: 711titlesby Madonnawere found

MP3: 711 songs by Madonna have been found.

MP3:711Titel gefunden
MP3: 711titles found

MP3: 711 songs found.

. MP3:711Titel vonMadonna

MP3: 711titlesby Madonna
MP3: 711 songs by Madonna found.

extraposition, cleft, etc.

10|l examples correspond to utterances found in the corpus. In

The main purpose of the features at this level is to get aome cases we changed the lexical content for ease of comparison.
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(2) a SubjichmachteeinePlaylisterstellenmit drei Liedern acoustic, reference, intention level. The
Subj:1 like —a  playlistbuild — with threesongs problem severity describes which type of feedback the

Subj: I'd like to build a playlist with three songs! i . ..
b, MP3:wie soll _denndie Playlistheissen CR-initiator requests from the other dialogue participant

MP3: how shouldthen the playlist be called (repetition, elaboration, confirmation,
MP3: How to name the playlist? disambiguation ). These values also reflect how many
(3) ichmbchteaus diesendrei LiederneinePlaylisteerstellen hypotheses are available to the CR-initator.

I wish out-ofthese threesongs a playlist make

_ o For the antecedent we are interested in its dialogue act and
I'd like to make a list with these three songs.

the discourse entities which were referred to. Both of these
This level of annotation is Currenﬂy in progress. attributes are available from other annotation IayerS.

The reply is classified according to its information gain and

the complexity of the underlying language model. These

SRatures reflect that a good clarification strategy for spoken

that we can incorporate the findings in the natural lan.guag%lialogue systems should elicit responses which maximize
generation module of theAMMmIE system, and thus im- the information gain while minimizing recognition errors.

prove the quality of the system output, we annotate EXPreSy . cummarize those features into an attribafey Type
sions that introduce discourse entities. For this purpose

we annotate various properties of referring expressions an\g'th y/n, repeat, paraphrase, add, omit,

Domain objects and discourse entities In order to inves-
tigate systematic reference phenomena in our domain,

coreference/bridging links between them. add/omit, select, change-topic as possible
Each discourse entity is annotated with the follow- values.

ing features: deType (e.g., song artist, album); (4) Subj: [Bitte die Playliste anzeigen]
typeMention  (true in das Lied Yesterdayalsein Yes- Subj: Please show me the playlist.
terday); properNameMention  (true in das Lied Yester- Antecedent: speech _act=request

day, falsein ein Lied; npForm (e.g.,defNP in das Lied action _type=show-playlist
YesterdayindefNP in ein Lied); gFunction  (e.g.,direc-

tObject for eine Playlistin (24), subject for die Playlist MP3: [Welche Playliste willst du sehenp
in (20)); andinformationStatus (e.g.,new for eine MP3: Which playlist do you want to see?
Playlistin (Zg) orold for die Playlistin (2)). CR: source=reference ,

This level of annotation is currently in progress. severity=elaboration » graphic=no
Propositional content We plan to annotate propositional Subj: [Beatles.Bubj: Beatles.

content of utterances by assigning concept instances to Reply: replyType=addition

expressions using the OWL-based ontology of our multi-

modal dialogue system for in-car application. As notedAntecedent and reply features provide input to the user
above, we will use thevisa annotation tool designed model, and CR features to the action space used for rein-
specifically for this kind of annotation (see Fig{irg 5.). forcement learning (Rieser et al., 2005).

Dialogue acts For the annotation of dialogue acts we The CR. annotation is done manually. We chosg a cascaded
will use a taxonomy inspired by existing schemes, mainly2nnotation process (Carletta et al., 1997), which enabled
(Traum and Hinkelman, 1992), DAMSL (Core and Allen, US to achieve very reliable CR identification and annotauo_n
1997), DIT (Bunt, 2005), and DATE (Walker and Fas- with & = 0.826_. For the CR antecedent and re_ply aqd th_e|r
soneau, 2001). We will distinguish betweapeech respective attributes we are currently evaluating reliability.
acts(corresponding to DAMSL forward-looking functions) Turn features The turn level comprises several features
and grounding acts(corresponding closely to DAMSL which were automatically computed from the log files: the
backward-looking functions) The third dimension, reflect-turn duration and the number of utterances in the turn, the
ing task-specific actiongas in DATE and DIT) corre- text of the user’s turn after potential deletion of its parts
sponds to and is annotated at the propositional contergnd the text of a wizard's turn as sent to the text-to-speech
level. Within each dimension we use a hierarchical organisynthesis module. In order to use the corpus for extracting
zation to allow for introducing finer distinctions if needed Information-State-Update (ISU)-based dialogue strategies
in the future. Annotation at this level is in preparation stage(Traum and Larsson, 2003), we additionally annotate dia-
Clarification requests (CRs) A clarification object is |0gue history features by an NXT query. Dialogue history
a triple of three related utterances; one utterance beingatures are time delay, dialogue duration so far, number of
the CR itself, the antecedent (what caused the CR) an Rs etc. These vglues accumulatg over time, and will be
the reply to that CR. For each of these three utteranceSOmputed automatically on the basis of other features.

we are annotating additional attributes. For the CR itselfTask features The annotation includes a set of features
we annotate thespurce ) and degree of uncertainty for estimating user satisfaction as a reward for reinforce-
(severity ) as indicated by the speaker. Furthermore wement learning|(Rieser et al., 2005). We elicited via user
are interested whether the wizard showed a graphic whequestionnaire subjective task satisfaction and perception of
asking a CR. We get this information from the graphicaltask completion for each task, as well as a final user sat-
layer @raphic ). The problem source of the clarification isfaction, following the PARADISE framework, (Walker
request describes the type of understanding problem whicet al., 1997). For each dialogue we also manually anno-
caused the need to clarify. Its attributes map to the level ofate the objective overall and sub-task completion, whether
understanding as defined by (Clark, 1996),¢hannel, a (sub-)task was resumed, how the task was terminated (i.e.
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if terminated due to time constraints, or abandoned by thd. Hohle. 1983. Topologische Felder University of
user), whether the user was operating the driving simulator, Cologne.

the overall task duration, etc. Annotation test runs for taskP. Jordan and M. Walker. 2005. Learning Content Se-
features and the following session features already showed lection Rules for Generating Object Descriptions in
promising results. Dialogue. Journal of Artificial Intelligence Research

Session features The annotation comprises subject and 24:}57— 194. i
wizard information, user questionnaire answers, and accu- Kruijff-Korbayova, T. Becker, N. Blaylock, C. Gersten-

mulating attribute values from other layers (by NXT query). berger, M. Kaiser, P. Poller, J. Schehl, and V. Rieser.
2005. An experiment setup for collecting data for adap-

7. Summary tive output planning in a multimodal dialogue system. In
Proc. of ENLG pages 191-196.
. Lauer, J. Frey, B. Lang, T. Becker, T. Kleinbauer,
and J. Alexandersson. 2005. Amigram - a general-
purpose tool for multimodal corpus annotation.Aroc.
of MLMIL.

L. Martin, A. J. Cheyer, and D. B. Moran. 1999.
The open agent architecture: A framework for building

We described a corpus of multimodal dialogues with an
MP3 music player application, gathered through Wizard-
of-Oz experiments. The corpus is represented and anno-
tated using NXT-based tools. Our multi-layer data model
relates linguistic and graphical realization to a rich set of
context features and represents structural, hierarchical irP :
teractions between different annotation layers. We com- .~ ; g .
bined different annotation methods to construct the corpus. dlstrlbgted softwarg systemépplied Ar't|f|C|aI Intelli-
Many features have been automatically extracted from the gence: An International Journal 3(1-2):91-128. )
transcriptions and converted into NXT-based data. Manua?' Mattes_. 2003. Thg lane-change-task as a tool for driver
annotation and annotation evaluation is on-going. The cor- d|stragt|on evaluation. Iﬁ’r'oc. of IGfA

pus will be used (i) to investigate multimodal presentation™- P0€sio. 2000. Annotating a Corpus to Develop and
and interaction strategies with respect to dialogue context Evaluate Discourse Entity Realization Algorithms:  Is-
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