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Abstract
The main aim of this study is to describe the process of creating a speech database to be used in corpus based text-to-speech synthesis.
To help achieve natural sounding speech synthesis, the database construction was aimed at rich phonetic and prosodic coverage based
on variable length units (phoneme, diphone, triphone) from different phonetic and prosodic contexts. Following previous work on deter-
mining the optimal coverage (Szklanny and Oliver, 2005), text selectionwas based on the existing text corpus containing parliamentary
statements. Corpus balancing was followed by recording of the material. Automatic segmentation was performed, followed by both
an automatic and manual check of the data to determine speaker specific phenomena and correct the labelling. Additionally, prosodic
annotation involving assignment of the intonation contours was performedin order to assess the accent realisation and determine the
prosodic coverage of the database. The prototype speech synthesiser was built to determine the validity of the above steps and test the
resulting voice quality.

1. Introduction
The process of creating a speech database for unit selection
concatenative speech synthesis is a time-consuming task.
Manually designing the corpus is, in practice, only appli-
cable in limited domain speech synthesis and recognition
systems. The sentence selection tools used while designing
the corpus are usually based on a greedy algorithm. The
bigger the text set, the better the chance to fulfil given cri-
teria.
Earlier experience with preparing diphone databases for
speech synthesis and using it in concatenative synthesis
(Santen and Buchsbaum, 1997) confirms that diphones help
obtain natural sounding speech. As for triphones, they can
also be easily concatenated, but obtaining a full coverage
for triphones is impractical because of the huge number of
triphones (Villasenor-Pineda et al., 2003).
It has to be noted that in creating a unit selection text-to-
speech system there is a great need to produce a speech
database which would adequately cover both the phonetic
segments and prosodic events existing in a language in a
variety of contexts. These preparatory tasks can be time
consuming but the quality of the resulting speech synthe-
sis system relies heavily on them. After the appropriate
sentences have been chosen and their correct phonetic tran-
scription prepared, they have to be recorded and subse-
quently segmented and annotated. Segmentation of the
recorded speech is another task which has an influence on
the quality of the generated speech (Adell and Bonafonte,
2004).
The main aim of this study is to design a speech corpus for
Polish Unit Selection Speech Synthesis on the basis of unit
frequency distribution and to determine its validity through
a prototype TTS application.
The paper will describe how the database was created, in-
cluding the discussion of the issues encountered while cre-

ating the database. It is organised according to the steps
involved in creating a speech database for a synthetic voice:

1. Designing the speech database

- Balancing the database

- Grapheme to phoneme conversion

- Text type selection

2. Recording the prompts for the speech database

- Speaker description and recording procedure

- Quality issues

3. Automatic segmentation of the prompts

4. Verification of the recorded and labelled material

- Phonetic check of the recordings

- Automatic and manual verification of auto-
labelling

- Prosodic annotation

5. Building a prototype synthesizer for testing and tuning

2. Designing the speech database
2.1. Balancing the database

The size of the initial corpus comprising parliamentary
statements used for sentence selection was 300 MB, which
corresponded to 5778460 sentences. The necessary pre-
processing of these sentences included the removal of all
the tags and other meta data. Abbreviations, acronyms and
number forms were manually expanded. Next, all sentences
in graphemic form had to be transformed into their phonetic
transcription to enable a phonetic balancing process.
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2.2. Grapheme to phoneme conversion

Phonetic transcription according to Polish Sampa was auto-
matically generated for each of the sentences. Two different
algorithms for grapheme to phoneme conversion (statisti-
cal and rule based) were used and their output compared
for consistency. The rule based approach used expert writ-
ten rewrite rules for the Festival system (Black and Taylor,
1998) and the automatic method used decision trees (C5.0).

2.3. Text type selection

Statistical analysis comparing the corpus containing parlia-
mentary statements to sources from other domains (news-
paper reviews) has shown that despite the difference in
domain and size ratio (10:1), neither of the data sources
differed significantly as far as the relative frequency of
phonemes present was concerned.
The balancingproper of the phoneme, diphone and tri-
phone form of the textual corpus was then carried out using
a greedy algorithm.
An example input sentence in our initial corpus is in its
orthographic and phonetic form represented by a) orthog-
raphy b) phonemes c) diphones and d) triphones.

a jésli chodzi o utrzymanie infrastruktury szacuje się
potrzeby roczne

b j e s’ l i x o dz’ i o u t S I m a n’ e i n f r a s t r u k t u r
I S a ts u j e s’ e p o t S e b I r o tS n e

c j je es’ s’l li ix xo odz’ dz’i io ou ut tS SI Im ma an’
n’e ei in nf fr ra as st tr ru uk kt tu ur rI IS Sa ats tsu uj
je es’ s’e e p po ot tS Se eb bI Ir ro otS tSn ne e

d je jes’ es’l s’li lix ixo xodz’ odz’i dz’io iou out utS tSI
SIm Ima man’ an’e n’ei ein inf nfr fra ras ast str tru ruk
ukt ktu tur urI rIS ISa Sats atsu tsuj uje jes’ es’e s’e p
e po pot otS tSe Seb ebI bIr Iro rotS otSn tSne ne

2.4. Greedy algorithm

The CorpusCrt program (Bailador, 1998) was used as a cor-
pus balancing tool for sentence selection. The following
criteria were used:

1. The minimum phonetic length of a sentence is 30
phonemes

2. The maximum phonetic length of a sentence is 80
phonemes

3. The output corpus should contain 2500 sentences

4. Each phoneme should occur at least 40 times in the
corpus

5. Each diphone should occur at least 4 times in the cor-
pus

6. Each triphone should occur at least 3 times

These requirements were inputted to the greedy algorithm
program and twelve different versions of balanced corpora
with 2500 sentences each were created.
After two-step balancing we obtained an increase in di-
phone number (148479 vs. 150814), a reduction in the

number of diphones appearing less than four times from
175 to 68, and an increase in the number of different di-
phones from 1096 to 1196. The process also increased the
triphone number from 145979 to 148314 and gave an in-
creased number of different triphones from 11524 to 13832.
The final text corpus of 2150 sentences was composed of
statements, questions and exclamations and also enriched
with rare words. Its phonetic distribution is shown in Fig-
ure 1.
Sentences selected with this method had to be manually
verified in order to eliminate any markers, abbreviations
and acronyms which were not expanded in initial pre-
processing. The sentences selected by the greedy algorithm
were also manually checked to ensure that they did not con-
tain material which would be too hard to pronounce or con-
tains obscene or otherwise loaded material which would in-
troduce an emotional bias to the recordings.

Figure 1: Phonetic distribution in the final corpus

3. Recordings
3.1. Speaker

The next step in the database creation was the recording of
the prompts using a Polish voice talent. It was recorded
by a semi- professional male speaker. The speaker had
enough time to get familiarised with the text to be recorded.
The speaker was also familiar with phonetic transcription
of Polish language. During the recordings phonetic tran-
scription was displayed to the speaker and the person su-
pervising the recordings. This ensured the prompts could
be corrected to reflect the desired pronunciation, especially
in case of foreign language words.

3.2. Procedure

The recordings took place in an anechoic chamber in the
Multimedia Department of the Polish-Japanese Institute of
Information Technology, Warsaw using one table stand dy-
namic microphone (Rode NT1000). A 48 kHz sampling
frequency and 16 bit resolution was used as a 48 kHz signal
can easy be re-sampled to 16 kHz or 8 kHz, the most often
used frequencies in TTS systems. Quality tests showed that
the M-Audio Transit sound card 24 bit, 96kHz audio inter-
face would be appropriate for the task. Closed headphones
(Philips) were used to check a sample of the initial record-
ings to check sound level and quality, special attention was
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paid to background sounds, echoes and reverberation. Open
headphones were also used during recording to monitor the
input and to share and review the recordings with partici-
pants. The database was recorded using digital audio inter-
face. Due to technical constraints, the process was split into
sessions lasting between one to four hours, recorded over a
period of one month. To achieve consistency a record was
kept of the microphone used, location and its orientation.
The final speech database consists of 2150 sentences, vary-
ing in length from 2.3 to 13.4 sec, with an average length
of 6.3 sec.

3.3. Quality issues

For any system relying on speech, it is important to record
the best possible sound quality. The quality of a record-
ing is very important as every minor distortion can end up
appearing very often in synthesised speech if it belongs to
frequent speech units used in the language. Fewer rever-
berations and distortions in recorded speech also make the
signal manipulation less demanding (van Santen, 2004).
During the recordings we encountered technical problems,
namely, 25% of prompts had to be re-recorded due to DC
distortions, DC component being added to the waveform,
causing saturation and clipping, see Figure 2.

Figure 2: DC distortions

Recording environments are never silent, even when no one
is present. There is always some environmental sound, for
example wall creaks, air conditioner or heating unit. The
recordings in this study were conducted during the aca-
demic year. The recording studio used is located in the
close proximity of class-rooms and this affected the qual-
ity of the signal. During the sessions, additional distortion
included chair noise, hand-dryer noise, and a harmonic fre-
quency in signal about 400Hz - 500 Hz. Due to these dis-
tortions, some prompts had to re-recorded.
Finally 2150 sentences and 100 rare polish words were
recorded. The speech database file was 1,2 GB in size. To
obtain natural sounding speech synthesis, paralinguisticel-
ements like murmuring, laughing, and coughing were also
recorded.
A post-recording signal check including de-clicking and
de-noising, channel balancing, normalising, frequency
range equalisation and DC offset removal was also carried

out. The shift itself means nothing, but any further file pro-
cessing will be done incorrectly and result in a distortion if
the DC offset is not removed.

4. Automatic Segmentation
The signal was automatically aligned with the transcription
using an HMM based model trained using the HTK Toolkit
(Young, 1994). The mixed Gaussian model was built on
500 words, 25 ms analysis window with 10 ms frame pe-
riod . Evaluation of the performance of the model based
on 120 phrases resulted in 98% recognition rate for phones
and 90% in the case of phrases.
Automatic segmentation is a very helpful tool while creat-
ing TTS. Until now, the highest results have been achieved
by manually processing the corpus. Some researchers claim
that actual automatic methods for voice segmentation can
already achieve accurate enough results for its use in con-
catenative speech synthesis. They support this claim on per-
ceptual evaluation of the systems. However, the influence
of phone segmentation in the naturalness and intelligibility
of the speech depends on the philosophy of each system. It
would affect it in different manner if we use different units
to concatenate (Adell and Bonafonte, 2004). As the unit se-
lection speech synthesis is based on concatenating different
length units a manual correction is required.
The most studied method of segmentation is based on the
speech recognition paradigm. A Hidden Markov Model can
be used to perform a recognition task (Adell and Bonafonte,
2004). Automatic segmentation is also known as align-
ment. Aligner requires as input orthographic text and sound
files. It tries to find the boundaries of phonemes, knowing
exactly what was said by the speaker. The correct transcrip-
tion is necessary, otherwise one gets errors in alignment.
There are 37 phonemes in the Polish language. The aligner,
created using HTK Toolkit (Young, 1994), contained 38
models, as a model of silence was added.
Each model consisted of three states which corresponded
to: initial sound, mid sound and a final sound of the
phoneme (Zhang et al., 2004).
Three structures of HMM were constructed:

1. 10 ms frame period and 25 ms analysis window

2. 5 ms frame period and 15 ms analysis window

3. 1 ms frame period and 5 ms analysis window

Each HMM consists of 39 coefficients, namely: 13 MFCC
plus 13 delta coefficients plus 13 acceleration coefficients.
The initial training of speaker dependent HMMs gives in-
correct estimation of phoneme boundary (Kim and Syrdal,
2004). HMMs were trained on 585 sound files. These
files were phonetically balanced and consisted of words and
phrases. The Gaussian Mixture was added to each state of
HMM and then a re-estimation was prepared. The proce-
dure was repeated three times.
Next, the overall estimation was conducted. HMMs were
estimated on recordings of 40 speakers, where each speaker
recorded 585 set composed of words and phrases.
To choose the best structure of HMM, a special test was
prepared. The aim of the test was to obtain the highest score
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of recognition level. The test contained 125 phrases from
computer domain.
Figure 3 illustrates the comparison between 10 ms frame
period and 5 ms frame period model. The top tier shows
10 ms frame period model which is more accurate and the
bottom tier the 5 ms model.

Figure 3: Comparison between 10 ms frame period and 5
ms frame period model

The best result, namely 93.27% of correctly recognized
words, was achieved using a 10 ms frame period model
and a 25 ms analysis window. The initial segmentation was
made using a 10 ms frame period and a 25ms analysis win-
dow. Due to a large number of wrongly labelled phonemes,
it was decided to run the estimation of HMMs on a seg-
mented database. The prepared test was re-run and 92.95%
of correctly recognized words was achieved.
Although the correctness of recognition has fallen by
0.32%, as compared to the other models used, we decided
to use these models because the number of wrongly set
boundaries in the database has fallen overall.
We also constructed the diphone models. There are 1443
diphones in the Polish language, out of which 1100 are
most frequent. The training and estimation was made on
the Speecon database (Marasek and Gubrynowicz, 2004),
which contains recordings of 600 speakers, each recorded
one hour of speech.
The accuracy of correctly recognized word was about 72%.
Table 4. illustrates a comparison between different struc-
tures of HMMs.

5. Verification procedure
Unit selection systems are highly sensitive to the accuracy
of phonetic labelling. Thus upon completing the record-
ings, a series of necessary checks including a manual cor-
rection of phonetic and graphemic transcription were per-
formed. First, a phonetic check was carried out by a pho-
netic expert to verify the transcription against the speaker’s
realisation. The goal was to adapt the transcription to what
the voice talent produced during the recording sessions.
Second, a manual check of phoneme boundaries was car-
ried out. Wrong labelling by an automatic aligner can af-
fect the quality of generated speech in a number of ways.
If a boundary of a phoneme is inaccurately placed not only
will a phonetically incorrect unit be chosen and as a result
a wrong target word may be produced but also a particu-
lar word be said with an undesired accent (Kominek and
Black, 2004).

The most frequent error of an aligner is a misalignment in
the position of phoneme, which means that the boundary
of one phoneme is placed well into the neighbouring seg-
ments. This is why a manual correction is always needed.
To help reduce the extend of the manual check we also in-
clude automatic diagnostics described below to target spe-
cific problems like durational outliers,

5.1. Automatic labelling error detection

Based on the results of the speech alignment evaluation, an
automatic procedure for detecting durational outliers was
implemented. A tool was developed to target misaligned
automatic labels based on durational outliers. We classified
an alignment as a segmentation error if any phone duration
was more than 2SD from the mean duration for that phone
in the database.
As output we generated a list of potential misalignments,
which would be taken into account during the manual
check. The tool detected on average two phones per sen-
tence to have an abnormal duration.

5.2. Manual check

The manual correction was made using Praat (Boersma,
2001) speech analysis program. Each sentence was lis-
tened to. The word or phrase which was incorrectly pro-
nounced was either corrected or selected as the prompt
to be recorded once more. The phonetic transcription of
each prompt was corrected manually. The errors in pho-
netic transcription proved to greatly influence the automatic
aligner. Figure 4 illustrates the effect of wrong phonetic
transcription and its influence on alignment (top annota-
tion tier). On the second tier we show manually corrected
boundaries.

Figure 4: Effect of wrong alignment

The most frequent errors of the automatic aligner were as
follows:

- Plosive phonemes especially voiceless were too short,
they began to early, usually started in the second part
of the previous phoneme;

- Affricate phonemes e.g. /ts’/ /tS/ were in most cases
too long;

- Nasal geminates were modelled either too short or too
long;

- Approximant /j/ in the neighbourhood of vowels was
either too long or too short;
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Model Recognised Recognised
words (%) phrases (%)

1 ms frame period 5 ms 38,14 33,06
analysis window
5 ms frame period 15 ms 71,47 55,65
analysis window
10 ms frame period 25 ms 93,27 89,52
analysis window
10 ms frame period 25 ms 92,95 89,52
analysis window estimated
on Unit Sel. Database
10 ms frame period 25 ms 71,79 53,23
analysis window (diphone model)

Table 1: Comparison between different structures of HMMs.

- In case of vowel + fricative (/s/, /z/, /s’/, /S/,/Z/) part
of the vowel was labelled as a fricative;

- The between words silence was not taken into account;

In Figure 5 the phoneme /f/ also includes the silence which
should have been labelled as “_sil_” . In the bottom tier we
mark the correctly set boundary.

Figure 5: Missing silence

Figure 6 illustrates the incorrectly aligned boundary be-
tween phonemes /z’/ and /dz’/. In the bottom tier we mark
the manually corrected boundaries.

Figure 6: The incorrectly labelled phoneme z’ and dz’.

5.3. Prosodic Annotation

After performing the automatic and manual phonetic
checks, the database signal was stylised and the Insint
(Hirst, 1999) transcription system for annotation of the in-
tonation patterns was applied to annotate it with prosodic

labels. Additional prosodic annotation was made on sepa-
rate files for phrase breaks.
The analysis shows that our speech base is prosodically rich
and Insint annotation adequate even if in the future other
kinds of annotations, such as ToBI (Silverman et al., 1992),
should be derived.

6. Prototype
To verify the quality and segmentation of the database a
Unit Selection a prototype synthesis engine was developed.
Written in C++, it is a simple speech synthesizer based on
concatenation of the longest possible phonetic units, see
Figure 7.

Figure 7: A prototype synthesiser.

The aim of this was to check the quality of voice and also
the quality of the automatic segmentation.
The prototype engine includes a phonetic transcription
module, which was based on the regular expressions. The
whole speech database in the form of textgrids and sound
files is loaded into the program.
First the synthesizer converts the orthographic text into a
sequence of phonemes. An algorithm builds the list of all
phoneme n-grams that match the input text. Next, all tran-
sition paths are constructed between the n-grams. Only the
paths containing appropriate phonetic sequences are con-
sidered. The result is one path, the one with the lowest
cost. By the lowest cost we mean the smallest number of
acoustic units, lowest number of n-grams.
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Because the algorithm analyses all the paths its speed is log-
arithmic. To make it linear, the following heuristics is used.
A sequence of phonemes which has to be synthesized is di-
vided into parts composed of at most twenty n-grams. Each
of these sequences of n-grams is analysed individually and
their paths are joined. Additionally, the algorithm joining
the paths favours the biggest n-grams.
During a test, 100 random sentences from the list of cor-
pora sentences not used as a recording material in a speech
base was chosen. During tests using the prototype it can
be observed how the quality of generated speech changes
after the manual verification of the database. It also enables
correction of errors not detected manually.

7. Conclusions
By addressing the above issues in the manner indicated and
creating dedicated tools we hope to have produced a pho-
netically and prosodically annotated speech base adequate
for the process of creating a unit selection voice. We aim
to demonstrate the impact of proper diagnostics and tuning
on the resulting quality of the synthesised voice in a subse-
quent study.
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