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Abstract 
In thesauri, conceptual structures or semantic networks, relationships are too often vague. For instance, in terminology, the 
relationships between concepts are often reduced to the distinction established by standard (ISO 704, 1987) and (ISO 1087, 1990) 
between hierarchical relationships (genus-species relationships and part/whole relationships) and non-hierarchical relationships (“time, 
space, causal relationships, etc.”). The semantics of relationships are vague because the principal users of these relationships are 
industrial actors (translators of technical handbooks, terminologists, data-processing specialists, etc.). Nevertheless, the consistency of 
the models built must always be guaranteed... One possible approach to this problem consists in organizing the relationships in a 
typology based on logical properties. For instance, we typically use only the general relation “Is-a”. It is too vague. We assume that 
general relation “Is-a” is characterized by asymmetry. This asymmetry is specified in: (1) the belonging of one individualizable entity 
to a distributive class, (2) Inclusion among distributive classes and (3) relation part of (or “composition”).  

 
1. Introduction 

 The semantics of the relationships between 
concepts (i.e. for each relation, the number and types of 
its arguments, its algebraic properties, etc.) are often too 
vague (for example in thesauri, conceptual structure, or 
semantic networks). One possible approach to this 
problem consists in organizing the relationships in a 
typology based on logical properties. For example, 
(Winton, Chaffin & Herrmann, 1987) or (Pribbenow, 
2002) distinguishe various types of part/whole 
relationships. This typology inspired the treatment of the 
part/whole relationship in WordNet (Miller, 1990). Recent 
works applying terminological relationships to 
information retrieval, in particular to the construction of 
thesauri, tries to specify the properties of the link between 
concepts better and to extend non-hierarchical 
relationships (Molholt, 1996; Green, 1996, 1998, Bean, 
1996). Other recent work aims to integrate into the 
terminological models theories arising from linguistics 
(semantics, for example) and artificial intelligence, in 
particular the modeling of knowledge for the design of 
knowledge-based systems (KBS) and “ontologies”, as 
defined, for example, by (Sowa, 1984, 1996, 2000). In all 
these disciplines, the need to structure knowledge and 
then to validate the representations obtained is 
fundamental. In artificial intelligence, methods for 
acquiring and modeling knowledge, such as KADSII, as 
presented in (Wielingua, Schreiber & Breuker, 1992), 
were developed to assist with the design of KBS. These 
methods propose modeling a field of expertise in the form 
of concepts connected by semantic relationships in 
conceptual object-oriented languages (called “domain 
level” in KADS). From our standpoint, these languages 
appear very close to terminological database structures. In 
terminology, software has been developed to “navigate” 

networks of concepts structuring micro-domains, for 
example, the Termisti system (Van Campenhoudt 1994, 
1998; Lejeune & Van Campenhoudt, 1998), which 
considers systems of coherence, the Code system, the 
Cogniterm project of (Meyer and Mchaffie, 1994), and the 
Ikarus system of (Meyer and Skuce, 1998), which 
supports computerized management of terminological 
knowledge bases. 

With the view to better designing the knowledge 
structures underlying the concepts of a field, and more 
specifically, the indexing of documents and/or 
information retrieval, we propose a structured set of 
relationships, based on a linguistic model, the Applicative 
and Cognitive Grammar (ACG) of (Descles, 1990). This 
model was extended to terminology by (Jouis, 1995), and 
applied by (Mustafa and Jouis, 1996, 1997) and by (Jouis 
1998, 2004). 

 
2. Proposed semantic and logical system 

 Relations are a part of a specification network 
based on a general terminological scheme (i.e., a coherent 
system of meaning of relations). In such a system, a 
specific relation may be characterized as to its: (1) 
functional type (the semantic type of argument of the 
relation); (2) Algebraic properties (reflexivity, symmetry, 
transitivity, etc.); and (3) combinatorial relations with 
others entities in the same context (for instance, the part 
of the text where a concept is defined). We distinguish 
four categories of primitive: 

• Elementary semantic types of entities. We 
distinguish a certain number of elementary types 
of entities. For instance: Boolean entities (noted 
H) are objects, whose value is either true or false. 
Individualizable entities are entities that can be 
designated and shown by pointing. They may be 
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counted individually or regrouped by distributive 
classes. Entities such as John, table, chair, man, 
child are distinctive. Individualizable entities are 
noted J: [J: table]. Distributive classes regroup 
individual entities with one identical property. 
They are noted D. For instance: [D: to-be-a-
square]. Collective classes are distinguished from 
Distributive classes in that they represent objects 
that form a “whole” from more elementary 
objects. They are noted C. Thus, [C: 
geographical entities], [C: molecule] represent 
collective classes. The “whole” is seen as the 
“accumulation” of elements that constitute it, 
disjoint or not. Lesniewsky (1886-1939) 
proposed a general theory of wholes and parts 
(mereology), in response to the problem of set 
theory (Cantor, 1932, 1962). A detailed analysis 
of mereology was carried out by Miéville (1984). 
Lesniewsky arrives at the conclusion that the 
notion of class contains two features: the 
distributive one and the collective one. The 
following example, borrowed from (Grize, 1973) 
give an idea of the difference: “A distributive 
class is, to be strictly correct, the extension of a 
concept. If p is the concept planet, the statement 
that Jupiter is a planet is either to pose p(Jupiter) 
or Jupiter ∈ {x / p(x)}, and the transmitted 
information is the same one in the two writing. 
Thus p = {Mercury, Venus, Earth, Mars, Jupiter, 
Saturn, Neptune, Pluto} is a distributive class. It 
contains nine elements and nothing else. The 
polar caps of Mars, the red Jupiter spot, the rings 
of Saturn do not belong to p. Yet, all that and a 
thousand other things deal with the concept 
planet. The notion of collective class must 
mitigate this gap” (see figure 1). 

 

Figure 1 : Distributive vs Collective (part-of) classes: different 
but logical and coherent standpoint 

 
• Formation operators, which create more 

complex types from elementary types (lists, 
arrays, functional types1, etc.). For instance, it is 
possible to define functional types. From the set 
of elementary types S = {H, J, D, C, …} we 
define a system of more complicated types in a 
recursive way starting from the following rules : 

1 In the meaning of the Church typed “Lambda-calculus” theory 
or typed logic theory of Curry (Curry & Feys, 1958). 

(1) The elements of S are elementary types. 
(2) If x and y are types, then Fxy is a functional 

type.  
Then, an entity E of type Fxy (noted 

[Fxy:E]) is a unary operator which takes for its 
argument an object of the type x to provide a 
result of the type y. If we consider an entity A of 
type x, the application of E to A will build a 
certain entity B of the type y: ([Fxy: E] [x: A]) > 
[y: B]. For example, type FJH is that of an 
operator which, when applied to an 
individualizable entity (J) returns a value of truth 
H (set of individuals, or “concept” such as [FJH: 
“to-be-a-square”]). A relation between an 
individual entity and a distributive class will have 
type FJFDH. Because this relation is a binary 
operator, the application is done in two steps. For 
example, we have the following types: [J: Jean], 
[D: Human] and [FJFDH: inclusion]. The 
inclusion2 applies initially to Jean to return an 
operator of the type FDH:  

([FJFDH: inclusion] [J: Jean]) >  
[FDH: inclusion_Jean]. The result is an 

operator of type FDH that applies to the 
distributive class Human to return a value of 
truth of type H: 

([FDH: inclusion_Jean] [D : Human] > 
[H : True]. 

All representations of the cognitive level are 
typified in this manner. 

 
• Fundamental static relations between entities, 

where static relationships enable the description 
of some states related to an area of knowledge. 
We have identified twenty static relationships. 
They are structured and independent from a 
particular domain. Static relationships are binary 
relations. In this paper, we will describe more 
specifically belonging, inclusion and part/whole 
relationships, because they are related to the 
general “Is-a” relationship. 
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• Fundamental dynamic relations between 

terminological units, where dynamic 
relationships enable the description of processes 
or events related to an area of knowledge: 
movements, changes of state, conservation of a 
movement, iterations, intensity, variation, 
constraints, causes, etc. 

 
 
Relationships are therefore classified in two main, disjoint 
categories: static relations and dynamic relations. In this 
paper, we will describe more specifically the static 
relations, and in particular those related to the general “Is-
a” relationship. 
 

 
 

2  The relation of inclusion is defined more formally in part 3. 
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3. Specification of “Is-a” relationships 
OW OP1 OP

composition composition

Non-direct composition

OW OP1 OP
composition composition

Non-direct composition

 
 In our system, a relation may be specified in 
more precise relations in terms of its properties. We 
assume that general relation “Is-a” is characterized by 
asymmetry. This asymmetry is specified in: 

• The belonging of one individualizable entity to a 
distributive class (noted ∈). Of type FJFDH, this 
relation is NEVER-reflexive, asymmetric and 
NEVER transitive3. It is expressed in statement 
such as: π is a real. 

• Inclusion among distributive classes, noted ⊂, 
(e.g. Bacteria are microorganisms), which is of 
type FDFDH, is NEVER-reflexive, asymmetric 
and transitive. It should be noted that, in many 
thesaurus or semantic network models, we 
typically use only the general relation “Is-a” 
without distinguishing belonging from inclusion. 
However, there is a fundamental difference, 
since the first is NEVER-transitive while the 
second is transitive and allows inheritance of 
properties. 

• The relation part of (or “composition”), noted ∋, 
is reflexive but (generally) non transitive. It is 
expressed in statement like The hand forms part 
of the arm. Its type is FCFxH, where x is of type 
J or of type C. Part of is specified in several 
relations. Indeed, there are a great number of 
properties describing the relationships between 
the composing object and the total object 
(collective class), for example: 

o Atomic composition versus non-atomic 
composition (The smallest component of 
a program is the bit versus A book 
breaks up into chapters, which 
themselves break up into paragraphs). 
Atomic composition does not admit 
transitivity, but atomic composition 
authorizes it. 

o Direct composition versus non direct 
composition (Opium appears among the 
primary component of Lamaline versus 
A molecule consist of neutrons, protons 
and electrons, which are part of atoms). 
An Object-Part OP is a direct 
component of the Object-Whole OW, if 
there is no object OP1 (different from 
OP) such that object OP is a component 
of object OP1 and object OP1 is a 
component of object OW Otherwise, 
OP is a non-direct component. (see 
figure 2). Non direct composition is 
transitive, while direct composition is 
non transitive.  

3 We point out in particular the following properties of 
transitivity for binary relation: 
Given three entities X, Y and Z, and a relation R: 
R transitive =def ∀X, Y, Z R(X, Y) and R(Y,Z) ⇒ R(X, Z). 
R non transitive =def ∃X, Y, Z R(X, Y) and R(Y, Z) and NOT( 
R(X, Z)). 
R NEVER transitive =def ∀X, Y, Z (R(X, Y) and R(Y, Z)) ⇒ 
NOT R(X, Z). 

Figure 2. Direct vs. non-direct composition 
 

o Necessary composition versus non-
necessary composition (The processor 
is one of the essential components of a 
computer versus A CD-ROM drive is an 
accessory component of a computer). 
The characteristics necessary and non 
necessary are transitive within the 
relation of composition.  

o Single composition versus non single 
composition (A young star is made up 
exclusively of atoms of hydrogen versus 
The atmosphere is a mixture of several 
gases, whose principal one are oxygen 
and nitrogen). 

o Quantifiable composition versus non-
quantifiable composition (The hand is 
made up of five fingers; Each human 
cell contains 46 chromosomes versus 
Water consist of atoms of oxygen and 
atoms of hydrogen). 
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