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Abstract 
Cross-language information retrieval consists in providing a query in one language and searching documents in one or different 
languages. These documents are ordered by the probability of being relevant to the user's request. The highest ranked document is 
considered to be the most likely relevant document. The LIC2M cross-language information retrieval system is a weighted Boolean 
search engine based on a deep linguistic analysis of the query and the documents. This system is composed of a linguistic analyzer, a 
statistic analyzer, a reformulator, a comparator and a search engine. The linguistic analysis processes both documents to be indexed 
and queries to extract concepts representing their content. This analysis includes a morphological analysis, a part-of-speech tagging 
and a syntactic analysis. In this paper, we present the deep linguistic analysis used in the LIC2M cross-lingual search engine and we 
will particularly focus on the impact of the syntactic analysis on the retrieval effectiveness. 

1. Introduction 

The role of an information retrieval system is to 
provide relevant documents according to the submitted 
query, and to locate as precisely as possible the most 
informational parts of these documents. In order to 
achieve this goal, conventional information retrieval tools 
match the query representation against a single document 
representation to produce a ranked document list 
(Kammoun et al., 2005). For cross-lingual information 
retrieval, the goal is to find relevant documents that are in 
a different language from that of the query (Grefenstette, 
1998). 

In this paper, we present the impact of a deep 
linguistic analysis of documents and queries on the 
retrieval effectiveness of a cross-lingual information 
retrieval system. 

We present in section 2 the main components of the 
LIC2M cross-lingual search engine, in particular, we will 
focus on the syntactic analyzer  of the linguistic 
processing. In section 3, a prototype of the LIC2M cross-
lingual search engine developed during the European 
project ALMA (Arabic Language Multilingual 
Application) is described. We discuss in section 4 results 
obtained after submitting two runs of questions (one with 
activating the syntactic analyzer during the linguistic 
analysis and the other without activating the syntactic 
analyzer). Section 5 concludes our study and presents our 
future work. 

2. LIC2M Cross-lingual Search Engine 

The LIC2M cross-lingual information retrieval system 
(Besançon et al., 2003) can manage textual database in 
Arabic, Chinese, English, French, German and Spanish 
and is composed of the following modules: 
 

• A linguistic analyzer which includes a 
morphological analyzer, a part-of-speech 
tagger and a syntactic analyzer. The linguistic 
analyzer processes both documents to be 
indexed and queries to produce a set of 

normalized lemmas, a set of named entities 
and a set of nominal compounds with their 
morpho-syntactic tags. 

• A statistical analyzer, that computes for 
documents to be indexed concept weights 
based on concept database frequencies. 

• A comparator, which computes intersections 
between queries and documents and provides 
a relevance weight for each intersection. 

• A reformulator, to expand queries during the 
search. The expansion is used to infer from 
the original query words other words 
expressing the same concepts. The expansion 
can be in the same language (synonyms, etc.) 
or in different language. 

• An indexer to build the inverted files of the 
documents on the basis of their linguistic 
analysis and to store indexed documents in a 
database. 

• A search engine which retrieves the ranked, 
relevant documents from the indexes 
according to the corresponding reformulated 
query and then merges the results obtained 
for each language taking into account the 
original words of the query and their weights 
in order to score the documents. 

2.1. Linguistic Analysis 

The linguistic analysis of the LIC2M cross-language 
information retrieval system is built using a traditional 
architecture (Figure 1) and is composed of several 
modules which are common for all the languages with 
some variation for specific languages. This analyzer 
proceeds as follows: 

 
The Tokenizer separates the input stream into a graph 

of words. This separation is achieved by an automaton 
developed for each language and a set of segmentation 
rules. 
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Figure 1: Architecture of the LIC2M Linguistic 
Analyzer 

 
The Morphological analyzer searches each word in a 

general dictionary. If this word is found, it will be 
associated with its lemma and all its morpho-syntactic 
tags. If the word is not found in the general dictionary, it 
is given a default set of morpho-syntactic tags based on its 
typography. For Arabic, we added to the morphological 
analyzer a new processing step: a Clitic stemmer (Larkey 
et al., 2002) which splits agglutinated words into 
proclitics, simple forms and enclitics. 

At this point in the processing, an idiom will not be 
found in the dictionary since we had decided not to 
include in the lexicon sequence of known words that act 
as a single unit. 

The role of Idiomatic Expressions recognizer is to 
detect idiomatic expressions and to consider them as 
single words for the rest of the processing. Idiomatic 
expressions are phrases or compound nouns that are listed 
in a specific dictionary. The detection of idiomatic 
expressions is performed by applying a set of rules that 
are triggered on specific words and tested on left and right 
contexts of the trigger. 

These rules can recognize contiguous expressions as 
the "white house" in English, la "maison blanche" in 
French or "    
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 in Arabic. Non-contiguous "ا�
expressions such as phrasal verbs in English: 

"switch…on" or "tomber vaguement dans les pommes" in 
French are recognized too. 

The next step in our linguistic analysis, after idiomatic 
expressions recognition, is part-of-speech tagging which 
consists in assigning to a word its disambiguated morpho-
syntactic tag in the sentential context in which the word is 
used. 

Our Part-Of-Speech (POS) tagger searches valid paths 
through all the possible tags paths using attested trigrams 
and bigrams sequences. The trigram and bigram matrices 
are generated from a manually annotated training corpus. 
They are extracted from a hand-tagged corpora of 13 200 
words for Arabic, 239 000 words for English and 25 000 
words for French. If no continuous trigram full path is 
found, the POS tagger tries to use bigrams at the points 
where the trigrams were not found in the matrix. If no 
bigrams allow to complete the path, the word is left 
undisambiguated. The accuracy of the LIC2M part-of-
speech tagger is around 91% for Arabic, 93% for English 
and 94% for French (Semmar et al., 2005). 

After part-of-speech tagging, a Syntactic analyzer is 
used to split word graph into nominal and verbal chain 
and recognize dependency relations (especially those 
within compounds) by using a set of syntactic rules. We 
developed a set of dependency relations to link nouns to 
other nouns, a noun with a proper noun, a proper noun 
with the post nominal adjective and a noun with a post 
nominal adjective. These relations are restricted to the 
same nominal chain and are used to compute compound 
words. 

For example, in the nominal chain "use of nuclear 
energy", the syntactic analyzer links words as following 
(Figure 2) because "use" and "energy" are tagged as nouns 
and "nuclear" as an adjective. 

 

 
use of nuclear energy 

Figure 2: Dependency relations recognition 
 
These relations are used to compute three compound 

words that are normalized as "use_nuclear_energy", 
"nuclear_energy", and "use_energy". 

The next step in the LIC2M linguistic analyzer, after 
syntactic analysis, is Named Entity recognition (Abuleil & 
Evans, 2004) using name triggers (e.g., President, lake, 
corporation, etc.). Specific named entities extraction is 
done by using a same method as that used to recognize 
idiomatic expressions. 

For example, in the sentence " British forces, the 
second largest coalition force in Iraq with just over 8,000 
troops, are also expected to start withdrawing in 2006.". 
"British forces" is recognized as a named entity of type 
"Organization", "Iraq" is recognized as a "Location", 
"8000" is recognized as a measure and "2006" is 
recognized as "Time". 

2.2. Statistical Analysis 

The role of the statistical analysis is to attribute to each 
word or a compound word a weight according to the 
information it provides to choose the document relevant to 
the query. The weight is maximum for words appearing in 
one single document and minimum for words appearing in 
all the documents. This weight is used by the comparator 
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to compare intersection between query and documents 
containing different words. 

The LIC2M search engine uses a weighted Boolean 
model, in which documents are grouped into classes 
characterized by the same set of concepts. The classes 
constitute a discrete partition of the database. For 
example, if the query is "nuclear waste" on a database 
containing only texts on nuclear plants, the statistical 
model indicates that documents containing the compound 
word "nuclear waste" are more relevant than documents 
containing the words "nuclear" and "waste". Documents 
containing the words "nuclear" and "waste" are more 
relevant than documents containing the word "waste" and 
documents containing the word "waste" are more relevant 
than documents containing the word "nuclear". 

2.3. Query Reformulation 

Reformulation consists in inferring new words from 
the original query words according to a lexical semantic 
knowledge database (synonyms, etc.). The reformulation 
can be used to increase the quality of the retrieval in a 
monolingual interrogation (Debili et al., 1989). It can also 
be used to infer words in other languages. The query terms 
are translated using bilingual dictionaries. Each term of 
the query is translated into several terms in target 
language. The translated words form the search terms of 
the reformulated query. The links between the search 
terms and the query concepts can also be weighted by a 
confidence value indicating the relevance of the 
translation. 

2.4. Indexing and Search 

The LIC2M Search Engine Indexer builds the inverted 
files of the documents on the basis of their linguistic 
analysis: one index is built for each language of the 
document collection. This Indexer builds separate indexes 
for each language. 

The LIC2M Search Engine retrieves the ranked, 
relevant documents from the indexes according to the 
corresponding reformulated query and merges the results 
obtained for each language taking into account the 
original terms of the query (before reformulation) and 
their weights in order to score the documents. 

3. LIC2M Search Engine User Interface 

The LIC2M linguistic analyzer produces a set of 
normalized lemmas, a set of named entities and a set of 
nominal compounds. These results are used as a front-end 
for the LIC2M cross-lingual search engine which is 
visible online at a third party site: http://alma.oieau.fr 
(Semmar & Fluhr, 2004). 

The user can enter a query in natural language and 
specify the language to be used. In the example of Figure 
3, the user entered the query "water resources 
management" and selected English as the language of the 
query. 

 
Figure 3: User interface for querying the database 

 
Relevant documents are grouped into classes 

characterized by the same set of concepts as the query 
contains (Figure 4). The query term 
"water_resources_management" is a term composed of 
three words: water, resources and management. This 
compound word, its derived variants and their sub 
elements are reformulated into Arabic and French, and 
submitted to indexed versions of documents in each of 
these languages (as well as against English documents). 

 

 
Figure 4: Search results user interface 

 
Terms of the query (or the expansion of these terms) 

which are found in the retrieved documents are 
highlighted as illustrated in Figure 5. 
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Figure 5: Highlighting query terms in retrieved 

documents 

4. Experimental Results and Discussion 

The LIC2M search engine has been tested on a 
multilingual corpora provided by partners of ALMA 
project. This base contains for each language (Arabic, 
English and French) 50 non-parallel documents related to 
sustainable development, water and eco-tourism. The test 
consisted to submit two runs of questions in Arabic, 
English and French (one with activating the syntactic 
analyzer during the linguistic analysis and the other 
without activating the syntactic analyzer) and to compare 
the retrieved documents. 

Table 1 illustrates some classes corresponding to the 
query “water resources management”. Query terms of 
classes 1 to 6 correspond to compound words computed 
by the syntactic analyzer and query terms of class 7 are 
simple words. 

 

Class 
number 

Query terms Number of 
retrieved 
documents 

1 water_resources_management 8 (Arabic) 
3 (English) 
17 (French) 

2 resources_management, 
water_resources 

5 (Arabic) 
1 (English) 
5 (French) 

3 water; resources_management 1 (Arabic) 
1 (English) 
2 (French) 

4 resources_management 1 (English) 

5 Management, water_resources 19 (Arabic) 
5 (English) 
9 (French) 

6 water_resources 4 (Arabic) 
1 (English) 

7 Water, management, resources 4 (Arabic) 
14 (English) 
6 (French) 

Table 1: First classes corresponding to the query 
"water resources management". 

 
As expected, syntactic analysis improves both 

monolingual and bilingual reformulation. For example, 
three new compound words are inferred: "  ارد&

'

 إدارة ا�
    *

�


+,
'
 in Arabic, "management of water resources" in "ا�

English, and "gestion équilibrée de la ressource en eau" in 
French. Moreover, the French compound word contains 
the word "équilibrée" which is a new word since the 
original English query does not contain a translation of 
this word. 

In another query, the English compound word 
"drinking water" is translated into the Arabic compound 
word "      0ب




12� *
3�,




,5 ا�4�

'



wh "ا� ich is composed of three 
words instead of two. 

5. Conclusion and Future Work 

The results we obtained show that it is possible to 
improve cross-lingual retrieval effectiveness by using a 
robust and deep linguistic analysis. This robustness is 
made possible thanks to the syntactic analysis. On the 
other hand, using this deep analysis allowed the search 
engine to have a user interface which presents the relevant 
documents at the beginning of the list of retrieved 
documents. To confirm these results, we are currently 
working on a large test database and in the same time we 
are improving the syntactic analysis. 
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