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Abstract
We consider the problem of identifying automatic transkagi from manual translations of the same sentence. Usindliffevent
similarity metrics (BLEU and Levenshtein edit distance found out that automatic translations are closer to edwdr ¢han they are
to manual translations. We also use phylogenetic treesad® a visual representation of the distances betwees paindividual
sentences in a set of translations. The differences indexiistance are statistically significant, both for Chines&nglish and for
Arabic to English translations.

1. Introduction To do this, BLEU counts the maximum number of times a

We try to compare different methods and see if automati¢vord occurs in any single reference tran_slation. The BLEU
translations are more similar to each other or to manuafCOre ranges between 0 and 1, where higher scores are bet-
translations. We use the edit distance between differed€’- The score is calculated by taking the geometric mean
translations of the Multiple-Translation Chinese CorpusCf the precision scores. This is then multiplied by an expo-
(MTC) and the Multiple-Translation Arabic Corpus to com- nential brevity penalty (which penalizes sentences that ar

pare the set of manual and automatic translations to eadRo short).
other. The MTC and the MTA corpus were developed by
the Linguistic Data Consortium to support automatically2.3. Phylogenetic Trees and Fitch

evaluating translation quality. We chose at random 50 Senphylogenetic Trees and Fitch estimate phylogenies from

tence_sets from bqth th_e MTA and MT_C corpus to run thethe distance matrix data using the "additive tree model”
experiments described in the rest of this paper.

Wi BLEU t h ¢ lai ‘ method according to which the distances are expected to
¢ use 0 compare the same transiation sen enceesqual the sums of branch lengths between the species (cor-

and see |f_th§re IS a _correlatmp _bet\_Neen BLE.U SCme?esponding to different translations of the same sentence
and the edit distances in determining if automatic translas

i imilar to oth ¢ fict lati drak in our case). The "additive tree model” is based on Fitch-
lons are simrarto otherautomatic transiations (@n nu Margoliash (Fitch, 1967) and least-squares distance meth-
translations with other manual translations).

; : ) . . ._ods. This method works by starting out with the two closest
We use a hierarchical clustering method to visualize the dis y g

‘ bet h ; 1 the t lati b ?sfecies and joining them under a node. It then determines
rance between e Sentences in fhe ransiation Set by Creqla distance between the current tree and the rest of the tree
ing phylogenetic trees based on the score matrices from t

L htein edit dist d pairwise BLEU hJiahis is done until all the species have been added to the
evenshtein edit distances and pairwise SCOTES.  tree. The Fitch software takes an edit distance matrix as
input and outputs a phylogenetic tree.

2. Related Work P P phylog
We will discuss two different techniques using existing 5 4 Multiple Sequence Alignment
methods for translation evaluation to be used for trarmiati

comparison. Multiple sequence alignment techniques create a finite stat
automaton from aligning multiple translation of a sentence
2.1. Levenshtein Edit Distance This technique is primarily used for paraphrases and text

The Levenshtein edit distance (Levenshtein, 1966) is &eneration, but it can also be used to MT evaluation. One
measure of the similarity between two strings. The dis-technique is to align all of the reference translations and
tance is the number of deletions, insertions, or substituthen compare each of them with the manual translation to
tions required to transform a sentencénto sentencey. g€t the edit distance.

The greater the edit distance is, the more different the twdVork has been done by Pang et al (Pang, 2003). and
strings are. These are the distance values used to feed inBarzilay and Lee (Barzilay, 2003) using multiple sequence

the Fitch software to create the phylogenetic tree. alignment for paraphrase extraction and generation. Pang
et al. also use the MTC corpus to create an FSA based on
2.2. BLEU the alignment of the sentences. They hypothesize that their

BLEU (Papineni, 2002) is an automatic scoring methodFSA can provide a good representation for MT evaluation
based on n-gram matching with reference translationscomparable to BLEU. Barzilay and Lee use sequence align-
BLEU works by calculating the precision of unigrams up ot to create paraphrases represented by word lattice pair
n-grams between a test sentence and a reference sentenoerewrite new sentences.



3. Experimental Setup
31 Methods ot SR A THLL TN T RIS T3

We used two methods when trying to compare the Figure 1: Chinese sentence.
matic and manual translations. The first method in\
using an edit distance matrix and BLEU scores to co
translations. The second method involved hierarchic:
tering using phylogenetic trees to show how similar tr.
tions were. In both cases the edit distance and BLEL
are a measure of how similar/different two sentenct
For both methods, we picked a random translation se
set from the corpus.

For the first method, we compared the sentences a
ated a Levenshtein edit distance matrix for each tran
set per sentence. We took a random sentence set fr
in the MTC Corpus for a total df0 sentence sets each
11 manual translations angl automatic translations.
edit distance was calculated for each of these sentel
and a phylogenetic tree was produced u_sing Fitch. Thentor 4. Data Sources Used
each of the&s0 sentences, the order of théir manual trans-

lations ands automatic translations was randomized to pro-1he data used for these experiments is the Multiple-
duce another version of the edit distance matrix. The edifranslation Chinese (MTC) Corpus and the Multiple-
distance matrix has the following structurés, B), where Translation Arabic (MTA) Corpus. The MTC was devel-
A corresponds to the average edit distance of the manu&Ped by the Linguistic Data Consortium to support auto-
translations to each other (the fiist rows andl1 columns matically evaluating translation quality. It consists of a
in the matrix). Region D corresponds to the average edifet of11 manual translations argélautomatic translations
distance between the automatic translations (theéslemys ~ based on Mandarin Chinese sources. The Mandarin Chi-
and columns of the matrix). Regions B and C represenfiese texts were taken from journal sources in the LDC and

the average edit distance for the mix between manual antfanslated into English by both the manual and automatic
automatic translations. translators. From these we chose random sets of sentences
The same method was used for the edit distance matricd2M the corpus to test. The data was modified slightly in
for the randomly ordered sentences, except that now regioffder to be used with the various different software.

A does not necessarily correspond to just manual transla2Milarly, the MTA corpus was also developed by the LDC
tions and region D does not necessarily correspond to judp SuPPort automatically evaluation translation qualttye
automatic translations. Finally the A-D corresponds to the“ITA consists of a set 0f0 manual translations arglau-

average distance of both region and A and D (manual antpmatic translations for a an Arabic source sentence.
automatic translations) for an in-class comparison. A sample of the actual sentence sets from the MTC corpus

We also repeated this experiment using BLEU as the scorL—Jsed for these experiments is shown in _F|gur_e 2'. The Chi-
ing metric. For this we did a mutual comparison of the sen- €€ source senten_ce t_hat the translatlo_ns |n_F|gure 2 are
tences to create a score matrix. Using BLEU when compc";uk-)as‘z‘\o| on is shown n Figure 1. Along V.V'.th this sentence
ing two sentences S1 and S2, it is possible to get differen?et' we ran the experiment d@ more additional sentence
resulting scores depending on which sentence you desigs—e'[S in the MTC corpus.
nate as the test and reference. Using S1 as the reference .
sentence and S2 as the test sentence you will obtain a BLEU 5. Experimental Results

score. When you compare sentences S1 and S2 again bslhown in this section are the phylogenetic trees produced
this time letting S2 be the reference sentence and S1 as tfim the edit distances between the sentences in Figure 2.
test sentence you will commonly obtain a different scoreTable 1 shows the Levenshtein distances between the sen-
than in the first case. In order to account for this issue antiences. Table 2 shows the BLEU scores taken when com-
create a symmetric score matrix, we took the average valugaring the sentences pairwise with each other. Figure 3
of the two scores obtained when comparrsgntences and shows the resulting phylogenetic tree from the Levenshtein
used this as our score for the pair. Finally, in order to usalistance values on the left and the tree produced when built
the BLEU scores to build phylogenetic trees upon, we didupon the BLEU scores on the right. Finally Table 3 shows
a linear transformation on the scorés<{ Score) to obtain  the average of the Levenshtein distances fa¥@tlentences

the final form of the BLEU score matrix. For example, in when they are inserted in-order or random order. In these
Table 2, the diagonal scores were origindllgince com-  experiments, in-order corresponds to insertinglthenan-
paring a sentence to itself yields a perfect score. After thaial sentences first and then thautomatic translations (i.e.
transformation of the matrix, the diagonals are rbfgthe  exact order shown in Figure 2).

other values in the matrix have also been transformed acFhe experimental results for the phylogenetic trees and
cordingly). This transformation was necessary when usifgggore matrices shown are from experiments on the Chinese
Fitch to build a phylogenetic tree based on BLEU scoredranslation to serve as representative examples. The exact

because lower scores in the evolutionary tree indicate that
sentences are more similar, which consequently correspond
to higher BLEU scores.

In the second method, we created a phylogenetic tree based
on the matrices for each translation set of a sentence to
compare the similarity of the sentences. We built trees both
by adding the translations to the trees in order (where the
manual translations are added first and then the automatic
translations) and also by adding the translations to thestre

in random order. These phylogenetic trees provide a vi-
sual representation of similarity of the automatic and man-
ual translations.



S1 S2 S3 S4 S5 S6 S7 S8 S9 S10 SfIS12  S13  S14  S15  S16  SIf
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Table 1: Edit distance matrix for translations of the Chenssntence.

S1 S2 S3 S4 S5 S6 S7 S8 S9 S10 S11S12 S13 S14 S15 S16 S17
S1 |0.0000 1.0000 0.7839 0.7631 0.7909 0.8083 0.7763 1.000(380.80.8264 0.64291.0000 1.0000 1.0000 1.0000 1.0000 1.0000
S2 | 1.0000 0.0000 0.7714 1.0000 0.7732 0.5823 1.0000 0.477§70.61.0000 1.00001.0000 1.0000 1.0000 1.0000 1.0000 1.0000
S3 [0.7839 0.7714 0.0000 0.5126 0.6705 0.4839 0.6662 1.000®28.60.7453 0.63261.0000 1.0000 1.0000 0.7429 0.7667 1.0000
S4 10.7631 1.0000 0.5126 0.0000 0.5621 0.6533 0.6841 1.000090.70.7392 0.62571.0000 1.0000 1.0000 0.7175 0.7575 1.0000
S5 |0.7909 0.7732 0.6705 0.5621 0.0000 0.5949 0.6289 1.000B4D.20.6836 0.49571.0000 0.8069 1.0000 0.7669 0.7984 1.0000
S6 | 0.8083 0.5823 0.4839 0.6533 0.5949 0.0000 0.6015 0.66496.40.6640 0.58701.0000 0.8075 1.0000 0.7838 0.8091 1.0000
S7 [ 0.7763 1.0000 0.6662 0.6841 0.6289 0.6015 0.0000 1.000®60.60.6927 0.62431.0000 0.8183 1.0000 0.7965 0.8178 1.0000
S8 | 1.0000 0.4776 1.0000 1.0000 1.0000 0.6648 1.0000 0.000@66.71.0000 1.00001.0000 1.0000 1.0000 1.0000 1.0000 1.0000
S9 |0.8380 0.6777 0.6928 0.7190 0.2647 0.4796 0.6661 0.746©00.00.6868 0.66961.0000 0.8176 1.0000 0.8079 0.8106 1.0000
S10| 0.8264 1.0000 0.7453 0.7392 0.6836 0.6640 0.6927 1.000B68.60.0000 0.66401.0000 0.8328 1.0000 0.8120 0.8179 1.0000
S11]0.6429 1.0000 0.6326 0.6257 0.4957 0.5870 0.6243 1.000®96.60.6640 0.00001.0000 0.8042 1.0000 0.7072 0.7492 0.8120
S12|1.0000 1.0000 1.0000 1.0000 1.0000 1.0000 1.0000 1.000@0Q.01.0000 1.00000.0000 1.0000 1.0000 0.8344 0.5492 1.0000
S13| 1.0000 1.0000 1.0000 1.0000 0.8069 0.8075 0.8183 1.000076.80.8328 0.80421.0000 0.0000 1.0000 1.0000 1.0000 1.0000
S14(1.0000 1.0000 1.0000 1.0000 1.0000 1.0000 1.0000 1.000@0Q.01.0000 1.00001.0000 1.0000 0.0000 1.0000 1.0000 1.0000
S15|1.0000 1.0000 0.7429 0.7175 0.7669 0.7838 0.7965 1.000079.80.8120 0.70720.8344 1.0000 1.0000 0.0000 0.6884 0.7%95
S16|1.0000 1.0000 0.7667 0.7575 0.7984 0.8091 0.8178 1.000006.80.8179 0.74920.5492 1.0000 1.0000 0.6884 0.0000 0.8266
S17|1.0000 1.0000 1.0000 1.0000 1.0000 1.0000 1.0000 1.000@0Q.01.0000 0.81201.0000 1.0000 1.0000 0.7595 0.8266 0.0000

Table 2: Modified BLEU scores for Chinese sentence tramsiati

same experiments were run on the MTA corpus. The resultgalues. The second population data consists ofl the 6
(not shown here) from the experiments on the MTA corpusand6 x 11 values, which corresponds to regions B and C
were very similar to the results when using the MTC cor-for a total of66 + 66 = 132 separate values.

us.
P Table 4 shows the results of the t-tests performed using the

6. Analysis of Results above method on the Levenshtein edit distance and BLEU
score matrices for both the translations sets of the MTC
and MTA corpus. Both the Levenshtein edit distance and
The t-test results support our claim that Levenshtein_ediBLEU scores in the MTC corpus were adequate metrics to
distances and BLEU scores can be used as a metric fQﬂstinguish between the two populations. The same was
distinguishing automatic translations from manual transyr,e when working with the MTA corpus except for two
lations. The test was performed by creating two populasentences using BLEU scores. These sentences were par-
tions from the score matrices used in the experiments. Thﬁcularly short so that the BLEU brevity penalty cause all
first population consists of all the scores when comparingne scores to bé or very close t) so that the sentences
manual translations against the other manual translationgyy|d not be distinguished. Overall the results from the tes
along with the scores from comparing automatic translashowed that the difference in scores are not likely to be due

tions against other automatic translations (regions A and Qg chance and are really part of different populations.
from the matrix as explained in the experimental methods

section). The second population consists of the scores from

6.1. t-testanalysis

regions B and C from the score matrices, which correspon VT (Chi NiTA (ATaD:

to comparing automatic translations to manual translation s . (Chinese) - (Arabic)
e . . Confidence value Edit Bleu | Edit Bleu

Specifically when looking at the sentences in the MTC cor- S 05 0 ) ) 5

pus, the test was done by starting with the values from the 11)* 1'0710 <p<.05 12 15 4 9

17 x 17 score matrices (i.e. Table 1 and Table 2). The first p<1%10710 ' 38 35| 46 39

11 x 11 values correspond to region A where there is a total
of 121 separate values, and ldisk 6 values correspondsto Table 4: Confidence values for Chinese and Arabic. This
region D where there are a total 8 values. All of these table shows the number of sentences out of 50 total that
values were used as the first population data except for vatell into each level of confidence, where sentences in the
ues that corresponds to a sentence compared to itself (i.8.> .05 category are not statistically significant.

the diagonals in the score matrix). So in total the first p

ulation data consisted ot21 + 36 — 17) = 140 separate
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Figure 3: Fitch Trees of the Chinese sentence translatiasechon thd.evenshtein distances (left) and mutual BLEU
scores (right). Automatic translations are marked by square tetgle.g.[S12].

6.2. Levenshteinvs. BLEU higher than automatic against automatic or manual against

Both Levenshtein edit distances and BLEU scores can pd'anual translations). Similarly, from looking at the phylo
used to distinguish automatic from manual translations. adienetic tree, automatic translations could be distingsh

shown in Figure 3, trees based on both Levenshtein edffom manual translation since they separated into differen

distance and BLEU scores separate into clusters of marg:_lusters.
ual and automatic translation sentences. The difference be ]
tween the two phylogenetic trees depends on which indi- 7. Conclusion

vidual sentences are closer to each other. For example, e presented two methods for using lexical similarity to
tree based on the Levenshtein edit distance shows that sefa|, distinguish between automatic and manual transkation
tencel and7 are close together while in the tree based ONysing Chinese and Arabic corpora as examples. In both
the BLEU scores, sentendes close to sentencEl. This  ca5es we used a hierarchical clustering method based on

behavior is_ubiquitous throughout the rest of the result_in hylogenetic analysis (we should note that other hierarchi
phylogenetic trees produced for the sentence sets and is qiz| c|ustering algorithms would have most likely given us
rectly due to the different methods these two metrics applype same results).

in producing similarity scores. The first method we used is to create similarity matrices
Both metrics showed that the average score between autgnyeen translations of the same sentence using two differ-
matic and manual translations were higher than when comsp metrics: Levenshtein edit distances and BLEU scores.
pared to the scores be_tween auFomatlc translations coMme second method we employed was to create phyloge-
pared to other automatic tran;latlons and manual translgetic trees using the Fitch-Margoliash algorithm based on
tions to other manual translations. Table 3 shows the avig score matrices produced in the first method. Using phy-
erage Levenshtein edit distance values while the BLEUygenetic trees we show a division of automatic and manual
scores are not shown in the paper, but have the same trenglanjations based on a hierarchical clustering model.

Using Levenshtein edit distances and BLEU scores, we
6.3. MTCvs. MTA showed that the distance between manual and automatic
Conducting experiments Multiple-Translation Chinese andranslations on average is greater than the distance be-
Multiple-Translation Arabic corpus yielded very simila-r  tween manual translations compared to other manual trans-
sults. All of the above experiments described in the padations (or automatic translations compared to other auto-
per which were run on the MTC corpus were also run onmatic translations). We showed that these differencessin th
the MTA corpus. The similarity matrices for both Leven- scores (both Levenshtein edit distances and BLEU scores)
shtein edit distances and BLEU scores using the MTA corare statistically significant. The results of the t-test-per
pus produced the same trends shown for the MTC cor ggmed strongly supports our claim that you can distin-
(i.e. scores between automatic and manual translations aggiish automatic from manual translations in the Multiple-
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Table 3: Average matrix score of edit distances for sentewith manual sentences as the firsind automatic translations
as the las6é compared with the random configuration. The column labelddl ghows the average values for both regions
A and D together.

8. Future Directions

Multiple sequence alignment can be used to align sentences
and then running the test sentence in the same type of
lzglgthod to give an edit distance. Since the test sentence will
e run against more sentences in essence (an aligned sen-

Translation Chinese and Multiple-Translation Arabic cor-
pus using lexical similarity methods.



1. Oher Party, governnental and |aw enforcenent
authorities nmust take simlar actions beginning
fromthe start of next year.

2. O her Party and governnent agencies and judici al
departnments nust also take similar actions early
next year.

3. Al other Party, Government and Judicial
Departnents nust start simlar actions at the
begi nni ng of next year.

4. Other Party, governnent, and judicatory
departnents nust take similar action at the
begi nning of next year.

5. Other party and governnent departnents as well
as judicial departments nust take similar action
from the begi nning of next year.

6. Al other party governnent and j udicial
departnents nust al so take sinilar nmeasures from
the begi nni ng of next year.

7. Other party and judicial authorities should
take simlar actions fromthe begi nning of next
year.

8. O her departnents of the Party, the governnent
and the judicial departnents nust al so take
simlar actions early next year.

9. Oher Party and Governnent departnments as well
as judicial departnments nust also take simlar
measures fromthe begi nning of next year.

10. The ot her | aw enforcenment agenci es and
departments will also take part in simlar
proceedi ngs fromthe beginning of next year.

11. O her party, governnental and judicial
departnents will have to take similar action from
the begi nning of next year.

12. Other party politics and judicial departnent
also will have to start from next year begi nning
of the year to adopt sinmilar notion.

13. Qther party s and judicial section nmust start
fromthe begi nning of year of next year taking
simlar action also .

14. The beginning of a year for and res judiciaria
as wel ling must fromnext year of other party
conmences assuning is simlar toing the

proceedi ng.

15. At the beginning of next year politics and
judicial departnent other parties nmust also start
to pick to take simlar action.

16. Qther party politics and the judicial
department also will have to start fromat the
begi nning of next year to take the similar action.

17. Qther party policies and judicial departnent
must al so begin fromearly next year to take
simlar action.

however cannot tell blindly which cluster of sentences is
the manual translation or automatic translation. If we are
given one already known manual or automatic translation,
we can then extend the work to determine which cluster of
sentences consists of manual translations and which is the
automatic translation. This can be determined by observing
where the known translation is added on the phylogenetic
tree.

The method of using phylogenetic trees to visualize the
similarity between sentences may also be extended to use in
automatic translation evaluation to judge the quality of an
automatic translation. When one knows which sentences
are the manual translations, one can create a phylogenetic
tree with both manual and automatic translations. The auto-
matic translation that is the shortest distance away fram th
consensus sentence of the manual translations will likely
have be the best quality automatic translation since itas th
most similar to the set of manual translations. For exam-
ple, when looking at tree on the right side of Figure 3 (the
tree based on BLEU scores), assume that the dagl¢he
consensus sentence of the manual translations. Since S13
is 15 units away from a node with manual translations, it
is the closest automatic translation to the cluster of manua
translations and likely to be the most similar to the manual
translations.
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