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Abstract
Interactive question answering systems should allow users to lead a coherent information seeking dialogue. Compared with systems that
only locally evaluate a question, interactive systems facilitate the information seeking process and provide a more natural feel. We show
that by extending a QA system to handle several types of anaphora and ellipsis, the naturalness of the interaction can be considerably
improved. We describe an implementation in our prototype QA system for German and give a walk-through example of the enhanced
interaction capabilities.

1. Introduction
Question Answering (QA) systems have received consider-
able interest from researchers in computational linguistics
recently. The constant improvement of natural language
processing tools and the increasing availability of broad-
coverage linguistic resources have lead to a point where se-
lectively applying comparatively deep linguistic methods
can result in a noticeable improvement of system perfor-
mance. The probably most prominent recent example is
described in Moldovan et al. (2003).
There is general agreement that QA systems could profit
greatly from providing means of user interaction up to ac-
tual dialogue capabilities (cf. Burger et al. (2001)). For
people’s information needs can rarely be formulated as
one or more single questions, but rather should be accom-
modated by a coherent, information-seeking dialogue with
starting questions and follow-up questions. However, only
recently QA systems have become sophisticated enough to
allow investigations into that direction.
In this paper, we will explore several phenomena concern-
ing the use of anaphora and ellipsis in QA: From a linguis-
tic point of view, an interactive approach to QA is charac-
terised by the necessity to provide for discourse coherence,
especially by use of anaphora (and coreference in general)
and ellipses. For a user, it is, for example, very natural to
use a pronoun to refer back to an entity under discussion in
a follow-up question.
An interactive QA system should therefore be able to re-
solve coreference and ellipsis. This is not only a question
of allowing the users to shorten their inputs to the system
considerably, but more importantly it is essential for a more
natural dialogue, as these are all devices that give cohe-
sion to the discourse. Current systems have not yet pro-
ceeded very far into this direction: Systems in the TREC
2004 evaluation have mostly simply replaced pronouns by
the subject under discussion (Voorhees (2005), but cf. also
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Harabagiu et al. (2005)). In addition, a system will appear
more natural in its interaction if it makes use of anaphora
in its answers.
We aim to show in this paper that a coreference resolution
module can be used to handle a number of interesting cases
of anaphora resolution that occur in interactive QA sys-
tems. As many QA systems employ such a module to re-
solve coreference in candidate documents (the importance
of coreference resolution for QA has been demonstrated,
e. g. by Watson et al. (2003)), this extension will often be
relatively straightforward.
We will not be concerned here with more advanced ques-
tions that arise in developing a full-scale dialogue system
for QA. Research in cooperative human-machine dialogue
has shown that ‘real’ dialogue has a large number of spe-
cific problems related to it, such as planning and plan recog-
nition (Ferguson et al. (1996)) or spoken language phenom-
ena in coreference (Eckert and Strube (2000)). We are not
focusing here on the cognitive processes that underly such
a free dialogue, either, but rather aim to show how by sim-
ple means improvements in naturalness and in ease-of-use
may be achieved.
In the rest of this paper, we describe the implementation
of several types of anaphora and ellipsis in a prototype QA
system for German that makes use of comparatively deep
linguistic methods. We first give a short overview of our
system. Then we describe the types of anaphora and el-
lipsis that we have integrated into the system and how the
integration was done. We then turn to an extended walk-
through example to give an impression of the way in which
interaction with the QA changes.

2. Our QA System
We are currently implementing and investigating a QA
system for German that makes use of linguistic resources
(Fliedner, 2004a).
Our approach is based on the idea of obtaining a full lin-
guistic parse in an offline ‘indexing’ phase for all docu-
ments in the text collection that is later to be searched.
While this would not have been possible even a couple of
years ago, the availability of fast parsers combined with
dropping hardware costs have made it a real possibility:
Setting up compute clusters with several dozen nodes no
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longer poses an unsurmountable challenge. Thus, this ap-
proach is feasible for large text collections, such as news-
paper archives, at least. See also Bouma (2003).
Both the original text collection and the question put to the
system by the user are parsed by the same parser. For pars-
ing, we use a tool-chain of partial parsers, similar to the
ideas described in Abney (1996). All tools in the chain
exchange data by XML. As for German far fewer natural
language processing tools are available than for English,
most of the tools in the chain had to be built from scratch
or adapted from existing tools. In the following, we list the
most important steps used in processing.

Morphological analysis. Texts are first analysed mor-
phologically using the Gertwol two level morphology de-
veloped by Lingsoft, Oy, Helsinki. Its base lexicon consists
of some 350 000 stems; the morphology supports the full
inflectional, derivational and compounding morphology of
German. Compounding plays an especially important role
in German, as compounds are generally written in one word
and as ad-hoc compounding is extremely frequent.

Topological analysis. German sentences show a compar-
atively rigid overall structure. German sentence topology
assumes a number of different sentence fields with rules
for the positioning of constituents, especially inflected and
non-inflected verb forms. These are captured by a rule-
based topological parser that identifies the overall sentence
structure with very good accuracy (Braun, 2003).

Named Entity Recognition. Named entities (NE) of sev-
eral types (most importantly, personal names, company
names and date expressions) are recognised by a combi-
nation of gazetteers and regular expressions.

NP/PP Chunking. NPs and PPs are recognised by a
chunker based on extended regular expressions that recog-
nises even complex German NPs and PPs with embedding
and coordination (Fliedner, 2002). Results from the NE
recogniser are used directly by the chunker so that complex
(e. g. modified or conjoined) NEs can be analysed as well.

Deriving a Dependency Representation. Results from
all previous steps are integrated into a single dependency-
style representation called Preds (Partially resolved depen-
dency structure). This representation involves certain ab-
stractions (e. g. over active and passive) and introduces
grammatical functions such as deep subject or modifier as
dependency relations between the words.

GermaNet Annotation. All words in the parse are
mapped onto GermaNet (the German version of WordNet,
Kunze and Lemnitzer (2002)). Currently, no word sense
disambiguation is performed.

Coreference Resolution. This module resolves a number
of corefences between anaphora and antecedents, both in-
trasentential and intersentential. As it forms an important
part of the work described in this paper, we will describe it
in more detail below.

FrameNet Annotation. Based on these comparatively
rich representation, a German FrameNet (cf. Baker et al.
(1998), Erk et al. (2003)) level is then added. FrameNet
provides a grouping of words denoting the same abstract
type of event into one frame (e. g. BUYING) with fixed

names for the different ‘participant roles’ (e. g. BUYER),
thus abstracting away from surface level variations such as
using words from different parts of speech or certain id-
iomatic expressions.
For storing and efficiently retrieving these structures we
have developed a database model that allows storing the de-
pendency trees together with the additional lexical seman-
tic information.1 For retrieving linguistic structures from
this database, we have defined a similarity measure that al-
lows introducing a notion of similarity both between nodes
and also between basic trees (of depth one). We mainly
derive these similarity measures from the GermaNet and
FrameNet hierarchies, i. e. based on hyponymy within a
lexical semantic ontology. This notion of local tree simi-
larity that also allows basic tree transformations can be di-
rectly integrated into the database search, making the ef-
ficient retrieval of similar (instead of identical) linguistic
trees possible. It allows, for example, finding that‘The sale
of Mannesmann to Vodafone. . . ’contains an answer to the
question‘Who bought Mannesmann?’, as the former event
is classed into the FrameNet frame SELLING and the latter
into BUYING which are related in the FrameNet hierarchy
(together with the proper mapping of the relevant roles).
This is described in more detail in Fliedner (2005).
We will now turn to the issue of adding interaction to the
system described here. As full parses are available both for
the users’ questions and for the potential answers, this sys-
tem is especially suited for carrying out experiments with
interactive QA. In fact, it is one of the goals of our work to
investigate the usefulness of linguistic resources for inter-
active QA.

3. Adding Interaction to our QA System
As mentioned above, our system has a module that handles
different kinds of nominal coreference, namely pronouns,
coreferent definite NPs and Named Entities. We will now
describe this module in some more detail, as it is used as a
basis for anaphora resolution in the user interaction.

3.1. Basic Anaphora Resolution Algorithm

Coreference resolution is based on the algorithm described
in Lappin and Leass (1994), using some of the additional
features introduced by Kennedy and Boguraev (1996). This
choice is motivated as follows (cf. Mitkov (2002)): Lappin
and Leass’s algorithm requires syntactic parses of the text
but then achieves high accuracy rates. As our system is
based on obtaining full dependency parses, all information
that is needed by the algorithm is present, obviating the em-
ployment of knowledge-poorer approaches. Moreover, it
does not require the use of annotated corpora, as machine
learning approaches would.
The algorithm works as follows: During the processing of
the text, all NPs (including pronominal NPs and named en-
tities) are put on a possible-antecedent stack. The candi-
dates receive a salience score that is computed by check-
ing several salience features and adding a constant weight

1Actually, the ensuing structures may form directed acyclic
graphs, as links between anaphora and their antecedents may de-
stroy the ‘treeness’.

722



for every present feature. The used features include checks
for same-sentence, for grammatical functions (where sub-
ject antecedents score highest), for non-embedded NPs and
for syntactic parallelism between antecedent and anaphoric
NP.
Whenever a possible anaphor is encountered (we consider
all pronominal NPs2, NEs and most definite NPs as possible
anaphora, see also below), the current stack is searched for
a suitable antecedent: First, morpho-syntactically incom-
patible antecedents are filtered (such as noun phrases that
differ in number or gender from the pronoun under con-
sideration). Then, the remaining candidate with the high-
est salience score is selected as the most likely antecedent.
Whenever antecedent chains are found (i. e. one discourse
entity is anaphorically referred to more than once), they
form an equivalence class, and all elements of the chain
receive an increase in salience.
While processing a text, all candidates remain on the stack
and thus accessible. However, whenever a new sentence
starts, the salience scores of all candidates on the stack are
decreased by 50 %. This ensures that more recent candi-
dates are more likely to be chosen as antecedents.
We have extended this basic algorithm to handle two addi-
tional classes of anaphora: NEs and definite NPs. We will
describe the necessary changes in turn.

3.2. Coreference of Named Entities
The first extension concerns handling coreference between
named entities. Named entities are added to the possible-
antecedent stack and can thus become antecedents for pro-
noun anaphora and definite descriptions (see below).
Named entities can also be coreferent with other named en-
tities. Quite often, short forms will be used in these cases.
For personal names, for example, only the last name may
be used in anaphoric use (‘US presidentGeorge W. Bush
arrived at New Delhi today.Bushsaid. . . ’).
To handle these cases properly, two additional mechanisms
need to be integrated. First, the NE recogniser mentioned
above is equipped with a simple learning module: Once
an NE is recognised, a number of possible short forms
are derived and ‘learned’ as possible NEs. In the exam-
ple above, after recognising the proper nameGeorge W.
Bush, the wordBushwould receive an additional NE read-
ing within the rest of the text. Thus, when encountering
Bushin the second sentence the NE recogniser would pro-
vide an NE reading where otherwise only the ‘shrub’ read-
ing would have been available. A similar heuristic makes
certain substrings of recognised company names available
as NEs (thusLockheed Corp.may be shortened toLock-
heed). By restricting these learned NE forms to use within
the same document, we minimise possible precision prob-
lems.
The coreference resolution algorithm then needs to estab-
lish the correct coreference links. To handle this, NEs are
considered as candidates for anaphora. When one is en-
countered, the current possible-antecedent stack is searched
for a suitable antecedent. First, a filter is applied to all can-
didates: Only other NEs are considered as antecedents of

2Pleonasticit (as init is known, German:‘es’) is recognised as
non-referential and filtered.

NEs. A candidate antecedent must be compatible with the
NE under consideration. As an example, we list the most
important heuristics for personal names: All ‘parts’ that
are present must match. If, for example, both NEs have
a last name part and a first name part, then they must match
(blocking, e. g.George W. Bushas a possible antecedent
for Laura Bush). If the first name part is missing in ei-
ther or both, they are considered a possible match (allowing
George W. Bushas a possible antecedent forBush).
After this filtering, the same salience criteria as for pronoun
anaphora are used to find the optimal candidate.

3.3. Definite Descriptions
To handle definite NPs, we have added a comparatively
simple semantic compatibility check based on GermaNet.
This works as follows: Whenever a definite NP is en-
countered, it is considered as a possible anaphoric defi-
nite description. However, not all definite NPs actually are
anaphora. They may also introduce a so-called discourse-
new entity (with different subtypes). The problem of identi-
fying discourse-new definites is known to be a difficult one
(cf. e. g. Poesio et al. (2004)). After some experimenta-
tion, we finally settled for just two indicators for identifying
discourse-new definites, namely modification of the NP by
either an apposition or a genitive modifier, as all other sug-
gested heuristics proved either too restrictive or too difficult
to implement.
For all definite NPs that were not filtered out by the
discourse-new heuristics, the most likely antecedent is then
searched on the possible-antecedent stack. A filter based
on semantic compatibility is used. For every pair of def-
inite NP and antecedent candidate (only non-pronominal
NPs are allowed as antecedent candidates), this filter checks
whether a close hyponymy or hyperonymy relationship be-
tween the two can be found using GermaNet. As men-
tioned above, currently no word-sense disambiguation is
done. That means that for ambiguous words all available
readings (synsets) in GermaNet are compared. Checking
for hyponymy and hyperonymy ensures that both general-
isations and specialisations can be correctly identified (cf.
Vieira and Poesio (2000)).3

The closeness between hyponyms is currently established
using relative path-length in GermaNet as a heuristics: The
path-length between the two synsets must not be more than
half of the path length between the more specialised con-
cept (the hyponym). We established this heuristic by exper-
imentation. In principle, it should be replaced by a corpus-
based similarity measure (cf. Patwardhan et al. (2003)).
However, such measures are currently not available for Ger-
maNet in a pre-computed form.
It should be noted that a number of bridging anaphora
cannot be handled by the algorithm as it stands, namely
those where a different type of semantic relationship be-
tween anaphor and antecedent exists, such as part-of
(meronymy/holonymy) or similar. Thus, cases like the fol-
lowing currently remain unresolved:‘Great Britain will
buy planes from Lockheed. A government spokesperson

3We noted that using the morphology during parsing greatly
improves recall for the semantic compatibility check as it allows
to identify at least the head of compound words.
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said. . . ’ Here, one would like to establish that theBritish
government is referred to.
To allow NEs as antecedents for definite descriptions, all
recognised NEs receive a semantic type that directly maps
into GermaNet. Company NEs, for example, receive
synsets corresponding tofirm andfactoryas semantic type.
Thus, coreference can be correctly established (for example
in the typical beginning of a news story:Lockheed Corp.
(Burbank, CA): The plane manufacturer. . .).
Note that through the establishment of equivalence classes
for coreference chains cases of pronominal antecedents for
NEs and definite NPs can also properly be handled. As
an example, let us consider the following text snippet:
‘George W. Bush arrived in New Delhi today. He said. . .
The president will meet. . . ’Here, coreference betweenhe
andGeorge W. Bushis established first. Then, this chain is
found as the most likely antecedent group forthe president,
as this is semantically compatible with the typepersonfor
the personal name NE.

3.4. User Interaction

The same coreference resolution module is used to resolve
coreference both in the system’s document collection and
in the users’ questions to the system. We simply consider
the interaction with the user a coherent text that user and
system cooperatively produce.
This is, of course, a simplifying assumption that does not
take a number of issues in human-machine dialogue into
account (see above). We think that it is still a useful view
as it allows us to extend our QA system towards a more
natural interaction by comparatively simple methods.
Based on this assumption, we apply the coreference reso-
lution algorithm described above to both the users’ inputs
and the answers that the system produces. We can then re-
solve anaphora in the input by replacing them with their an-
tecedent, as returned by the coreference resolution module.
We use the modified query to search the whole document
collection, not only the document in which the last answer
was found, as the requested information may in fact reside
in another document.
We have described above that the document collection in
which the system searches for answers is completely parsed
and that a parsed representation is actually searched in a
database. This parsed representation is not only used to
generate a suitable answer (see below) but also allows us
to put possible antecedents from the system’s answers onto
the coreference stack, providing full linguistic information
such as gender etc. Thus, the user can anaphorically refer
not only to earlier questions but also to the system’s an-
swers, again adding to the natural feel of the dialogue.
Ellipses are notoriously difficult to handle in natural lan-
guage processing systems. We have therefore currently
restricted possible ellipses in the user’s questions to two
cases: First, if a follow-up question consists only of one
phrase containing a question word, this phrase is used to
replace the question phrase of the last question. Second, if
the ‘question’ consists of a single NP/PP, then this NP/PP is
used to replace the first one in the last question with which it
is semantically compatible (again using the semantic com-
patibility check described above).

This is achieved in the following way: A copy of the parsed
representation of the last question is kept. When the user
enters an incomplete question that fits one of the two pat-
terns described above (viz. the question consists of a single
phrase – NP, PP or adverbialwh-word –, either containing
a wh-word or not), the parsed representation derived from
this phrase replaces the representation of either the phrase
containing the question word or the suitable NP/PP. Thus, a
complete question representation is obtained for these ellip-
tical cases. Our approach is thus similar to that described in
Kehler (1993). Examples for both cases are shown below.
Another requirement for a natural interactive QA system
is that the system’s answers are actually generated from a
linguistic representation. Only this ensures that the answer
fits the question in a natural way.
We have taken this idea a bit further and have implemented
a parameterisable language generation module. It is possi-
ble to change the required ‘verbosity’ of the answer. Ex-
amples are shown below. We think that providing these dif-
ferent levels of verbosity is an important improvement for
a QA system. In an experiment, Linet al. found that users
seem to prefer ‘answers in context’ over bare NP answers
(Lin et al., 2003). As a further means of justification, our
system can also output the sentence or sentences from the
original document on which the answer is based.
These different options currently have to be selected man-
ually. The user may switch them by explicit commands at
any time during the session. In a more advanced system,
these settings might be part of a user model that could be
selected either as a prototype model (e. g. ‘novice user’) or
even automatically.
In ‘neutral’ and ‘brief’ verbosity mode, the system gener-
ally produces constituent answers. The constituent used as
an answer is the one that corresponds with thewh-phrase of
awh-question (mostly NPs or PPs, adverbs or whole subor-
dinate clauses are additional possibilities). Note that when
question and answer sentence are matched, the similarity
match described above that allows local changes in the lin-
guistic representation is used. In ‘neutral’ verbosity mode,
some additional material, especially appositions, may also
be output, while in ‘brief’ mode, only a core answer is gen-
erated.
Having a special integrated generation module also allows
us to make the system’s answer even more natural by gener-
ating pronouns for entities that either the user or the system
has already referred to: The system keeps a list of already
mentioned entities. A request to generate an NP with the
same referent then produces the personal pronoun. Here
again, both the user’s questions and the system’s answers
are considered.

4. One example

It should be noted that while the example given here and
similar examples can be handled by the current system, it
is far from a broad, general coverage. We do not claim
that the system itself is a useful interactive QA system as it
stands, but rather that it shows what we believe is minimally
required in such a system.
The following sentences are to be used as the basis of our

724



example ‘dialogue’. They are taken from an actual news-
paper article.4

One of the most-wanted Mafia bosses, super-
killer Lorenzo Tinnirello has been arrested near
Palermo on Saturday. The 34-year-old has
119 murders on his conscience. . . The contract
killer was arrested by fivecarabinieri in plain
clothes. . . Together with him, another member of
the Mafia, 54-year-old Giovanni D’Agati was ar-
rested.
(Frankfurter Rundschau, 4 September 1994)

Now, let us turn to the example query session.

Q1: Whom have the carabinieri arrested?

A1: One of the most-wanted Mafia
bosses, super-killer Lorenzo
Tinnirello

To arrive at this answer, the system had to correctly resolve
the coreference betweencontract killer in the original sen-
tence and its antecedent. As described above, in ‘neutral
verbosity mode’, the personal name and the appositions of
the first occurrence in the text are output. While this may
be considered as ‘over-answering’ the question, in general
such additional information may be considered helpful.

A1a: Lorenzo Tinnirello

When switched back to verbosity mode ‘brief’, only the
personal name is generated. This minimal answer contains
only a core answer.

A1b: They have arrested one of
the most-wanted Mafia bosses,
super-killer Lorenzo Tinnirello.

In ‘clausal mode’, the whole sentence answering the ques-
tion is output. Note that the reference to thecarabinierihas
been replaced by the correct personal pronoun. It should
also be noted that though the original text had the sentence
in passive voice, the underlying representation is neutral in
that respect. The system generates the active voice equiva-
lent, as the question was in active voice.

Q2: When was he arrested?

A2: On Saturday

Here, the pronoun is resolved to an antecedent (namely
Lorenzo Tinnirello) that was only mentioned in a system
answer, leading to a more natural dialogue flow.
Of course, the actual answer is far from perfect: One would
prefer to get a ‘normalised’ answer, such as‘On Saturday,

4For convenience’s sake, we have translated the whole ex-
ample from German to English. Our interest in this article was
prompted by the fact that it contains an answer to a question in
the QA@CLEF 2003 competition (Magnini et al., 2003), namely
Q47: ‘What is the nickname of the Mafia boss Lorenzo Tin-
nirello?’

3 September 1994’. As normalising and resolving time ex-
pressions in general is far from easy (cf. the research done
in the context of TimeML and automatic annotation such as
Verhagen et al. (2005)), we have currently not implemented
it.

Q3: Where?

A3: Near Palermo

This example shows how an elliptical question is handled:
The question phrase replaces that of the last question. Thus,
this question is ‘expanded’ to the representation of‘Where
was Lorenzo Tinnirello arrested?’.

Q4: Who was arrested together with Tinnirello?

A4: Giovanni D’Agati

‘Short forms’ (here, the last name) of personal names can
be used to refer back to persons that have already been men-
tioned. This possibility is provided by the interaction of the
‘learner’ module of the NE recogniser and the coreference
resolution for NEs, both again applied to questions and an-
swers.

Q5: How old is he?

A5: 54 years

Here, Giovanni D’Agati is chosen as the most likely an-
tecedent. This simple case shows that it might be useful to
extend the system so that it can ask clarification questions
in cases where two candidates have a very similar salience.
However, it must be carefully considered when clarification
is really necessary, as constant clarification would interrupt
the dialogue flow. In many cases it is far easier to let the
user ask a follow-up question such as the following.

Q6: And Tinnirello?

A6: 34 years

In this case, the single NP is treated as an elliptical question
and replaces the only semantically similar phrase in the pre-
ceding question (namelyhe, that isGiovanni D’Agati).

5. Conclusion
We have shown in this paper a number of ways in which a
QA system may be extended to handle a dialogue-style user
interaction. We believe that this is only possible when the
system actually does a linguistic processing of both ques-
tions and answers.
Our experiments with such dialogue-style interaction have
only begun. So far, we have only a got couple of posi-
tive comments from informal tests with two users but we
have not yet conducted a systematic evaluation. For a use-
ful evaluation of the approach, that is, of course, indispens-
able.
However, the evaluation of such a system will be even
more challenging than for current systems. While in cur-
rent evaluations such as TREC, a list of questions can be
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evaluated independently from each other, taking the inter-
action into account crucially changes this setting, as shown
in our rather simple example dialogue. This means that an
evaluation would need to centre more on individual users
(cf. Fliedner (2004b)). This might, however, mean to give
up the ‘shared task’ style of evaluation with its very impor-
tant advantage of direct comparability of systems. Here,
additional research will be needed to establish suitable new
evaluation schemata.
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