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Preface 
 
 
 
SALTMIL (http://isl.ntf.uni-lj.si/SALTMIL/) is the ISCA Special Interest Group focusing on Speech 
And Language Technology for MInority Languages. Minority or “lesser used” languages of the 
world are under increasing pressure from the major languages (English, in particular), and many of 
them lack full political recognition. While some minority languages have been well researched 
linguistically, most have not, and the vast majority do not yet possess basic speech and language 
resources (such as text and speech corpora) that are sufficient to permit research or commercial 
development of products. If this situation were to continue, the minority languages would fall a long 
way behind the major languages, as regards the availability of commercial speech and language 
products. This in turn will accelerate the decline of those languages that are already struggling to 
survive. To break this vicious circle, it is important to encourage the development of basic language 
resources as a first step. In order to address this issue, SALTMIL organises workshops with the aim 
of bringing researchers together and fostering collaboration in this important area. Workshops have 
been held in conjunction with the past three LREC conferences.   

 
1. Language Resources for European Minority Languages (LREC1998) Granada, Spain. 
2. Developing Language Resources for Minority Languages: Re-usability and Strategic 

Priorities (LREC2000) Athens, Greece. 
3. Portability Issues in Human Language Technologies (LREC2002) Las Palmas de Gran 

Canaria, Spain. 
 
This volume is the proceedings of the fourth SALTMIL Workshop held at LREC 2004. The theme 
of the workshop is First Steps in Language Documentation for Minority Languages. Following 
previous formats, the workshop will begin with a series of invited oral presentation and end with a 
poster session. The first session consists of invited papers (Beesley, Artola-Zubillaga and Gibbon) 
addressing computational linguistic tools for morphology, lexicon and corpus compilation, followed 
by a presentation on collaboration opportunities and sources of funding within the EU Sixth 
Framework (Petek). The programme committee were delighted at the response to the call for 
posters. The committee reviewed 31 submissions for this session from researchers working with 
minority languages. 17 contributions were selected for presentation at the workshop. All papers are 
published in these proceedings.  
 
 
Julie Carson-Berndsen, Proceedings Editor 
April 2004 
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Morphological Analysis and Generation:
A First-Step in Natural Language Processing

Kenneth R. Beesley

Xerox Research Centre Europe
6, chemin de Maupertuis
38240 MEYLAN, France

Ken.Beesley@xrce.xerox.com

Abstract
Computer programs that perform morphological analysis and generation are a useful bridge between language resources, such as cor-
pora, lexicons and printed grammars, and the overall field of natural language processing, which includes tokenization, spelling check-
ing, spelling correction, non-trivial dictionary lookup, language teaching and comprehension assistance, part-of-speech disambiguation,
syntactic parsing, text-to-speech, speech recognition, and many other applications. This paper is an overview of morphological analy-
sis/generation using finite-state techniques, listing available software, showing how existing language resources can be used in building
and testing morphology systems, and explaining how root-guessing morphological analyzers can help expand those resources by actively
suggesting new roots that need to be added to the lexicon.

1. Introduction

Creating an automatic morphological analy-
zer/generator is just one step in starting natural language
processing for any language; but especially for minority,
emerging or generally lesser-studied languages, it is often
a practical and extremely valuable first step, making
use of corpora, lexicons, morphological grammars and
phonological rules already produced by field linguists
and descriptive linguists. If the linguistic knowledge and
lexical resources are sound, and if the data can be formatted
in precise ways, there are a number of readily available
software packages that can take the static data and compile
them into active computer programs that are interesting in
themselves and which are necessary components in larger
natural-language applications.

Building a morphological analyzer and testing it on real
text is a healthy exercise for correcting and completing
morphological descriptions, rules and lexicons; to encode a
morphological analyzer that really works, without overgen-
eration or undergeneration, you often have to think harder,
and more precisely, about the data than you ever have be-
fore. Modern morphological analyzers can be applied, in a
matter of minutes, to a corpus of a million words, testing the
accuracy and completeness of the model to an extent that
would never be practical by hand. It is also possible to de-
fine “root-guessing” morphological analyzers that actively
suggest new roots that need to be added to the lexicons.

This paper will proceed with a broad overview of mor-
phological analysis and generation and, in particular, ex-
plain how such programs can be implemented using finite-
state techniques (Roche and Schabes, 1997; Antworth,
1990; Beesley and Karttunen, 2003). The translation of ex-
isting linguistic resources, such as XML dictionaries, into
formats suitable for finite-state compilers will also be dis-
cussed, as will the range of finite-state implementations
now available. Finally, a selective list of current morphol-
ogy projects will be mentioned, showing that finite-state
techniques can be and are being applied to languages all
over the world.

2. Overview of Morphological Analysis and
Generation

2.1. The Study and Description of Morphology

Morphology is the branch of linguistics that studies
words. In a tradition going back as far as Panini (520BC?–
460BC?) who wrote a grammar of Sanskrit,1 morphology
has two subgoals

• To describe theMORPHOTACTICS, the grammar for
constructing well-formed words out of parts called
MORPHEMES, and

• To describe theMORPHOPHONOLOGY, the rules gov-
erning phonological and orthographical alternations
between underlying forms and surface spoken or writ-
ten forms.

In what follows, I assume that the input to a morphological
analyzer is digitized text in a standard orthography, but the
techniques also apply to phonology and indeed started in
phonology (Karttunen, 1991).

2.2. Morphotactics

It is not possible in this overview to go into all the
complications of natural-language morphotactics, which
can include compounding, circumfixation, infixation, par-
tial and complete reduplication, and interdigitation of mor-
phemes. For present purposes we will restrict our examples
to straightforward word-formation using prefixes and suf-
fixes, which can be challenging enough in many cases.

Let us assume a prototypical natural language, in which
verbs are built on a verb root that may allow, or require, cer-
tain affixes (prefixes and/or suffixes) that are drawn from
closed, very finite, sets. Figure 1 is a skeleton diagram

1The dates given for Panini are only guesses. In any case,
his Astadhyayi, a formal description of Sanskrit morphology and
“sandhi” alternations, continues to impress modern linguists and
computer scientists.http://www-gap.dcs.st-and.ac.
uk/˜history/Mathematicians/Panini.html
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Prefix1 Prefix2 Verb
Roots

Suffix1 Suffix2

Figure 1: Simple morphotactic construction can often be visualized as one or more prefixes, drawn from very finite classes,
followed by a root, followed by one or more suffixes, also drawn from very finite classes. The root class is typically the
only open class, and the morphemes must typically appear in a strict relative order.

Pref1 Pref2

Pref3

Pref4

Pref5

Verb
Root

Suff1 Suff2

Suff3Suff4

Suff5 Suff6

Start End

Figure 2: More complicated morphotactic descriptions are more obviously graph-like, with a start node, perhaps dozens of
morpheme classes, and one or more end nodes. Each path through the graph, from the start state to a final state, represents
a morphotactically well-formed, but still phonologically or orthographically abstract, word.

of verb construction for such a straightforward language,
where each box represents a set of morphemes. A mor-
photactically well-formed verb is constructed by selecting
one morpheme from each set—or perhaps none, if the affix
is optional—and concatenating them together in the strict
order implied by the diagram. Nouns and other categories
may be built on a similar scheme, though usually with dis-
tinct sets of roots and affixes.

The facts of morphotactics can easily become more
complicated, requiring descriptions that are more obviously
graph-like, with a start state and one or more final states, as
in Figure 2. A morphotactically well-formed word is con-
structed by starting at the start state and finding some path
through the directed graph to a final state, accumulating a
morpheme from each class encountered on the path (or per-
haps none, if the class is optional).

For finite-state computational morphological analysis
and generation, the linguist must define such morphotactic
networks with great precision, either in direct graphic form
or using textual grammars that compile into such networks,
depending on the software being used.

2.2.1. Morphophonological Alternations
In real natural languages, the straightforward concate-

nation of morphemes seldom yields a finished word but
rather an abstract or “underlying” word that is subject to
phonological and/or orthographical alternations. Except in
artificially regular languages like Esperanto, funny things
happen when morphemes are strung together, especially at
morpheme boundaries. The alternations between under-
lying strings and surface strings can involve assimilation,
deletion, lengthening, shortening and even dissimilation,
epenthesis, metathesis, etc. Such alternations are tradition-
ally described in “rewrite rules” that specify an input, an
output, and right and left contexts which must match for
the rule to apply.

A natural language may easily require dozens of rules
to describe the morphophonological alternations, and such

rules were written with great care by Panini and many other
linguists2 long before computers were available. With mod-
ern software to support morphological analysis, rules simi-
lar to the following can be easily written and tested, though
the exact syntax of the rules and their expressive flexibility
differ among the various implementations.

Deletion t→ ε / f e n
Epenthesis ε→ p / m k
Assimilation s→ z / Vowel Vowel
Metathesis s k→ k s / #

Table 1: Most implementations of finite-state morphology
allow linguists to express phonological and orthographical
alternations using high-level rewrite rules.

2.2.2. Black Box Morphological Analysis
In the most theory-neutral way, a morphological ana-

lyzer can be viewed as a black box as shown in Figure 3.
Analysis, typically visualized as an “upward” process, is
performed by feeding a word into the bottom of the black
box, which somehow undoes the morphotactic processes
and morphophonological alternations, and outputs zero or
more analyses: zero analyses would indicate that the word
was not successfully analyzed, and more than one anal-
ysis indicates ambiguity. What the analysis looks like is
very dependent on theory and implementation, so it’s hard
to generalize; but in principle a morphological analyzer
should separate and identify the root and other morphemes.

Other desiderata for a morphological analyzer are
speed, robustness, and scalability to handle all the words
of a language. And it would be extremely attractive if the
very same black box could run in the generation direction as

2One of my favorite examples is a set of 60-odd rewrite rules
written to map underlying Mongolian strings into the standard
Cyrillic orthography (Street, 1963).
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Black−Box
Morphological
Analyzer/
Generator

Analyses

Surface Words

Figure 3: A morphological analyzer can be visualized as a
black-box that accepts a surface word and returns zero or
more analyses. Ideally the black box is bidirectional, also
capable of accepting an analysis and returning zero or more
surface words.

well, allowing you to input an analysis (whatever that looks
like) in the top and to get out zero or more surface forms
corresponding to the analysis. A black box component that
performs morphological analysis and generation could be
implemented any number of ways. Twenty years of expe-
rience, with natural-language projects all over the world,
have shown that such morphological analyzer/generators
can be implemented elegantly asFINITE-STATE TRANS-
DUCERS.

It is not appropriate here to go into a formal descrip-
tion of finite-state automata; this information is easily avail-
able elsewhere (Roche and Schabes, 1997; Beesley and
Karttunen, 2003). For present purposes, we can state that
finite-state implementations of natural-language applica-
tions, compared to the alternatives, are generally smaller,
faster, and more scalable and maintainable. Finite-state
transducers are bidirectional. Finite-state methods certainly
cannot do everything in natural language processing; but
where they are appropriate, they are extremely attractive.

The overall claim of finite-state morphology, at least in
the Xerox implementation that I know best, is that both
morphotactic descriptions and alternation rules can be com-
piled into finite-state transducers, as shown in Figure 4. The
application of the rules, compiled into a rule transducer,
to the abstract words, compiled into a lexicon transducer,
is accomplished by the finite-state operation ofCOMPOSI-
TION, which can be simulated in runtime code or, in some
implementations, performed once and for all at compile
time, yielding a singleLEXICAL TRANSDUCER (Karttunen
et al., 1992) that serves as the morphological black box.

3. Available Software for Finite-State
Morphological Analysis

3.1. Two-Level Morphology

Writing a morphological analyzer/generator is a kind
of computer programming, but finite-state programming is
declarative rather than algorithmic. There are in fact a num-
ber of implementations of finite-state morphology avail-
able, and I will go through those implementations that I
know to be mature and available.

The first practical implementation was by Kimmo
Koskenniemi, now a professor of Linguistics at the Uni-
versity of Helsinki, who had been exposed to finite-state
theory at the Xerox Palo Alto Research Center. Kosken-
niemi’s “Two-Level Morphology”, presented in his 1983
thesis (Koskenniemi, 1983; Koskenniemi, 1984) was pop-
ularized by Lauri Karttunen at the University of Texas in
a re-implementation calledKIMMO (Karttunen, 1983) and
was later made easily available to all in a well-documented
implementation calledPC-KIMMO from the Summer Insti-
tute of Linguistics (SIL) (Antworth, 1990; Sproat, 1992).3

Two-Level Morphology provides a syntax to define
morphotactics and morphophonological alternations, but it
doesn’t really have an underlying library of finite-state al-
gorithms. There was no automatic rule compiler, which
required developers to hand-compile their rules into finite-
state transducers, which is both tricky and tedious. Later
Koskenniemi collaborated with Xerox researchers to build
an automatic rule compiler (Koskenniemi, 1986; Karttunen
et al., 1987) and an independent compiler called KGEN,
which compiles simple two-level-style rules, eventually be-
came available.4

Two-Level Morphology, in one form or another, has
been used by a whole generation of students in compu-
tational linguistics and has been applied, academically or
commercially, to languages all around the world, includ-
ing Finnish, Swedish, Norwegian, Danish, German, Rus-
sian, Swahili, English,5 Hungarian, Mongolian, Akkadian
(Kataja and Koskenniemi, 1988), Looshutseed and other
Salishan languages (Lonsdale, 2003), Tagalog (Antworth,
1990), etc. I myself sometimes admit to having usedPC-
KIMMO to write a morphological analyzer for Klingon
(Beesley, 1992b; Beesley, 1992a), an agglutinating lan-
guage that was invented for the Star Trek series (Okrand,
1985).

3.2. Xerox Finite-State Tools

The proof that phonological and morphological alter-
nation rules, as used by linguists, were only finite-state in
power, and could be implemented as finite-state transduc-
ers, was presented in 1972 by C. Douglas Johnson, whose
book (Johnson, 1972) was unfortunately overlooked; the
same insight was rediscovered later by Xerox researchers
(Kaplan and Kay, 1981; Karttunen et al., 1992; Kaplan and
Kay, 1994), but the implementation of the finite-state the-
ory in practical software libraries and automatic compilers
has proved to be surprisingly difficult. Xerox researchers
have been working on it for over twenty years.

I work for Xerox, and so I’m natural best acquainted
with this implementation.6 I have used the Xerox finite-
state software to help write lexical transducers for Span-
ish, Portuguese, Italian, Dutch and Arabic, plus significant

3http://www.sil.org/pckimmo/
4http://www-2.cs.cmu.edu/afs/cs/project/

ai-repository/ai/areas/nlp/morph/pc_kimmo/
kgen/0.html , http://crl.nmsu.edu/cgi-bin/
Tools/CLR/clrinfo?KGEN

5http://www.lingsoft.fi/demos.html
6http://www.xrce.xerox.com/competencies/

content-analysis/fst/
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Figure 4: The general claim of finite-state morphology, at least in the Xerox tradition, is that both morphotactic grammars
and alternation rules can be compiled into finite state transducers (FSTs). The application of the ruleFST to the morphotactic
(lexicon) FST is performed by the operation ofCOMPOSITION, producing aLEXICAL TRANSDUCER, a singleFST that
functions as an analyzer/generator.

prototypes for Malay and Aymara, a language spoken in
Bolivia, Peru and Chile. With Lauri Karttunen, I’ve writ-
ten a textbook calledFinite State Morphology(Beesley and
Karttunen, 2003) that shows how to write Xerox-style mor-
phological analyzer/generators, and related lexical applica-
tions; the book includes a CD-ROM with the code, com-
piled for Solaris, Linux, Mac OS X and Windows, with a
non-commercial license.7

The Xerox code includesxfst, an interface that provides
access to the individual algorithms of the finite-state library
(union, subtraction, complementation, concatenation, in-
tersection, cross-product, composition, etc.), symbol-table
manipulation, file input-output, and compilers that turn
wordlists and regular-expressions into finite-state automata.
Most computer programmers are already familiar with reg-
ular expressions, and, theoretically, any finite-state automa-
ton, including those that perform morphological analysis
and generation, can be defined using just regular expres-
sions. In practice, however, regular expressions are not
always convenient or intuitive, especially for describing
morphotactics, and Xerox therefore provides another high-
level language and associated compiler calledlexc, which
lets you define finite-state automata using right-recursive
phrase-structure grammars.8

3.3. INTEX/UNITEX

The INTEX system of Max Silberztein9 represents a
rather different finite-state tradition, based on work from
the University of Paris VII. INTEX users construct finite-
state networks directly using a graphical user interface. A
Unicode-capable clone called UNITEX is also available.10

3.4. Fsa Utils 6

Gertjan van Noord and Dale Gerdemann of the Univer-
sity of Groningen have produced a Prolog-based implemen-
tation of finite-state theory called Fsa Utils 6. The code, in-

7http://www.fsmbook.com
8General phrase-structure grammars can define languages and

relations that go beyond regular power, and so could not be im-
plemented as finite-state automata, but if the grammars are con-
strained to be right-recursive (and/or left-recursive) then, likelexc,
they are restricted to regular power.

9http://www.nyu.edu/pages/linguistics/
intex/

10http://www-igm.univ-mlv.fr/˜unitex/

cluding sources, and abundant documentation is available
from their website.11

3.5. AT&T FSM Library and Lextools

One of the main commercial competitors to the Xerox
Finite State Tools is AT&T’s FSM Library12 and their set
of programming formats called Lextools,13 which include
compilers for morphotactic descriptions, replace rules, reg-
ular expressions and inflectional paradigms. AT&T has
used these tools extensively for speech recognition and text-
to-speech systems.

3.6. Other Implementations

Other implementations that I admittedly know less well
include Grail,14 Jan Daciuk’s Utils,15 and the work of
Tomasz Kowaltowsky.16 All the implementations listed are
based on the same mathematical foundations and share a
certain family resemblance. In some cases, source files
written for one implementation can be converted easily to
the syntax of another. A user interested in finite-state de-
velopment must do a bit of homework to select an imple-
mentation that fits his or her needs and tastes.

4. XML and Morphology
4.1. Use of Corpora and Lexicons in XML

In a conference dedicated to linguistic resources, it is
proper to spend a minute discussing how existing resources
can be used in building and testing morphological analy-
zer/generators. The resources that are most obviously ap-
plicable are corpora and lexicons, which are now almost
universally stored in electronic form, and increasingly in
XML. Corpora are obviously and directly useful for test-
ing, and XML dictionaries can often be converted trivially
into source code for the various software implementations.

In the past, before XML was available, Xerox devel-
opers typically wrote dictionaries directly inlexc format,

11http://odur.let.rug.nl/˜vannoord/Fsa/
12http://www.research.att.com/sw/tools/

fsm/
13http://www.research.att.com/sw/tools/

lextools/
14http://www.csd.uwo.ca/research/grail/
15http://www.eti.pg.gda.pl/˜jandac/fsa.

html
16http://colibri.ic.unicamp.br/˜tomasz/
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which in retrospect was kind of a dead end. The dictionar-
ies required for morphological analysis and generation are
typically sparse, and very hard to share with other projects.
Today XML is a widely available and justifiable popular
framework for “marking-up” almost any kind of data that
has hierarchical structure, with dictionaries being a perfect
application. XML is in fact not a single markup-language,
but a framework in which we can define an infinite number
of custom markup-languages for specific purposes. XML
files themselves are typically quite simple, consisting of
an XML declaration at the top and a single top-level “el-
ement”, beginning with a “start tag” and terminated with a
matching “end tag”. The top-level element contains other
elements, text, and mixtures of elements and text, organized
in a hierarchical tree structure, as in the following sketch of
an XML dictionary for Aymara.

<?xml version="1.0"?>

<dictionary>
<head>

<title>Ken’s Aymara Dictionary</title>
<date>2004-03-21</date>
<version>1.0</version>
<copyright>Copyright (c) 2004 Xerox

Corporation. All rights reserved.
</copyright>
<comment>Should conform to Relax NG

Schema aymaradic.rng</comment>
</head>
<body>

<entry>...</entry>
<entry>...</entry>
...

</body>
</dictionary>

Each type of XML markup language must be defined
by a grammar that defines the names of the elements,
the tree-like structure of the document, and other details.
As shown in the sketch above, a typical XML dictionary
might contain ahead element, containingtitle , date ,
version , copyright information, and other elements
containing meta-information, followed by abody element
containing a list, perhaps huge, ofentry elements.

The entry elements would have their own internal
structure necessary to store dictionary-entry information
for Aymara (or whatever). The following is a real exam-
ple from my current Aymara dictionary.

<entry>
<form>

<lexical>achu</lexical>
</form>

<subentry cat="ncommon">
<comment>from J.P. Arpasi</comment>
<glosses>

<english>
<gloss>fruit</gloss>

</english>
<spanish>

<glosa>fruto</glosa>
</spanish>

</glosses>
</subentry>

<subentry cat="verb">
<comment>from J.P. Arpasi</comment>
<comment> see NVY:19, needs non-human

subject</comment>
<glosses>

<english>
<gloss>produce</gloss>
<gloss>ripen</gloss>

</english>
<spanish>

<glosa>producir(se)</glosa>
<glosa>madurar</glosa>

</spanish>
</glosses>

</subentry>

</entry>

A richer format might include fields for phonology,
additional subcategory information, glosses for more lan-
guages, prose definitions, and pointers to synonyms and
antonyms. Ideally your XML language should include
fields for all the information needed to support multiple
applications, with the understanding that any particular
project will use only a subset.

The advantages of XML are many. It is a free and unen-
cumbered standard, and most of the software for validating
and processing XML files is completely free and even open-
source. Your XML files are plain text (including Unicode),
and in general you control your own data instead of being
at the mercy of proprietary database formats.

4.2. Downtranslation of XML
An XML dictionary may be very rich, containing a wide

variety of information needed to support a number of dif-
ferent projects. To write a morphological analyzer, you
typically need to parse the XML dictionary, extract some
subset of the information for each entry, and then write it
out in a format suitable for a finite-state compiler such as
Xerox’s lexc, AT&T’s Lextools, etc. And as long as the
XML contains the necessary information, in some reason-
able structure, a common XML file can even be downtrans-
lated to multiple output formats. In 2004, using XML and
XML translation is the best bet for making your dictionar-
ies sharable, flexible, and immortal.

XML dictionary downtranslation is a kind of computer
programming, and this usually requires some training or
some help from computer programmers. But as XML files
are effectively pre-parsed, with clearly labeled tree struc-
ture, such manipulations are typically very easy. Widely
available standards for XML translation and downtrans-
lation include XSLT,17 which some like and others hate,
event-driven SAX (Simple API for XML) parsing,18 which
is too low-level for some tastes, and DOM (the Document
Object Model),19 which is high-level, powerful and intu-
itive. The main problem with DOM parsers is that they

17http://www.w3.org/TR/xslt
18http://www.saxproject.org/
19http://www.w3.org/DOM/
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read in whole XML files and store them as tree structures in
memory, which can too easily cause memory problems, es-
pecially for large XML files for natural-language dictionar-
ies and corpora. I have found Perl’s XML::Twig module20

to be an excellent compromise between SAX and DOM,
allowing an XML document to be processed in entry-sized
“chunks”, which can be deleted when you are through with
them. It is very hard to generalize here, because tastes and
needs differ so much, but the main problem with XML pro-
cessing these days is not finding a solution, but choosing
among a bewildering variety of possible solutions.

5. Root-Guessing Morphological Analyzers
Finite-state morphological analyzers are ultimately

based on dictionaries, and when a morphological analyzer
is first written, the underlying dictionary is typically rather
small, and the coverage of the analyzer is correspond-
ingly low. Broad-coverage dictionaries for open-classes
like noun roots and verb roots will require tens of thousands
of entries and may take years to collect.

While testing early versions of your analyzer on real
text, you can collect the failures, i.e. the words that aren’t
successfully analyzed, study them to figure out what is
wrong, and progressively improve your system. At some
point, if you’ve done your work well, improvement should
reduce mostly to adding new roots to the dictionary. But
using finite-state techniques, you can also build a modi-
fication of your analyzer that actively suggests new roots
that need to be added to the dictionary. Such “guessers”
or “root-guessing analyzers” can be applied when the strict
analyzer, based on enumerated roots, fails.

Figure 5 shows a morphotactic network for nouns based
on a lexicon of enumerated, attested roots; when you first
begin your work, there may be only hundreds, or even just
a few dozen entries in the noun-root sublexicon. Figure 6
shows the same system, but with the subnetwork of attested
roots replaced by a network that accepts any phonologically
possible root. The subnetwork that accepts phonologically
possible roots can be defined using regular expressions, in
any appropriate detail, and the resulting analyzer will ac-
cept any noun based on a phonologically possible root.

The runtime code that applies your analyzers to input
words can be instructed to try the strict analyzer first, re-
sorting to the guesser only when strict analysis fails. Anal-
yses produced by the guesser will show roots that can easily
be labeled as guesses, and these can be forwarded to your
lexicographer for possible addition to the strict lexicon of
enumerated roots. The definition and application of root-
guessing analyzers using Xerox software is described in our
book (Beesley and Karttunen, 2003, pp. 444–451), and the
techniques are doubtless convertible to other implementa-
tions as well.

6. Morphology Projects
6.1. Interdisciplinary Cooperation

A practical morphology project requires linguistic, lex-
icographic, and computational expertise, seldom found all
together in one person. Thus you often need collaboration

20http://www.xmltwig.com/xmltwig/

among computer programmers who have a healthy inter-
est in natural language, lexicographers, who manage cor-
pora and dictionaries, and traditional field linguists or de-
scriptive linguists, who know the language inside out, can
tell when the output is right, and can work with informants
where necessary.

I have worked in the area of computational morphol-
ogy, and related lexical-level natural-language processing,
for about 20 years. For the last 16 years, I’ve been using
finite-state techniques, working directly on Spanish, Por-
tuguese, Dutch, Italian, Malay, Aymara and especially Ara-
bic,21 but I don’t speak all these languages. I’m perhaps
best known for my work on Arabic, a language that I def-
initely do not speak and have never studied formally. Our
Arabic system resulted from teamwork involving myself, as
computational linguist, two Arabic linguist/lexicographers,
Tim Buckwalter and Martine Ṕetrod, who had spent years
of their lives studying Arabic and building paper dictionar-
ies, with occasional help from native speakers. Such inter-
disciplinary teamwork is necessary and healthy, and it can
also be attractive to project sponsors.

6.2. Some Commercial Finite-State Morphology
Projects

Using various finite-state implementations, finite-state
morphological analyzers have been written for the big,
obviously commercial Indo-European languages, includ-
ing English, French, German, Spanish, Italian, Portuguese,
Dutch, Russian, Czech, Polish, Swedish, Norwegian and
Danish. But in a refreshing break from tradition, most
of the initial push for finite-state morphology came from
Finns, Kimmo Koskenniemi and Lauri Karttunen, who
needed a computational framework that would work well
for their highly agglutinating non-Indo-European language.
Similar work quickly extended to other non-Indo-European
languages including Hungarian, Swahili, Japanese, Taga-
log, Turkish, Akkadian and Arabic.

6.3. Some Current Projects for Lesser-Studied
Languages

I’ve had great fun teaching and consulting with linguists
working on a number of emerging or lesser-studied lan-
guages around the world, and what follows is a necessarily
selective list of current projects that I’m aware of, most of
which are using the Xerox software. The purpose here is
to show that finite-state techniques can be and are being ap-
plied to languages all over the world, and perhaps to inspire
a few more projects for lesser-studied languages.

In this workshop we will hear a report from the team
at the University of the Basque Country, including Iñaki
Alegria, Xabier Artola and Kepa Sarasola, who are using a
variety of techniques, including finite-state morphology, to
build natural language applications for Basque, another de-
cidedly non-Indo-European language.22 This project is no-
table for the innovations required to handle dialect variants

21http://www.arabic-morphology.com
22http://www.informatik.uni-trier.de/˜ley/

db/indices/a-tree/a/Alegria:I=ntilde=aki.
html
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Prefix1 Prefix2 Suffix2Suffix1
Sub−network
of Enumerated
Noun Roots

Figure 5: A strict morphological analyzer for nouns will analyze only those nouns what are based on the roots explicitly
enumerated in the dictionary. When your dictionary of roots is small, as at the beginning of many projects, the coverage of
the analyzer will be poor.

Prefix1 Prefix2

Sub−network
that matches
any Phonologically
Possible Noun Root

Suffix1 Suffix2

Figure 6: A root-guessing variant of your noun analyzer can be created by replacing the sub-network that matches only
explicitly enumerated noun roots with a sub-network that matches any phonologically possible noun root.

of this still-emerging language, where the unified Batua di-
alect is not yet firmly established.

Na-Rae Han at the University of Pennsylvania has re-
cently finished (as much as any dictionary-based project
is ever finished) a huge system for Korean morphology.23

Shuly Wintner24 of the University of Haifa has been work-
ing for years on Hebrew and Arabic, along with students
including Shlomo Yona25 and Yael Cohen-Sygal.26 Sisay
Fissaha at the University of the Saarland has been work-
ing on Ahmaric morphology,27 and Trond Trosterud of the
University of Tromsø is working on four different dialects
of Sámi,28 once known as Lappish, and has plans to tackle
Komi, Nenets, Udmurt and Mari. Elaine Uı́ Dhonnchadha
of the Linguistics Institute of Ireland has written a mor-
phological analyzer for Irish29 and continues to expand the
dictionary.

For American Indian languages, I’m aware of work by
Jonathan Amith and Mike Maxwell, of the Linguistic Data
Consortium, on Nahuatl, a Uto-Aztecan language. Bill
Poser, also of LDC, has a project for Carrier, an Athapascan
language. Deryle Lonsdale of Brigham Young University
is working on several Salishan languages usingPC-KIMMO

(Lonsdale, 2003), and I myself have done some work on
Aymara (Beesley, 2003).

I’ve now traveled down to South Africa twice, and
will return again in September, to give a finite-state pro-
gramming course to linguists wanting to start morphology
projects for Bantu languages. And I’ll be consulting with
teams already working on Zulu (Sonja Bosch and Laurette

23http://www.ldc.upenn.edu/Catalog/
CatalogEntry.jsp?catalogId=LDC2004L01

24http://cs.haifa.ac.il/˜shuly/
25http://cs.haifa.ac.il/˜shlomo/
26http://cs.haifa.ac.il/˜yaelc/
27http://www.sics.se/humle/ile/kurser/

Addis/amharic.shtml , http://www.informatik.
uni-trier.de/˜ley/db/indices/a-tree/f/
Fissaha:Sisay.html

28http://giellatekno.uit.no/
29http://www.ite.ie/morph.htm

Pretorius, University of South Africa), Xhosa (Jackie Jones,
Kholisa Podile and Joseph Mfusi, University of South
Africa; Duke Coulbanis, MSc student in Computer Science,
University of South Africa), Ndebele (Axel Fleisch, U.C.
Berkeley, University of Cologne), Northern Sotho (Albert
Kotze, Lydia Mojapelo and Petro du Preez, University of
South Africa; Winston Anderson, Byte Technology Group),
and Setswana (Gerhard van Huyssteen, University of North
West). There are now nine official Bantu languages in
South Africa, and so there’s plenty of work still to do.

7. Conclusions
In conclusion, finite state techniques have been used to

build morphological analyzer/generators not only for the
obviously commercial languages but for an ever-increasing
number of minority and lesser-studied languages. Morpho-
logical analysis is often the ideal first step when starting
natural language processing, allowing you to use, test and
even expand existing lexical resources. It’s often a perfect
project for a master’s thesis.

Work on morphological analysis and generation leads
directly to other lexical applications such as tokeniza-
tion, baseform reduction, indexing, spelling checking and
spelling correction. Morphological analyzers can also serve
as reusable enabling components in larger systems that per-
form disambiguation, syntactic parsing, speech generation,
speech recognition, etc.

Practical finite-state software is now widely available,
with good documentation. In most cases, the software is
leniently licensed and easily acquired for non-commercial
use, with commercial licensing also possible.

It has been my privilege and pleasure to teach finite-
state programming techniques to a number of linguists and
computer scientists, and often to see them go home and pro-
duce sophisticated systems for exotic, lesser-studied natural
languages that we have neither the time nor the expertise to
handle at Xerox. Morphology projects are an exciting meet-
ing point for descriptive linguists and computational lin-
guists, often requiring collaboration, and giving each camp
a better appreciation of what the other one does.
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Abstract 
The purpose of this paper is to present the strategy and methodology followed at the Ixa NLP Group of the University of The Basque 
Country in laying the lexical foundations for language processing. Monolingual and bilingual dictionaries, text corpora, and linguists’ 
knowledge have been the main information sources from which lexical knowledge currently present in our NLP system  has been 
acquired. The main lexical resource we use in research and applications is a lexical database, EDBL, that currently contains more than 
80,000 entries richly coded with the lexical information needed in language processing tasks. A Basque wordnet has also been built (it 
has currently more than 50,000 word senses), although it is not yet fully integrated into the processing chain as EDBL is. Monolingual 
dictionaries have been exploited in order to obtain knowledge that is currently being integrated into a lexical knowledge base (EEBL). 
This knowledge base is being connected to the lexical database and to the wordnet. Feedback obtained from users of the first language 
technology practical application produced by the research group, i.e. a spelling checker, has also been an important source of lexical 
knowledge that has permitted to improve, correct and update the lexical database. In the paper, doctorate research work on the lexicon 
finished or in progress at the group is outlined as well, as long as a brief description of the end-user applications produced so far. 
 

1 Introduction 
Basque is a language spoken on both sides of the west-
end border between France and Spain by approx. 
700,000 people (25% of the population). It is co-official 
in some regions of the country, and moderately used in 
administration instances. Its use in education, from the 
mother school up to the university, is growing since the 
early eighties. There is one TV channel and a 
newspaper is published daily in Basque. The 
standardization of written language is in progress since 
1968. More information on the web can be obtained at 
http://www.euskadi.net/euskara. 
The purpose of this paper is to present the strategy and 
methodology followed at the Ixa NLP Group of the 
University of The Basque Country in laying the lexical 
foundations for natural language processing tasks. 
In section 2, the Ixa NLP Research Group is introduced. 
Section 3 is devoted to describe EDBL, the main lexical 
database. Next two sections illustrate the construction 
of Euskal Wordnet, a wordnet of Basque, and EEBL, a 
lexical knowledge base which links the database, the 
wordnet, and knowledge derived from a monolingual 
dictionary. Next, in section 6, research work carried out 
at the group on the field of the lexicon is outlined. 
Finally, and before the conclusions, some end-user 
products and applications are briefly presented in 
section 7. 

2 The Ixa NLP Research Group at the 
University of The Basque Country 

The Ixa Research Group on NLP (http://ixa.si.ehu.es) 
belongs to the University of The Basque Country and 
its research has been conducted from the beginning 
(1986/87) on the fields of computational linguistics and 
language engineering. 
The main application language has been and currently is 
Basque, but research and applications involving 
English, Spanish or French have been carried out as 

well. The strategy of language technology development 
at the group has been from the beginning a bottom-up 
strategy (Agirre et al., 2001a, Díaz de Ilarraza et al., 
2003), that is, our goal has been first to lay the 
processing infrastructure –basic resources and tools–, in 
order to then be ready to produce end-user applications. 
Even our first product, a spelling checker, was 
conceived upon a general-purpose morphological 
analyzer (Alegria et al., 1996). 
The group is interdisciplinary (computer scientists and 
linguists) and it is formed nowadays by around 40 
people, between lecturers, senior researchers and grant-
aided students. 
Ixa maintains scientific relationships with universities 
in different countries, and funding comes mainly from 
the university, local and Basque Governments, Spanish 
Government and European institutions. 

3 EDBL: building the main lexical 
database from scratch 

EDBL (Aldezabal et al., 2001) is the name of our main 
lexical database, which is used as a lexical support for 
the automatic treatment of the language. 
EDBL is a large store of lexical information that 
currently contains more than 80,000 entries. It has been 
conceived as a multi-purpose lexical basis, i.e. a goal-
independent resource for the processing of the 
language. 
The need of such a lexical database arose when the 
design and implementation of the morphological 
analyzer was faced. It was evident that a store for words 
and their attributes was necessary, and so, we took a 
dictionary and picked up all the entries with their part-
of-speech (POS) information: this was the seed of 
EDBL. In these years, the design of the database has 
been significantly modified and updated in two 
occasions, to arrive to the current conceptual schema 
described in section 3.3. 
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3.1 The lexical database within the stream of 
language processing tools 
EDBL is fully integrated in the chain of language 
processing resources and tools (see fig. 1), and the 
information contained in it is exported when required to 
be used as input by the language analysis tools. 
A customizable exportation procedure allows us to 
select and to extract the information required by the 
different lexicons or tools in the desired format (XML, 
plain text, etc.). The lexicons obtained in this way are 
subsequently used in tools such as a morphological 
analyzer, a spelling checker (Aduriz et al., 1997), a 
tagger/lemmatizer (Aduriz et al., 1996a), and so on. 
 

Text

Morphosyntactic
Analyses

Tokenization

EDBL
(Lexical
Database)

Tokenized
Text

Morphological
Segmentation

Morphosyntactic
Treatment

MWLUs’
Processing
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MWLUs’
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MWLUs’
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Functions

 

Figure 1: EDBL within the stream of language 
processing tools 

3.2 Sources of knowledge used to populate 
EDBL 
Different sources are used to populate the database: 
linguists and lexicographers’ knowledge, monolingual 
and bilingual dictionaries, standard word lists regularly 
published by the Basque Language Academy (Hiztegi 
Batua: Euskaltzaindia, 2000), and the feedback given 
by the spelling checker (application and users) and 
other NLP tools such as the morphological analyzer or 
the lemmatizer. 
When gaps in the database are detected, the 
lexicographer in charge of EDBL decides whether the 
entries are to be added or not, and fills the values for the 
required attributes. An especially conceived importation 
application facilitates this task to the lexicographer, 
allowing him or her to specify the input format, and 
making some deductions based on the POS of the entry, 
for example. 
Apart from Hiztegi Batua, other dictionaries that have 
been used for this purpose are a small monolingual 
dictionary (Elhuyar, 1998), a Basque-Spanish/Spanish-
Basque dictionary (Morris, 1998), a synonym dictionary 
(UZEI, 1999), and Euskal Hiztegia (Sarasola, 1996), a 
bigger monolingual explanatory dictionary. 

3.3 Conceptual schema of the database 
In this section, the Extended Entity-Relationship (EER) 
data model is used to describe the conceptual schema of 
the database (see fig. 2). 
The main entity in EDBL is EDBL_Units, the key of 
which is composed of a headword and a homograph 
identifier, as in any conventional dictionary. Every 
lexical unit in EDBL belongs to this data class. The 
units in it can be viewed from three different 
standpoints, giving us three total specializations (all 
units in EDBL belong to the three specializations). This 
classifies every unit in EDBL into (1) standard or non-
standard, (2) dictionary entry or other, and (3) one-word 
or multiword lexical unit. 
Let us now have a glance at the three main 
specializations in the following subsections. 

MWLUs

Standard_Units

Level

Non-Standard_Units

Variant?

Non-Standard_Code

EDBL_Units

Headword

Homograph_Id

Dictionary_Entry?

Standard?

MWLU?

Rare?

dd

d

Dictionary_Entries

DE_Category

EH_Homograph_Id

Derivative?

Compound?

Other_Lexical_
Units

Inflected_Form?

Dictionary_Entry? Standard?

MWLU?

corresponding

standard

+

+

+

OWLUs

canonical

lemma

(0,n) (1,n)

(0,1)(0,n)

-

-

-

 

Figure 2: EDBL_Units and the three main specializations 
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3.3.1 Standard and non-standard lexical units 
Basque is a language still in course of standardization; 
so, processes such as spell checking, non-standard 
language analysis, etc. require information about non-
standard entries and their standard counterparts that 
must be stored in the lexical database, because, in fact, a 
relatively large number of non-standard forms may still 
be found in written language. 
This specialization divides all the lexical units in EDBL 
into standard and non-standard. The entries belonging 
to the Non-Standard_Units class can be either 
variant (mainly dialectal) forms, or simply non-accepted 
entries. 
The relationship between standard and non-standard 
units allows us to relate the correct forms to the ones 
considered incorrect. Each non-standard unit must be 
related at least to one standard unit. 

3.3.2 Dictionary entries and other lexical units 
Another main specialization in EDBL is the one that 
separates Dictionary_Entries from Other_ 
Lexical_Units. 
In the class of dictionary entries, we include any lexical 
entry that could be found in an ordinary dictionary, and 
they are further subdivided into nouns, verbs, 
adjectives, etc. according to their POS. Another 
specialization divides them into referential entries 
(symbols, acronyms, and abbreviations), compounds 
and derivatives. 
On the other hand, Other_Lexical_Units is 
totally specialized into two disjoint subclasses: inflected 
forms and non-independent morphemes. Inflected forms 
are split up into verbal forms (auxiliary and synthetic 
verbs) and others (mostly irregularly inflected forms). 
Non-independent morphemes are affixes in general, 
which require to be attached to a lemma for their use 
inside a word form, and they are subdivided into 
different categories (graduators, declension morphemes, 
etc.). 
Each class is characterized by different attributes. 
Nowadays these attributes are mainly of a 
morphosyntactic nature, although semantic features are 
already included in some cases. 

3.3.3 One-word and multiword lexical units 
The third total specialization of the main class classifies 
all the units in EDBL into One-Word Lexical Units 
(OWLUs) and Multiword Lexical Units (MWLUs). We 
consider an entry as OWLU if it has not any blanks in 
its spelling (hyphened forms and affixes included). 
Otherwise, it is taken as MWLU. 
Every OWLU in EDBL is characterized by its 
morphotactics, i.e. the description of how it may be 
linked to other morphemes in order to constitute a word 
form. Being an agglutinative language, Basque presents 
a relatively high power to generate inflected word 
forms. Any entry independently takes each of the 
necessary elements (the affixes corresponding to the 
determiner, number and declension features) for the 
different functions (syntactic case included). This 
information is encoded in the database following the 
Koskenniemi’s (1983) two-level formalism. So, our 
lexical system consists currently of 80,625 OWLUs, 

grouped into 201 two-level sublexicons and 159 
continuation classes, and a set of 24 morpho-
phonological rules that describe the changes occurring 
between the lexical and the surface level. 
On the other hand, the description of a MWLU within 
the lexical database includes two aspects: (1) its 
composition, i.e. which its components are, whether 
they can be inflected or not, and according to which 
OWLU they inflect; and (2), what we call the surface 
realization, that is, the order in which the components 
may occur in the text, the components' mandatory or 
optional contiguousness, and the inflection restrictions 
applicable to each one of the components. 
In that what concerns the surface realization, it is to be 
said that components of MWLUs can appear in the text 
one after another or dispersed; the order of components 
is not fixed, as some MWLUs must be composed in a 
restricted order while others may not: a MWLU's 
component may appear in different positions in the text; 
and, finally, the components may either be inflected 
(accepting any of the allowed inflection morphemes or 
in a restricted way) or occur always in an invariable 
form. Moreover, some MWLUs are "sure" and some are 
ambiguous, since it cannot be certainly assured that the 
same sequence of words in a text corresponds 
undoubtedly to a multiword entry in any context. 
According to these features, we use a formal description 
where different realization patterns may be defined for 
each MWLU. 

3.4 Linguistic contents 
We will give now some figures on the linguistic 
contents actually stored in EDBL. 
According to the classification into the three main 
specializations, EDBL contains: 60,940 dictionary 
entries and 20,939 other lexical units (20,591 inflected 
forms and 348 non-independent morphemes); 78,417 
standard forms and 3,462 non-standard; 80,625 OWLUs 
and 1,254 MWLUs. Among dictionary entries there are 
40,087 nouns, 9,720 adjectives, 6,533 verbs, and 3,448 
adverbs, among others; non-independent morphemes 
include 192 declension morphemes 45 subordinating 
morphemes, and 37 lexical suffixes, among others. 

3.5 Current status and future improvements 
At the Ixa group, we have designed and implemented a 
plan to integrate the exploitation of the language 
processing chain, in such a way that a common data 
exchange XML encoding is used as an input and 
delivery format between the different tools. According 
to this format, the information in the database is 
exported and delivered from it as a collection of feature 
structures. 
So, the conceptual schema of the relational database has 
been mapped into a hierarchy of typed feature structures 
(FS). The leaves of this hierarchy are 22 disjoint 
classes, and each one of them defines a different FS 
type. When data are exported from EDBL, every EDBL 
unit is delivered into one of the 22 terminal FS types, 
including inherited features and others coming from 
nodes outside the main hierarchy. Information exported 
from EDBL is currently used in every task requiring 
morphological and/or syntactic processing. 
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In order to take advantage of all the information stored, 
our database has to be accessible and manageable. Even 
more, the fact that the users are not mainly computer 
scientists but linguists, stresses the reasons why we 
need a user-friendly, readily accessible and flexible 
interface. For that purpose, we designed and developed 
a graphic interface that gives help to the user based on 
context and that is accessible from the web 
(http://ixa2.si.ehu.es/edbl/). This GUI provides two 
levels of access to the database: one that lets common 
users only consult the data, and the second one that 
offers full reading and writing access, especially to the 
linguists in charge of the database. 

4 Euskal WordNet: using bilingual and 
native dictionaries to construct a 

Basque wordnet 
In EDBL, although homograph entries are separated, no 
semantic distinction between senses is made. As the 
group grew and the processing needs increased, 
semantics infrastructure became a must. As a point of 
departure, we decided to build Euskal WordNet (Agirre 
et al., 2002), a Basque wordnet based on the English 
Wordnet (Fellbaum, 1998). Considering Wordnet as a 
de facto standard for the lexical-semantic representation 
for English, new wordnets in some other languages 
have been built, especially in the framework of the 
EuroWordNet project (EuroWN, http://www.illc.uva.nl 
/EuroWordNet/). 
Euskal WordNet follows the EuroWN framework and, 
basically, it has been produced using a semi-automatic 
method that links Basque words to the English Wordnet 
(hereafter Wordnet). This section describes the current 
state of the Basque wordnet and the methodology we 
have adopted to ensure its quality in terms of coverage, 
correctness, completeness, and adequacy. 
In order to ensure proper linguistic quality and avoid 
excessive English bias, a double manual pass on the 
automatically produced Basque synsets is desirable: a 
first concept-to-concept pass to ensure correctness of 
the words linked to the synsets, and then a word-to-
word pass to ensure the completeness of the word 
senses linked to the words. By this method, we expected 
to combine quick progress (as allowed by a 
development based on Wordnet) with quality (as 
provided by a development based on a native 

dictionary). We have completed the concept-to-concept 
review of the automatically produced links for the 
nominal concepts, and are currently performing the 
word-to-word review. 

4.1 Automatic generation and concept-to-
concept review 
In order to help the linguists in their task, we 
automatically generated noun concepts from machine-
readable versions of Basque-English bilingual 
dictionaries (Morris, 1998; Aulestia & White, 1990). 
All English/Basque entry pairs in the dictionaries were 
extracted, and then were combined with Wordnet 
synsets; the resulting combinations were then analyzed 
following the class methods (Atserias et al. 1997). The 
algorithm produces triples like word - synset - 
confidence ratio. The confidence ratio is assigned 
depending on the results of the hand evaluation. The 
pairs produced by class methods with a confidence rate 
lower than 62% were discarded. 
All the results of the previous process were validated by 
hand. The linguists reviewed the synsets that had a 
Basque equivalent one by one, checking whether the 
words were correctly assigned and adding new words to 
the synonym set if needed. This process led to the 
preliminary Euskal WordNet 0.1 release. 

4.2 Quantitative and qualitative analysis of 
Euskal WordNet 0.1 
Table 1 reviews the amount of synsets, entries, etc. of 
the Basque wordnet compared to Wordnet 1.5 and the 
EuroWN final release (Vossen et al., 2001). The first 
two rows show the number of Base Concepts, which 
were manually set. For nouns in the Euskal WordNet 
0.1, the Nouns (auto) row shows the figures as produced 
by the raw automatic algorithm, and the Nouns (man) 
row the figures after the manual concept-to-concept 
review. The number of entries was manually reduced 
down to 50%, and the number of senses down to 15%. 
This high number of spurious entries and senses was 
caused primarily by a high number of orthographic and 
dialectal variants that were introduced by the older 
bilingual dictionary, which does not follow the standard 
current rules. 

 
  Synsets No. of 

senses 
Senses/ 
synset 

Entries Senses/ 
entry 

Nominal BC 228 - - - - Euskal 
WordNet Verbal BC 792 - - - - 

Nouns (auto) 27641 291011 10.52 46164 6.3 
Nouns (man) 23486 41107 1.75 22166 1.8 

Euskal 
WordNet 0.1 

Verbs (man) 3240 9294 2.86 3155 2.95 
Nouns 60557 107484 1.77 87642 1.23 Wordnet 1.5 
Verbs 11363 25768 2.27 14727 1.75 
Nouns 34455 54428 1.58 45972 1.18 Dutch 

WordNet Verbs 9040 14151 1.57 8826 1.60 
Nouns 18577 41292 2.22 23216 1.78 Spanish 

WordNet Verbs 2602 6795 2.61 2278 2.98 
Nouns 30169 34552 1.15 24903 1.39 Italian 

WordNet Verbs 8796 12473 1.42 6607 1.89 

Table 1: Figures for Euskal WordNet 0.1 compared to Wordnet 1.5 and the final EuroWN release 
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The senses per entry figures are higher than those from 
Wordnet 1.5 and most of the wordnets, but similar to 
the Spanish WordNet. The fact that the nouns and verbs 
included are in general more polysemous can explain 
this fact. We also performed an analysis of the 
distribution for the variants in each synset and the 
number of word senses per entry. 
All in all, the amount of synsets and entries for the 
Euskal WordNet 0.1 is comparable to those for the 
wordnets produced in EuroWN, but lower than the 
Wordnet 1.5 release. The coverage of nominal concepts 
is 38% of those in Wordnet 1.5. 
Somehow, we were not satisfied by the quantitative 
analysis and the results of the concept-to-concept 
review. On the one hand, the quantitative analysis only 
shows the state of the coverage of concepts and entries, 
as long as they are compared to reference figures from 
Wordnet (concepts) and Basque reference dictionaries 
(entries). It is rather difficult to assess the coverage of 
the number of word senses and synonyms, as these can 
only be compared to Wordnet, but there are no 
reference figures for the Basque wordnet itself. We 
think that the coverage of word senses and synonyms 
can be more reliably estimated measuring by hand the 
completeness of the word senses of a sample of words 
and the variants for a sample of concepts.  
On the other hand, the concept-to-concept review only 
enforces the correctness and completeness of the 
variants in the synset. As the focus of the first stage was 
on quickly producing a first version, correctness was 
more important than completeness, and we were not 
completely satisfied with the completeness of the 
variants.  
These are the correctness, completeness and adequacy 
requirements that were not covered by the quantitative 
analysis: 
a) Correctness and completeness of the word senses 

of a word. 
b) Correctness and completeness of the variants of a 

concept.  
c) Adequacy of the specificity level for variants in a 

concept, i.e. all variants of a concept are of the 
same specificity level. 

d) Adequacy of the specificity level for word senses, 
i.e. granularity of word senses. 

In order to assess points a and d, we performed a 
manual comparison and mapping of the word senses 
given by Euskal WordNet 0.1 with those of a 
monolingual dictionary and a bilingual dictionary. This 
assessment is presented in the next subsection.  
We have also manually checked the correctness and 
completeness of the variants for a concept (b), using a 
synonym dictionary for this purpose. The results were 
highly satisfactory, but we decided to explicitly include 
the use of the synonym dictionary in all subsequent 
reviews and updates of the wordnet.  

4.2.1 Manual mapping of word senses from the 
Basque wordnet and native dictionaries 
The sense partition of any dictionary reflects a suitable 
native sense partition, and needs not to be of the same 
granularity as of Wordnet. In principle, both sense 

partitions could even be incompatible, in the sense that 
they could involve many-to-many mappings. 
We chose to use the Euskal Hiztegia (EH) dictionary 
(Sarasola, 1996), a general purpose monolingual 
dictionary that covers standard Basque and that contains 
about 33,000 entries. One drawback of this dictionary is 
that it mainly focuses on literature tradition, and it lacks 
many entries and word senses which are more recent. 
For this reason, we decided to include also a bilingual 
Basque-English dictionary (Morris, 1998). Moreover, if 
the linguist thought that some other word sense was 
missing he/she was allowed to include it. 
All in all, both bilingual and monolingual dictionaries 
contribute equally to the new senses. An average of 1.9 
new senses are added for each word, which makes an 
average of 0.24 new senses for each existing sense. This 
makes an idea of the completeness of the word senses 
for words. All word senses were found to be correct. 
These figures can be interpolated to estimate that the 
coverage of word senses for the entries currently in 
Euskal WordNet is around 80%. 
Regarding the mapping between the word senses of 
Euskal WordNet and the monolingual dictionary, most 
of the times it was one-to-one or many-to-one. The 
granularity of the word senses in Euskal WordNet is 
much finer. We have not found many-to-many 
mappings.  

4.2.2 Adequacy of the specificity level of variants in 
synsets 
As already mentioned in the quantitative analysis, we 
found out that some words had an unusually high 
number of senses. Quick hand inspection showed that 
for some concepts the variants were of heterogeneous 
specificity, and we suspected that some words were 
placed in too many concepts. In fact, a program that 
searches for words that have two word senses, one 
hypernym of the other, found out that there are 4,500 
such pairs out of 41,107 word senses. This is a very 
high figure compared to Wordnet, and indicates that we 
need to check those word senses. 

4.3 Conclusions of the quantitative and 
qualitative analysis and current status 
We have presented here a methodology that tries to 
integrate the best of development methods based on the 
translation of Wordnet and development methods based 
on native dictionaries. We first have developed a quick 
core wordnet comparable to the final EuroWN release 
using semi-automatic methods that includes a concept-
to-concept manual review, and later performed an 
additional word-to-word review based on native lexical 
resources that guarantees the quality of the wordnet.  
As a summary of the quality assessment for the nominal 
part of the Basque wordnet, we can say that it contains 
38% of the concepts in Wordnet 1.5, 25% of the entries 
(although it accounts for all the noun entries in EH), and 
80% of the senses for the entries already in Euskal 
WordNet. 

4.4 Word-to-word review and future work 
Most of the shortcomings detected in the previous 
section can be overcome following an additional review 
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of the current Euskal WordNet 0.1. In this review we 
want to ensure that the coverage of word senses is more 
complete, trying to include the estimated 20% of word 
senses that are missing. In this case, the review is to be 
done studying each word in turn and taking attention to 
the following issues: 

• Coverage of senses: add main word senses of basic 
words. 

• Correctness of word senses of a word: delete 
inadequate word senses when necessary. 

• Completeness of word senses of a word: add main 
word senses. 

• Adequacy of the specificity level of word senses of 
a word: check that sense granularity is balanced. 

The need to build a core wordnet led us to define a 
subset of the nominal entries to be covered: on the one 
hand, the top 400 words from a frequency analysis; on 
the other hand, the entries in a basic bilingual Basque-
Spanish dictionary (Elhuyar, 1998) which defines a core 
vocabulary of Basque (13,000 nouns). The word senses 
are provided by the monolingual (EH) and the bilingual 
dictionaries. The bilingual dictionary includes modern 
words and word senses which are not in EH. 
We are currently extending the coverage of the noun 
entries and word senses to those in a basic vocabulary 
of Basque. In the future we plan to apply the 
methodology to verbs and adjectives, and to extend the 
coverage to a more comprehensive set of nouns. 
The current version of Euskal WordNet has about 
25,400 entries and 52,500 senses that have been 
manually revised. 

5 From the lexical database to a general-
purpose lexical knowledge base: EEBL 

A way to furnish EDBL with semantic content is to link 
it to other lexical resources such as machine-readable 
monolingual dictionaries (so providing it with 
definitions and related words), multilingual dictionaries 
(equivalents in other languages), etc. 
This section describes a lexical-semantic resource under 
construction: EEBL, the Basque Lexical Knowledge 
Base, that constitutes the core of a research work 
currently in progress (Agirre et al., 2003). 
EEBL is a large store of lexical-semantic information 
that has been conceived as a multi-purpose and goal-
independent resource for language processing tasks. It 
will be composed of three interlinked databases: EDBL, 
Euskal WordNet, and a dictionary knowledge base 
extracted from EH (see 5.1). 
So, our aim here is to configure a general lexical-
semantic framework for Basque language processing, 
linking EDBL entries with senses (definitions and 
examples) and related entries in the monolingual 
dictionary (derivatives, antonyms, hypernyms, 
hyponims, meronyms, etc.), synsets in Euskal WordNet, 
etc. On the other hand, this gives us the possibility to 
enrich the information contained both in the wordnet 
and in the dictionary knowledge base with the 
information contained in EDBL. 
To start with, we decided to connect EDBL with the 
dictionary knowledge base and the last one with the 
wordnet. EDBL and Euskal WordNet have been already 
presented in this paper. In order to build a dictionary 
knowledge base from EH, word definitions in the 

dictionary have been semi-automatically analyzed to 
find and extract lexical-semantic relations among senses 
(see the next subsection). The results of such an 
analysis have been stored in the Concept Classification 
component of the EH Dictionary Knowledge Base (see 
fig. 3). It is worth underlining that criteria followed in 
the creation of both databases are quite different, and so 
are the obtained relations. Therefore, the integration 
(total or partial) of these databases allows mutual 
enrichment. 

 

Figure 3: General architecture of the Basque Lexical 
Knowledge Base (EEBL) 

 
The interrelation between EDBL and the EH Dictionary 
Knowledge Base allows us to manage lexical 
information of both grammatical and semantic nature, 
given that EDBL stores mainly grammatical 
information about words. 

5.1 Exploiting a monolingual dictionary to 
build the EH Dictionary Knowledge Base. 
The EH Dictionary Knowledge Base groups two 
different views of the dictionary data (see fig. 3). The 
Dictionary Database stores the dictionary itself in a 
conventional way whereas the Lexical-Semantic 
Database represents the lexical-semantic relations 
extracted from it in a semantic network-like fashion. 
In a work currently in progress by Lersundi (Agirre et 
al., 2000; Agirre & Lersundi, 2001), whose final goal is 
to enrich the lexical database with semantic 
information, EH (the monolingual dictionary) has been 
exploited to extract from it such kind of information. 
The work focuses on the extraction of the semantic 
relations that best characterize the headword, that is, 
those of synonymy, antonymy, hypernymy, and other 
relations marked by specific relators1 and derivation. 
All nominal, verbal and adjectival entries in EH have 
been parsed. Basque uses morphological inflection to 
mark case, and therefore semantic relations have to be 
inferred from suffixes rather than from prepositions. 
Our approach combines a morphological analyzer and 

                                                 
1 We take as specific relators typical expression patterns used 
by the lexicographers when writing dictionary definitions. By 
means of these relators, some words in the definition text are 
linked to the headword in a special way, often determining the 
semantic relation that holds between them. 
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surface syntax parsing based on Constraint Grammar 
(Karlsson et al., 1995), and has proven very successful 
for highly inflected languages such as Basque. Both the 
effort to write the rules and the actual processing time 
of the dictionary have been very low. At present we 
have extracted more than 40,000 relations, leaving only 
9% of the definitions (mostly adjectives) without any 
extracted relation. The error rate is extremely low, as 
only 2.2% of the extracted relations are wrong. 
The EH Dictionary Knowledge Base has been already 
supplied with the information extracted from EH. 
Namely, 33,102 dictionary units, 3,160 sub-entries 
(mainly multiword lexical units), and 45,873 senses 
with their corresponding relations are stored in the 
knowledge base. 
In the future we plan to cover the semantic relations in 
the rest of the definition, that is, those relations involved 
in the part of the definition that is not the main defining 
pattern. For this we will use more powerful partial 
parsers (Aldezabal et al., 1999). Besides, the coverage 
of derivational phenomena is also being extended, 
focusing specially in adjectival suffixes, in order to 
reduce the number of adjectives without any relation. 
In order to include the extracted relations in EDBL (the 
lexical database), it is necessary to perform two 
disambiguation processes. On the one hand, there are 
some cases in which the surface relation extracted is 
ambiguous, that is, it could convey more than one deep 
semantic relation. On the other hand, the word senses of 
the words in the semantic relation have to be also 
determined. Anyway, some work aiming at the 
enrichment of EDBL based on the information extracted 
from EH has already been done. In particular, a method 
for semi-automatically assigning the animate feature to 
common nouns has been developed based mainly on the 
hyponym/hypernym relationships discovered in the 
dictionary (Díaz de Ilarraza et al., 2002). The method 
obtains an accuracy of over 99% and a scope of 68,2% 
with regard to all the common nouns contained in a real 
corpus of over 1 million words, after the manual 
labelling of only 100 nouns. The results of this process 
have not yet been incorporated into EDBL.    

5.2 Current status and future work 
The level of integration between the lexical database 
and the EH Dictionary Knowledge Base can be 
summarized as follows: 80% of the total of entries in 
EH and 33% of the sub-entries have been satisfactorily 
linked to EDBL’s entries. These links have been 
established automatically. In the case of derived entries, 
lemmatization has been used to establish links between 
roots, whenever it was not possible to link whole forms. 
With respect to the lexical-semantic part of the 
knowledge base, the acquisition of relations from the 
dictionary is still in progress. Table 2 shows the number 
of relations that have been extracted from the dictionary 
and stored in the knowledge base so far. About 40,000 
relations have been already stored. The difference 
between the number of extracted and stored relations is 
due, mainly, to the fact that some words occurring in 
definitions do not appear as entries. The other important 
reason is that some relations are duplicated because the 
morphological analyzer yields more than one single 
analysis for some words. In these cases, we only store 

one relation and avoid storing the same relation for 
different analyses. 
 

 Extracted 
relations 

Stored 
relations 

 

Synonyms 19,809 16,949 85.6% 
Hypernyms 20,658 18,331 88.7% 

Spec. relators 5,386 4,169 77.4% 
Overall 45,853 39,449 86% 

Table 2: State of the DKB 
 
For the future we are planning to enhance the contents 
of the lexical-semantic framework. For this purpose we 
intend to: 

• Deal with the relations extracted from a deeper 
analysis of the dictionary, including the 
derivational relationships. 

• Repeat the same process with a bigger monolingual 
dictionary (Elhuyar, 2000). 

• Include relations extracted from other sources, such 
as corpora, as it is aimed in the MEANING project 
at which the group is participating (Atserias et al., 
2004). 

• Incorporate information on named entities and 
classify them. 

6 Research completed and in progress 
In this section, we would like to outline research work 
on the field of the lexicon, and particularly, to present 
doctorate research work carried out at the group on this 
field. Some of these works have been already completed 
while others are nearly finished or just in progress. In 
many of them, enrichment and improvement of the 
knowledge contained in the lexical database, especially 
in that what concerns its semantic component, is one of 
the main goals pursued. Different approaches and 
methodologies have been used for that. 
Research work already finished includes: 

• Artola’s work (Artola, 1993; Agirre et al., 1997) on 
a small French dictionary, where sense definitions 
were analyzed to semi-automatically extract 
lexical-semantic relationships. He proposes a 
general framework for the representation of 
dictionary knowledge, which is then used in a 
prototype of the so-called Intelligent Dictionary 
Help System (Hiztsua), a dictionary system aimed 
at human users. 

• Following this work, Arregi (Arregi, 1995; Agirre 
et al., 2001b) exports the idea to a multilingual 
system called Anhitz. In this system the 
representation model is extended and enriched to 
cope with a multilingual dictionary architecture. 
Arregi carried out as well a comprehensive and in-
depth research on the use of dictionaries in 
translation tasks, so expanding the functionality of 
the system to a great detail. 

• Agirre (Agirre & Rigau, 1996; Agirre, 1998) 
tackles the problem of word-sense disambiguation 
(WSD), and proposes a method for the resolution 
of lexical ambiguity that relies on the use of the 
Wordnet taxonomy and the notion of conceptual 
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distance among concepts, captured by a Conceptual 
Density formula developed for this purpose. This 
fully automatic method requires no hand coding of 
lexical entries, hand tagging of text nor any kind of 
training process. 

• Arriola’s work (Arriola et al., 1999; Arriola, 2000) 
is motivated by two considerations: (1) the use of 
existing lexical resources to contribute to the 
design of more complete lexical entries, and (2) the 
acquisition of basic subcategorization information 
of verbs to support NLP tasks. The examples in 
verbal entries of the EH monolingual dictionary are 
analyzed in his work using for that a Constraint 
Grammar parser (Karlsson et al., 1995), and basic 
subcategorization patterns are obtained. 

• Aldezabal (Aldezabal et al., 2002; Aldezabal, 
2004) follows the previous work in the sense that 
she also looks for verb subcategorization 
information, which is an urgent need in our lexical 
system if we want to be able of performing deep 
syntactic parsing of free texts. In her thesis, 
Aldezabal makes an in-depth analysis of Levin’s 
work (1993), and tries to adapt it to the case of 
Basque. As a result of this work, the occurrences of 
100 verbs in a corpus have been thoroughly 
examined, and the different syntactic/semantic 
patterns applicable to each of them have been 
encoded in a database. 

Research work currently in progress includes: 
• Urizar’s work (Aduriz et al., 1996b), which is 

focused on the representation and processing of 
Multiword Lexical Units and multiword 
expressions in general. He proposes a 
representation schema for MWLUs that, due to its 
expressive power, can deal not only with fixed 
expressions but also with morphosyntactically 
flexible constructions. It allows to lemmatize word 
combinations as a unit and yet to parse the 
components individually if necessary. This work 
must be placed in a general framework of written 
Basque processing tools, which currently ranges 
from the tokenization and segmentation of single 
words up to the syntactic processing of general 
texts, and is closely related to the work by Ezeiza 
(Ezeiza, 2002), who developed a parser of 
multiword expressions.  

• Martinez (Martínez et al., 2002) explores the 
contribution of a broad set of syntactically 
motivated features to WSD. This set ranges from 
the presence of complements and adjuncts, and the 
detection of subcategorization frames, up to 
grammatical relations instantiated with specific 
words. The performance of the syntactic features is 
measured in isolation and in combination with a 
basic set of local and topical features, and using 
two different algorithms. Additionally, the role of 
syntactic features in a high-precision WSD system 
based on the precision-coverage trade-off is also 
investigated in his work.  

• Atutxa’s thesis (Aldezabal et al., 2003) deals with 
lexical knowledge acquisition from raw corpora. 
The main goal is to automatically obtain verbal 

subcategorization information, using for that a 
shallow parser and statistical filters. The arguments 
are classified into 48 different kinds of case 
markers, which makes the system fine grained if 
compared to equivalent systems that have been 
developed for other languages. This work addresses 
the problem of distinguishing arguments from 
adjuncts, being this one of the most significant 
sources of noise in subcategorization frame 
acquisition. 

• Finally, an architecture for a federation of highly 
heterogeneous lexical information sources is 
proposed in a PhD work nearly finished by Soroa 
(Artola & Soroa, 2001). The problem of querying 
very different sources of lexical information lexical 
and dictionary databases, heterogeneously 
structured electronic dictionaries, or even language 
processing programs such as lemmatizers or POS 
taggers, using for that a unique and common query 
language, is addressed in this work from the point 
of view of the information integration research 
field. The so-called local-as-view paradigm is used 
for describing each lexical source as a view over a 
general conceptual model. A general conceptual 
model for describing lexical knowledge has been 
designed, as well as the way to describe each 
source in terms of the classes and relationships of 
this general model. Both the conceptual model and 
the sources are described and implemented using a 
description logic language. 

7 Products and applications 
A first by-product of the research work accomplished 
on the field is Xuxen, a morphological analysis based 
general-purpose spelling checker/corrector (Aduriz et 
al., 1997) widely used nowadays. 
Moreover, two dictionaries have been also integrated as 
plugins into Microsoft Word: a Basque-Spanish 
bilingual dictionary (Elhuyar, 1998) and a synonym 
dictionary (UZEI, 1999); in both cases on-the-fly 
lemmatization is performed when consulting them, 
allowing users a very handy lookup. 
The forthcoming publication of a quite sophisticated 
electronic version of Euskal Hiztegia (Arregi et al., 
2003), a monolingual dictionary already mentioned 
several times in this paper, which has been parsed from 
its original RTF format and encoded into XML 
following the TEI guidelines, completes the panorama 
of end-user applications co-published by the group. 
This electronic version of the dictionary allows the user 
to search into the definitions and examples as in a fully 
lemmatized corpus, by posing complex queries based 
on lemmas and/or inflected forms, and using logical 
operators to construct the queries. 

8 Conclusions 
A language that seeks to survive in the modern 
information society requires language technology 
products. "Minority" languages have to make a great 
effort to face this challenge. Lesser-used language 
communities need, in our opinion, a long-term and 
well-thought strategy if they want to be able to produce 
language technology applications; good foundations in 
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terms of resources and basic tools are a must to get this 
goal. 
At the Ixa NLP Group, the development of language 
technology has been faced from the very beginning in a 
bottom-up fashion, that is, laying first the infrastructure 
(resources and tools) in order to later be able to produce 
end-user applications. If anything, it is principally this 
conception of the strategy we have designed and 
developed that we could “export” to other “minority” 
languages as ours. 
Based on our 15-year experience in NLP research, we 
can conclude that the combination of (semi-)automatic 
procedures and manual work warrants a moderately fast 
but reliable setting when building the lexical 
foundations needed in NLP. Common dictionaries 
constitute an obvious resource for NLP: lists of words, 
homographs and senses, basic grammatical information 
(POS, subcategorization, etc.), and, if further worked 
out, lots of implicit knowledge about words and their 
interrelationships may be extracted from them. 
We have shown that work done for “bigger” languages 
has been sometimes very useful for our research: the 
use of the English Wordnet along with bilingual 
dictionaries has facilitated our work when building the 
Basque wordnet. However, if NLP research is 
conducted only on the “main” languages, there will be 
nothing we can do about the survival of our “minor” 
languages. Investigation on the language itself and on 
the application of general techniques to the processing 
of the language are needed as well, and, moreover, they 
contribute to general research in the sense that they 
provide a different and enriching point of view of the 
problems undertaken.  
In the paper just our work on laying the lexical 
infrastructure for NLP has been presented. We are 
currently working as well on other areas of NLP, 
ranging from morphology to semantics, and tackling 
problems related to machine translation, computer-
aided language learning, information retrieval and 
extraction, etc. 
Basque is a minority language but we think that a 
substantial amount of work has already been done in the 
field, and that sound foundations have been established. 
As it has been said above, we firmly believe that the 
establishment of such an infrastructure is fundamental 
for language technologies to be developed, and our 
group is entirely devoted to this research since its 
inception in the late eighties. To finish, just to say that, 
apart from us, several other groups are also working on 
Basque automatic processing; we think that the 
cooperation between the different groups and sharing of 
the results should undoubtedly improve the 
development of the whole field in our country. 
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First steps in corpus building for linguistics and technology

Dafydd Gibbon

Fakultät für Linguistik und Literaturwissenschaft
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Abstract
A corpus is one of several possible sources of spoken, written or multimodal language data, there are many kinds of corpus, a corpus
can be a rather complex entity, and a description of a corpus is multidimensional. In this introduction, relevant steps for corpus building
are discussed, focussing particularly on corpus metadata, and on designing, creating, and processing corpora in the contexts of language
documentation and the human language technologies. Particular attention is paide to requirements for corpus building for endangered
languages. Examples will be taken from African languages to illustrate specific cases of corpus building and processing. Essential
background is given in (Gibbon et al., 1997) and (Gibbon et al., 2000).

1. Introduction and overview
Text and speech corpora form the empirical grounding

of linguistics, phonetics, the human language technologies,
and many related disciplines. In this contribution I will
start by asking some ”frequently asked” questions about
corpora, some fake and some genuine, with a couple of clar-
ificatory footnotes. Then I will outline five steps in bulding
corpora: finding standards, defining corpora, characteris-
ing corpora, classifying corpora (metadata), and finally the
three phases of in corpus creation. The definitional step
introduces three key criteria, and outlines the position of
corpora among other text and speech resources. Finally I
discuss two cases of corpus building: corpora in the docu-
mentation of an endangered language, and the newly raised
issue of securing the interpretability of resources (including
corpora).

2. Some initial questions
What is a corpus? Informally, a corpus is a homo-

geneous collection of written texts or recorded speech,1

though this definition is not sufficient. If a corpus is de-
fined as ‘a homogeneous collection of texts’, then does this
include pile of old newspapers and magazines that you were
meaning to read through before finally throwing away?
Maybe, but only if certain other conditions are fulfilled.
These will be discussed below. In this contribution I will
concentrate on speech corpora.

Who needs a corpus? First and foremost: every linguist,
natural language processing specialist and every speech
technologist needs a corpus. Why? Because a corpus pro-
vides the empirical data for language and speech processing
in all scientific, technological, office and hobby contexts.2

1It is quite common in the human language technologies to
use the terminology ‘language’ for written language, i.e. texts,
and ‘speech’ for spoken language. This can be very misleading
in an interdisciplinary context, so I will use the terminology ‘text’
for written language and ‘speech’ for spoken language. I will use
‘multimodal communication’ to refer to combinations of human
input and output modalities (e.g. manual-visual for writing, oral-
auditory for speech, etc.) in a single communication situation, and
‘multimedia’ to refer to combinations of natural and electronic
media in these situations. See (Gibbon et al., 2000).

2The term ‘corpus’, from Latin ‘corpus’, is etymologically re-

Why do I need a corpus? If a text corpus is meant,
for example, your application could be a dictionary, or a
language-learning textbook, or a grammar handbook, ei-
ther in print or in a hypertext medium. If a speech corpus is
meant, the application could be a machine-usable grammar
or dictionary, a speech synthesiser, a speech recogniser, or
a complex piece of software like a dictation enabled word
processor with spell checker. Or it could be the construction
of a heritage archive for an endangered unwritten language
spoken in the tropics.

What kind of corpus do I need? First your needs must
be defined. For written texts, perhaps a major need is in
the area of lexicography, but specific needs depend on the
kind of lexicon being developed, for example a print lexi-
con (of which there are many kinds), or a machine-readable
lexicon for use in a word processor or automatic dictation
environment. For speech, unit-selection speech synthesis
and automatic speech recognition are typical applications.

Where do I get a corpus? In simple terms, you can
make your own, hire an expert to make one for you, or buy
one from an international language resource agency such as
LDC or ELRA/ELDA.

How long does it take to make a corpus? With ques-
tions like this my grandfather used to answer with another
question: ‘How long is a piece of string?’ It depends on
your requirements. Time, material and human resources
in the logistics of corpus building can vary greatly. For
qualitative analysis, a corpus can be quite small, for ex-
ample somewhere between a few minutes and an hour or
so of speech. For extensive quantitative analysis with so-
phisticated statistical, information retrieval and text-mining
technologies it could amount to many millions of words.
An endangered language corpus can involve a lengthy stay
of months or years in the region, if speakers of the lan-
guage are not available outside their local area, or if an an-
thropologically interesting interactive audiovisual corpus is
needed.

How much will I have to pay for a corpus? Again, it

lated to words like ‘corps’, ‘corpse’, ‘corporation’, and means
body. The plural is ‘corpora’; I have sometimes heard ‘corpuses’,
which to a linguist sounds like the over-regular speech of a 3-year-
old. It is well within the capabilities of professional processing
experts and spell checkers to remember irregular plurals and their
origins...
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depends, this time on how much you want to pay. For
speech, plain orthographic transcription or orthographic an-
notation takes around 50 times real time, that is, for an hour
of speech you will need to pay for 50 hours of transcriber
time. Transcription and annotation at the phonemic level
will take more time, and detailed phonetic transcription a
great deal more time; the same applies to multimodal an-
notation and transcription. Since continuous transcription
is a very strenuous and demanding task, this will amount to
about two weeks work per hour of recorded speech in nor-
mal working conditions. For writing, much will depend on
the copyright situation.

Can I sell my corpus? If someone wants to buy, it, sure.
The best strategy would be to consult one of the national or
international resource dissemination agencies.

How can people access my corpus? There is a grow-
ing tendency to treat corpora as open resources. This does
not necessarily mean that the corpus itself costs nothing,
though in many cases this would be the ideal situation.
But, realistically, corpora are expensive to make and conse-
quently their creators understandably hesitate to make the
corpora themselves freely available if they themselves have
funding problems. The minimal case is to provide Open
Metadata, that is, freely available information about the
corpus, generally via an internet portal. The Open Archive
Initiative (OAI) involves large, generally public institutions
such as libraries and other archives; the Open Language
Archive Community (OLAC) provides a metadata portal for
resources for the study of language, whether in linguistics,
phonetics, or in the human language technologies. These
initiatives are easy to find by means of a straightforward in-
ternet search, so it is not necessary to give specific URLs
here.

3. Step 1: Finding standards for corpora
It is perhaps not obvious that taking standards into ac-

count should be the first step in developing a corpus. Stan-
dards are sometimes regarded as an inhibiting nuisance
(and sometimes they are), but in general, apart from their
prescriptive nature in commercial quality control and mar-
ket dominance contexts, they embody a wide range of ex-
perience and expert discussion which can often be taken as
‘best practice’ in a given area. As in any area of creative ac-
tivity, standards form the benchmark against which further
developments are measured; in many areas of research and
development they are not immediately relevant, but when
notions like interoperability and reusability are focussed,
their relevance re-emerges.

There are many layers of standardisation, from local
laboratory conventions through de facto standards (includ-
ing industrial items like PCs, operating systems and office
software) to institutionally defined and agreed national and
international standards.

In the area of human language technologies, standard-
isation has consistently been a hot topic for around two
decades, starting with the SAM project, coordinated by
Adrian Fourcin in the 1980s, and continuing with the two
phases of the EAGLES project and the recent ISLE project,
coordinated by Antonio Zampolli in the 1990s. There are
several ISO committees currently concerned with formu-

lating agreements on standards for human language tech-
nology applications, terminology, annotation and transcrip-
tion, and many other issues. The functionality of standard-
isation is to ensure interoperability in the case of tools, and
re-usability in the case of language resources; the term re-
usable resources was coined by by Antonio Zampolli in the
early 1990s, and formed the basis for a range of European
funded projects in that decade.

Relatively recently, issues of corpus standards and re-
sources as developed in the human language technologies
(Gibbon et al., 1997; Gibbon et al., 2000; Bird and Liber-
man, 2001) have been extended to fieldwork corpora in lin-
guistics, ethnography, and related sciences.

Further issues such as the role of metadata in resource
archiving, reusability, the use of XML and Unicode based
standardisation-friendly technologies, and the standards for
open language archives have been emerging in recent years
and will require addition to and revision of existing stan-
dards as these approaches mature.

4. Step 2: Defining corpora
Based on existing standards, and within the context of

project-specific needs, corpus requirements can be defined,
starting with the question: What is a corpus?

Technically speaking, a text or speech corpus is a col-
lection of tokens of writing or speech which is either
custom-made or compiled from existing texts or speech,
intended for use in the disciplines of corpus linguistics,
computational linguistics, natural language processing, or
speech technology, and is accompanied by a characterisa-
tion which makes the corpus interpretable to and manage-
able by the user.

According to this definition, a corpus has three defining
aspects:

1. A corpus is a collection of tokens.

2. A corpus has a function in language and speech pro-
cessing.

3. A corpus requires interpretation via a characterisation
(which includes metadata).

Tokens of writing (sometimes called ‘inscriptions’) may
be inscribed on an analogue visual and spatial artefact such
as paper, as handwriting or print, or in electronically coded
digital form. Tokens of speech may be on an analogue
medium such as a reel or cassette tape or a shellac or vinyl
disk (depending on age), or in a sampled digital format.

Texts are often seen as spatial functions, while speech
is often seen as a temporal function. Technically, how-
ever, these perspectives are functions of the media used:
the production of a text is a temporal function of human
behaviour, whether handwriting or keyboards are involved,
and a recorded speech signal can be seen as a spatial func-
tion, just like recorded writing.

Not all collections of texts and speech are convention-
ally regarded as corpora. For instance a library, or the
world-wide web, are not corpora in this sense, though they
can be - and are being - increasingly utilised as such.
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There are as many kinds of corpus as there are uses
of text and speech and ways of describing and processing
them.

A well-known list of distinctions between text and
speech or multimodal corpora, originally due to Hans Till-
mann, is the following (Gibbon et al., 1997), p. 81:

1. durability of text as opposed to the volatility of speech,

2. different time taken to produce text and speech,

3. different roles played by errors in written and spoken
language,

4. differences in written and spoken words,

5. different data structures of ASCII (or otherwise en-
coded) strings and sampled speech signals,

6. great difference in storage size between text and
speech or multimodal data collections,

7. different legal and ethical status of written text and
spoken utterances,

8. fundamental distinction (and relation) between sym-
bolically specified categories and physically measured
time functions.

These distinctions highlight important criteria for cor-
pus definition and the procedure of corpus building which
need to be worked out carefully for each invididual corpus.

5. Step 3: Corpus characterisation
A collection of tokens has great potential as a corpus,

but needs to be interpretable. The general term for tech-
niques of securing interpretability in the case of corpus re-
sources is corpus characterisation, which involves both lin-
guistic and physical characterisation (Gibbon et al., 1997).

Linguistic characterisation involves the following com-
ponents:

1. corpus units, i.e. distribution of token units in the cor-
pus, such as phonemes in natural or balanced corpora;

2. corpus lexicon, i.e. a word list containing word types,
token frequencies, type-token ratio and type-token ra-
tio saturation as a corpus increases in size, and lists
of tokens paired with their contexts of occurrence in
the corpus (otherwise known as concordances (Gib-
bon and Trippel, 2002);

3. corpus grammar, i.e. a linguistic sketch grammar
constructed with qualitative linguistic methods, or a
stochastic language model (as used in speech recogni-
tion systems) constructed purely with statistical distri-
butional analysis methods;

4. corpus situation, i.e. characterisation of the speaker,
the utterance situation, the dialectal, social or func-
tional language variety.

Increasingly, machine learning methods of automatic
corpus analysis and induction of lexical and grammatical
generalisations are being used to support the characterisa-
tion of a corpus; see contributions to (van Eynde and Gib-
bon, 2000). It may be noted in passing that the expecta-
tion of fully standardising the entire metadata specification
tends to reveal singularly little awareness of the potential of
machine learning and text mining procedures for handling
generalisation tasks of this kind. It may be predicted that
such procedures will be applied in future not only to ex-
tensive resource data sets but also to increasingly extensive
sets of metadata.

Physical characterisation involves other requirements:

1. hardware and software format specification;

2. processing software functionality specification;

3. signal specification, including properties of micro-
phone and other components in the signal chain, and
analog or digital signal storage formats;

4. text format specification, through a hierarchy of text
objects from characters to hypertext documents;

A useful taxonomy for corpora within the overall con-
text of text and wpeech resources, one of many possible
taxonomies, is the following:

� Speech resource objects:

– Signal objects: audio, visual or other (e.g. laryn-
gograph, airflow) recordings.

– Signal processing objects: filter operations,
fourier transformations, etc., on signal record-
ings.

� Text resource objects

– Linguistically relevant written language text gen-
res:

� Grammars.
� Dictionaries (concordances, alphabetic dic-

tionaries, stem dictionaries, thesauri).
� Texts (of all kinds, from technical to everyday

to literary texts).

– Linguistically relevant spoken language text gen-
res (these are essentially metalinguistic and in-
corporate - usually implicitly - theoretical lin-
guistic and phonetic assumptions):

� Spoken language transcriptions (orthographic
or in phonetic alphabets and multimodal tran-
scription systems.

� Spoken language annotations (i.e. transcrip-
tions plus timestamps, in various degrees of
granularity and on various parallel tiers).
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Table 1: Example of OLAC XML code.

<oai:record>
<oai:header>
<oai:identifier>oai:langdoc.uni-bielefeld.de:UBI-EGA-004</oai:identifier>
<oai:datestamp>2003-10-31</oai:datestamp>
</oai:header>

<oai:metadata>
<olac:olac xmlns:olac="http://www.language-archives.org/OLAC/1.0/"

xmlns="http://purl.org/dc/elements/1.1/"
xmlns:dcterms="http://purl.org/dc/terms/"
xsi:schemaLocation="http://www.language-archives.org/OLAC/1.0/

http://www.language-archives.org/OLAC/1.0/olac.xsd
http://purl.org/dc/elements/1.1/
http://www.language-archives.org/OLAC/1.0/dc.xsd
http://purl.org/dc/terms/
http://www.language-archives.org/OLAC/1.0/dcterms.xsd">

<title>Audio files for West African Language Data Sheets; Standard
WALDS questionnaire for Ega </title>

<creator>Baze, Lucien</creator>
<subject>Audio files for WALDS questionnaire for Ega</subject>
<language xsi:type="olac:language" olac:code="x-sil-EGA"/>
<description>Audio files for WALDS questionnaire for Ega.</description>
<identifier>

http://www.spectrum.uni-bielefeld.de/langdoc/EGA/OLAC/Resources/Audio/MP3/
</identifier>
<publisher>unpublished</publisher>
<contributor xsi:type="olac:role" olac:code="editor">Baze, Lucien</contributor>
<contributor xsi:type="olac:role" olac:code="editor">Gibbon, Dafydd</contributor>
<type xsi:type="olac:linguistic-type" olac:code="lexicon"/>
<format>mp3</format>
<format>wave file (available on request)</format>
<source>Recordings of West African Language Data Sheets questionnaire

elicitation sessions</source>
<language xsi:type="olac:language" olac:code="x-sil-FRE"/>
<language xsi:type="olac:language" olac:code="x-sil-ENG"/>
<language xsi:type="olac:language" olac:code="x-sil-EGA"/>
<relation>oai:langdoc.uni-bielefeld.de:UBI-EGA-002</relation>
<coverage>Cote d’Ivoire</coverage>

</olac:olac>
</oai:metadata>
</oai:record>

6. Step 4: Classifying corpora: metadata
Linguistic and physical characterisation feed into the

definition of metadata, i.e. description of the immediate
properties of the corpus which are minimally necessary for
identifying the corpus and its basic properties. Metadata for
data resources in general correspond, roughly, to catalogue
information for publications, e.g. for books in libraries.
The main function of metadata is to enable efficient and,
within practical limits, comprehensive search of language
archives.

Metadata are conventionally formulated for any type of
language resource, in addition to actual publications, i.e.

� spoken language corpora,

� written language corpora,

� lexica,

� grammars.

Several approaches to standardising metadata for differ-
ent tasks have been developed during the past decade. All
of these can easily be located on the internet. The most
well-known is the Dublin Core (DC) metadata standard,
which defines metadata categories such as the following:
Title, Publisher, Description, Language, Source, Contrib-
utor, Author, Subject, Subject, Date, Type, Format, Identi-
fier, Relation (to other documents), Coverage, Rights.

The DC metadata set was basically designed for library-
type information about texts. The Open Language Archive
Community (OLAC) uses the Dublin Core set, enhanced
with specific linguistically relevant elements which are not
covered by the DC set but which are useful for linguistic
purposes. An example of the use of OLAC metadata ele-
ments in a metadata record is shown in Table 1; the meta-
data refers to data for the endangered language Ega, an en-
dangered language spoken in southern central Ivory Coast.

Other sets such as the IMDI (ISLE Metadata Initiative)
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set have been or are being developed for linguistics.

Table 2: UBIcorpus metadata specifications.
Attribute Type
RecordID: string
LANGname(s): popup: Agni,Agni; Ega
SILcode: popup: ANY; DIE
Affiliation: string
Lect: string
Country: popup: Côte d’Ivoire
ISO: popup: CI
Continent: popup: Africa; AmericaCentral; Ameri-

caNorth; AmericaSouth; Asia; Australasia;
Europe

LangNote: longstring
SESSION: popup: FieldIndoor; FieldOutdoor; Inter-

view; Laboratory
SessionDate: pick
SessionTime: pick
SessionLocale: string
Domain: popup: Phonetics; Phonology; Morphology;

Lexicon; Syntax; Text; Discourse; Gesture;
Music; Situation

Genre: Artefacts; Ceremony; Dialogue; Experiment-
Perception; ExperimentProduction; History;
Interview; Joke/riddle; Narrative; Question-
naire; Task

Part/Sex/Age: string
Interviewers: string
Recordist: string
Media: popup: Airflow; AnalogAudio; AnalogAV;

AnalogStill; AnalogVideo; DigitalVideo;
DigitalAudio; DigitalAV; DigitalStill; Digi-
talVideo; Laryngograph; Memory; Paper

Equipment: longstring
SessionNote: longstring

In my own linguistic fieldwork I have found that these
metadata sets are inadequate for the purpose. For this rea-
son I designed a metadata set for audio/video recordings,
photos, paper notes and artefact cataloguing, the UBIcorpus
(University of Bielefeld) metadata set. For convenience of
use in fieldwork, a metadata editor was developed for the
Palm handheld computer, using the HanDBase relational
database management system. The metadata editor pro-
vides a fast and inconspicuous input method for structured
metadata for recordings and other field documentation. The
metadata set used in this editor is shown in Table 2, and an
actual metadata database extract is shown in Table 3.

For this work, standardised metadata specifications,
such as the Dublin Core and IMDI sets, were taken into
account. However, new resource types such as those which
are characteristic of linguistic fieldwork demonstrate that
the standards are still very much under development, since
some of the standard metadata types are not relevant for
the fieldwork data, and the fieldwork data types contain in-
formation not usually specified in metadata sets, but which
are common in the characterisation of spoken language re-
source databases (Gibbon et al., 1997). In respect of the
fieldwork resource type, it appears that it cannot be ex-
pected that a truly universal — or at least consensual —
set of corpus metadata specifications will be developed in

Table 3: Fieldwork metadata example.
Attribute Value
RecordID: Agni2002a
LANGname(s): Agni, Anyi
SILcode: ANY
Affiliation: Kwa/Tano
Lect: Indni
Country: Côte d’Ivoire
ISO: CI
Continent: Africa
LangNote:
SESSION: FieldIndoor
SessionDate: 11.3.02
SessionTime: 8:57
SessionLocale: Adaou
Domain: Syntax
Genre: Questionnaire
Part/Sex/Age: Kouamé Ama Bié f 35
Interviewers: Adouakou
Recordist: Salffner, Gibbon
Media: Laryngograph
Equipment: 1) Audio: 2 channels, l laryngograph, r

Sennheiser studio mike 2) S tills: Sony digi-
tal 3) Video: Panasonic digital (illustration of
techniques)

SessionNote: Adouakou phrases repeat

the near future, or perhaps at all, at a significant level of
granularity. It may be possible to constrain the attribute list,
though the existence of many different fieldwork question-
naire types belies this. However, the values of the attributes
are in general unpredictable, entailing not only free string
types but possibly unpredictable rendering types (e.g. dif-
ferent alphabets; scanned signatures of approval).

The metadata specifications used in the UBIcorpus ap-
plications are deliberately opportunistic, in the sense that
they are task-specific and freely extensible. A selection of
attributes and values for the current fieldwork application
are shown in Table 2. Metadata attributes concerned with
the Resource Archive layer of archiving and property rights
are omitted.

For current purposes, databases are exported in the
attribute-value format shown below and converted into the
TASX reference XML format (Milde and Gut, 2001). A
specific example of the application of the metadata editor
in the fieldwork session pictured in Figure 5 is shown in the
exported record shown in Table 3.

7. Step 5: Corpus creation
The corpus creation process has been described in terms

of three phases (Gibbon et al., 1997):

Pre-recording phase: planning of the overall corpus
structure and contents, in particular design of cor-
pus recording sessions, including the preparation of
scenario descriptions, interview strategies, question-
naires, data prompts (for instance with prompt ran-
domisation); most of what has been discussed in the
preceding sections applies to this first phase. In sys-
tematic terms, the pre-recording phase involves two
subphases:
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1. Requirements specification (specification of
needs),

2. Design (including the contents and structure of
the corpus).

Recording phase: conduct of corpus recording sessions,
including session management with the logging of
metadata in a metadata editor and database, question-
naire consultation and data prompt presentation. This
phase may also be thought of as an implementation
phase. Note that playback equipment is also generally
required, for checking quality or, in fieldwork situa-
tions, playing back to those whose voice was recorded.
The choice of equipment is bewilderingly varied, but
the main points to note in this context are:

1. Avoid storage techniques which employ lossy
compression (e.g. MP3 format storage), since
they distort signal properties which can be impor-
tant for phonetic and psycholinguistic research
such as spectral tilt, an important voice quality
feature in emotional speech.

2. My own standard recording equipment includes:
� portable DAT cassette tape recorder,
� high quality microphones (I usually record in

stereo),
� high quality headphones,
� battery driven loudspeaker for playback to an

audience,
� portable field laryngograph (for intonation

and tone resource creation),
� digital video recorder,
� Palm handheld interview prompt and meta-

data log database,
� requisites for experiments, such as coloured

blocks,
� paper and pen writing equipment,
� plastic bags for storing equipment in the trop-

ics,
� lots of batteries.

Post-recording phase: provision of recorded and logged
data for archive storage and processing, including
metadata export, transcription, lexicon development,
systematic sketch grammar support and document pro-
duction; some of what has been discussed in the pre-
ceding sections applies to this third phase. Of course
the entire corpus application procedure is also chrono-
logically ‘post-recording’, but a line between resource
development and application development has to be
drawn, though it may sometimes be a little fuzzy.

8. Example 1: Corpora in language
documentation

Fieldwork is a special case of language and speech cor-
pus creation, by far the most complex case, concerned with
providing data for specific documentary and descriptive
purposes. Linguistic fieldwork is embedded in a complex

accounts...
recordings,

Existing

Expedition Fieldwork

Training

Research permission

Negotiation

ARCHIVING

DOCUMENTATIONCONTENT SOURCES

InternetCD−ROMsPrimers

DESIGN

CREATION

Database

DISSEMINATION

Articles, Reports, Books

3. Corpus Pilot

2. Data Processing

1. Resource Archive

UbiCorpus Tools

Figure 1: Logistics of language documentation.

network of intellectual, emotional, social, social and eco-
nomic constraints. Some of the logistic factors in this envi-
ronment are shown informally in Figure 1.

LAYER 2: Data Processing (DP)

LAYER 3: Corpus Pilot (CP)

APPLICATIONACQUISITION
CORPUS CORPUS

laptop / desktop
local workbench

laptop / desktop
local workbench

central or distributed
workstation / server / portal

publication, disseminationcorpus management
handheld PDA−based grammar/lexicon construction,

FIELD DESK

LAYER 1: Resource Archive (RA)

Figure 2: A flexible architecture for language documenta-
tion.

Figure 3: Scripted interview on Ega orature.

A more specific architecture for corpus processing in
the field, using techniques described in previous sections,
is shown in Figure 2. In the area of corpus management
a PDA such as the Palm handheld, with an approprite
database system, can be very useful, in particular in meta-
data planning and prompt creation at the design stage, but
also in prompted elicitation and interview, and in metadata
logging based on the design considerations. A further use is
in lexical database construction, but also in design of com-
putational corpus analysis strategies. The role of the PDA
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Figure 4: Palm handheld metadata editor.

in resource construction is illustrated in a little more detail
in Figure 2, in terms of a three-layer architecture describ-
ing the acquisition and the use of linguistic resources, with
the resources in the bottom layer, standard desktop envi-
ronments in the middle layer, and PDAs for mobile use in
many field environments in the top layer.

The deployment of carefully planned questionnaires for
systematic sociolinguistic and grammatical analysis work,
and ‘screenplays’ for the elicitation and capture of inter-
active situations, are a central feature of fieldwork activity,
and are eminently suitable for the handheld. Figure 3 shows
a guided interview on oral narrative, with the narrator of
the Ega village Nyigedugu (Gnieguedougou), Ivory Coast,
facing. The interview was prepared by Sophie Salffner, a
linguistics student training as a fieldworker, and recorded
on digital audio tape. The metadata description had been
prepared beforehand with the PDA, and the basic interview
question text had been prepared on a desktop and trans-
ferred to the PDA for use in the field. The author is seen
conducting the interview, using the PDA for reference.

Figures 4 and 5 show a different interview situation, in
which Sandrine Adouakou, a doctoral student from Ivory
Coast, and Sophie Salffner, trainee fieldworker, are elicit-
ing audio data for the study of tone language prosody. The
scene is in a small house in the Anyi Ndenye (Agni Inde-
nie) village of Adaou, Eastern Ivory Coast, near the Ghana
border. In this situation, the PDA is being used continu-
ously to log metadata manually, since it was not possible to
plan the elicitation procedure beforehand on this occasion,
which arose at short notice.

9. Example 2: Securing interpretability of
corpora

In a recent experiment, five types of legacy resource
for an endangered language, including corpus data, were
subjected to a process of interpretability securing (Gibbon

Figure 5: Questionnaire interview on Anyi tone.

et al., 2004). Interpretability securing means the prepa-
ration of a corpus in a sustainable format and with suffi-
cient metadata to ensure that it can be decoded (archive in-
terpretability) and understood (language interpretability) in
the permanent absence of native speakers.

The five types of resource, for the Ega language which
has been mentioned in preceding sections, are:

Lexicon:

Problem: a minimally documented Shoebox lex-
ical database with a lexicon of the language;
Shoebox is a toolkit or workbench for descriptive
lexicography in fieldwork situations.

Solution: a conversion procedure for identifying
fields in the database and converting the Shoebox
format to a well-defined data structure in XML
was developed. There were limits to the faithful-
ness of the procedure, since some fields were not
fully documented.

Character encodings:

Problem: some data, including the Shoebox lexi-
cal database, used unspecified or unavailable pro-
prietary fonts, resulting in renderings with unin-
terpretable symbols.

Solution: reference was made to PDF/print ver-
sions in reverse engineering the encoding, and
characters were redefined in Unicode.

Interlinear glossed text:

Problem: very little glossed text was available,
and in particular no account was included of the
all-important tones, which in this language have
both lexical and morphosyntactic functions (i.e.
not only in distinguishing words, but also in tense
marking).

SALTMIL Workshop at LREC 2004: First Steps in Language Documentation for Minority Languages

25



Solution: phonetic tone annotations and the rele-
vant lexical and grammatical categories for tone
assignment were added in additional annotation
tiers, based on a sketch grammar of the language.

Annotated recordings:

Problem: transcriptions and annotations have
been made in many formats (Xwaves, Praat,
Transcriber, ...), not all of which contain the
same amount of information; some of the dis-
crepancies are in the metadata types which are
included, another discrepancy is that some for-
mats associate transcription symbols with single
time-stamps for temporal points, while others as-
sociated transcription symbols with dual time-
stamps, for temporal intervals.

Solution: the different annotation formats were
normalised to the TASX XML format, preserving
a maximum amount of information; single time-
stamp formats were normalised to dual time-
stamp formats.

Linguistic descriptions:

Problem: various descriptions were available in
different descriptive linguistic traditions; all were
incomplete in different ways.

Solution: an attempt was made to use the General
Ontology for Linguistic Descriptions (GOLD),
recently developed in the EMELD project by
Langendoen and Farrar as a normalised category
set. However, both the resources had gaps in re-
spect of the GOLD ontology, and the GOLD on-
tology had gaps in respect of the resources. This
problem is easily the hardest, owing to the incom-
parability of theories with different premises and
structures.

On the basis of these results, metadata definitions were
provided for OLAC metadata repository; cf. Section 6. In
the ideal case, the actual data referred to by the metadata
would be stored in a trusted repository such as an institu-
tionally based archive or library, rather than a departmental
server.

10. Conclusion

If approached systematically, corpus building can be a
reasonably straightforward task. In a laboratory situation,
the procedures are rather easily controllable, but in a lin-
guistic fieldwork situation this is not at all the case. Nego-
tiation procedures - which have not been touched on here
- and ethical issues - which have also not been touched on
- loom large, and the local rhythms of everyday life exert
strong constraints on the time available for corpus record-
ing.

In a fieldwork situation, the slightest mishap may per-
turb the progress of work, or even prevent it. Some cases
from my own experience...

1. Identical connectors on different low tension voltage
sources were exchanged, which destroyed the power
supply of a digital video camera, which was not re-
pairable in the field or in local towns.

2. A device for airflow measurement arrived at the last
minute and could not be checked; on opening in the
field it turned out that one small but crucial tube was
missing. Fortunately a medical supplier in a suburb of
Abidjan had tubes of the same size in stock.

3. In an inattentive moment due to the tropical climate
a student jammed a DAT tape into the DAT recorder
wrong way round and could not extricate it. A more
robust colleague was about to dig it out with a table
knife, but I preferred to apply the methods described
in (Pirsig, 1974), and sat down for an hour or so with
a cup of tea meditating on the problem (and check-
ing the delicate mechanism with a torch), finally re-
moving the offending cassette undamaged by levering
an almost invisible catch with a fine-bladed penknife.
The more robust colleague then asked me why I hadn’t
done this right away instead of wasting time drinking
tea...

For reasons such as these, extensive prior equipment test-
ing, and a certain amount of redundancy of equipment is
necessary. But in fieldwork corpus building there is in-
evitably an element of ‘no risk, no fun’...
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Abstract 
This contribution presents a structured view of the ISCA SALTMIL SIG opportunities in the Sixth EU Framework Programme for 
Research and Technological Development (FP6). It overviews the SIG’s early involvement in FP6 by describing a submission of the 
expression of interest (EoI) HLTport (Human Language Technology Portability) to the programme, and summarizes reflections from 
participation on the “Information Day on the early stages of implementation of the IST programme within FP6” in Luxembourg. The 
HLTport FP6 EoI is one of the actions taken after the LREC 2002 workshop on “Portability Issues in Human Language Technologies”. 
Building on the excellent FP6 presentation at CORDIS, the paper develops a closer look at the opportunities based on the intersection 
between the SALTMIL and the FP6 aims and objectives. The paper concludes by proposing ways aiming to help these opportunities to 
fulfill. 
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Abstract 

We present an automatic approach to constructing a partial 
Amharic – English lexicon from parallel texts. The analysis of 
the texts is supported by the application of lemmatization and 
part of speech tags from a dependency parser for English and a 
simple morphological analyzer for Amharic. The results in this 
paper show how a small partial lexicon that maps a subset of 
English nouns to their correct Amharic counterpart, can be 
constructed with relatively good accuracy. We also describe a 
way of improving precision by providing a measure for the 
likelihood that a mapping is correct. 

Introduction 
Amharic is the official government language of Ethiopia 
and is spoken by 15 - 30 million people. In spite of this, it 
suffers severely from lack of computational linguistic 
resources. Most work on natural language processing of 
Amharic to date has consisted of limited prototypes of 
morphological analysers, part of speech taggers, and 
parsers that all suffered from the fact that no lexicon, or 
other resources existed and that they thus had to be 
constructed from scratch. The work presented in this 
paper deals with the construction of an English Amharic 
lexicon, where we try to benefit as much as possible from 
the existence of such resources for English. 

We present an automatic approach to constructing an 
English-Amharic electronic lexicon from parallel texts. 
The approach builds on earlier work presented in (Alemu 
et.al, 2003), but is extended through the application of a 
simplistic Amharic morphological analyser that we 
implemented. In addition to this, we supplement the 
morphological analysis by part of speech tags for the 
English words. We have considered the possibilities to use 
a dependency parser (Tapanainen & Järvinen, 1997) for 
the English texts and the correspondences between 
parallel sentences to support the construction of the 
Amharic lexicon. A very strong claim of these 
correspondences is often referred to as the Direct 
Correspondence Assumption (DCA), which states that 
syntactic dependencies hold across languages. In its purest 
form this is certainly a too strong assumption, but as Hwa 
et al. (Hwa et.al, 2002) shows, some syntactic 
dependencies, such as head-modifier relations, often hold 
between parallel sentences in different languages.  

In the work presented in this paper, we only use the 
lemmatized words and the Part-of-Speech provided by the 
dependency parser, to support the mapping between 
words in the two languages. The analysis is then further 
supported by doing a simplified morphological analysis of 
the Amharic words (i.e. stripping of the longest matching 
prefixes and suffixes). 

It is obvious to the authors that the described approach 
can not be fully automatic and completely replace the 
work of human experts. Instead it is intended to function 
as a semi-automatic support to human experts, and to 
reduce their monotonous workload and instead allow them 
to focus their attention on the difficult linguistic 
considerations that have to be taken when building a 
lexicon. 

Lexicon extraction from parallel texts 
The work presented in this paper is based on the incorrect 
and oversimplified assumption that there is a one-to-one 
mapping between words in different languages. If this 
assumption would be correct, then for a given parallel text 
that is aligned at the sentence level, there would always 
exist a unique mapping between word pairs across parallel 
sentences. Furthermore, the words in each such word pair, 
would have an identical distribution over the whole 
parallel corpus (and over the language in general). A word 
in language A that occurs only in sentences SA1 … SAn 
would have a corresponding word in language E that 
occurs in the aligned sentences SE1 … SEn (and only in 
these sentences). 

There are a lot of exceptions to this assumption that in 
reality makes the mapping between words a more difficult 
task. Words in one language will have a corresponding 
translation that consists of more than one word in the 
other language, they might not occur at all or as affixes or 
parts of words in the other language, they might be 
ambiguous in one  language but not in the other, they 
might be expressed as a number of synonyms in one or 
both languages and not have a clear overlap, etc. etc. 

In spite of this, we believe that this one-to-one mapping 
occurs often enough for us to take advantage of it in the 
automatic extraction of a bilingual lexicon.  
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The data set 
We are currently working with English1 and Amharic2 
versions of the New Testament. Due to the fact that these 
texts are numbered down to the verse level, they were 
relatively easy to align. The manual work consisted of 
adjusting for the few occurrences of different numbering  
in the two texts. These texts had the advantage that they 
consisted of a considerable amount of translated text 
(100,000 words) and that they were already relatively well 
aligned at the sentence level. The two data sets are 
available on the Internet in xml-format. Amharic uses its 
own and unique alphabet (Fidel) and there exist a number 
of fonts for this, but to date there is no standard for the 
language. The Amharic data set was originally 
represented using a Unicode compliant Ethiopic font 
called Jiret. For compatibility reasons we transliterated it 
into an ASCII representation using SERA3.   

Experiments 
Due to the different morphological properties of the two 
languages (Amharic being highly inflected while English 
is not), we wanted to utilize the fact that a correct 
mapping between an English word and an Amharic word 
in the parallel text could be expressed in an number of 
different ways on the Amharic side and only a few on the 
English side. Given that we want to find a correct 
translation for an English noun, we would then start by 
locating all the English sentences that contain this word, 
and then look for the Amharic word that would occur in as 
many as possible of the corresponding Amharic sentences, 
and that would at the same time occur in as few as 
possible of the other sentences.  
 
We calculated the information content in order to score 
the candidate words and to get a measure for the 
likelihood for each of the candidate words that they are 
the correct translation of the English word. The 
information content (which is a measure from information 
theory) finds the optimal number of bits that are required 
to code class membership.  
 
Given an English word WE that occurs in sentences SE1 .. 
SEn and only in those sentences in the corpus, WE 
partitions the set of English sentences into two groups, 
one would be the group of sentences (G1) that contain WE 
(SE1 .. SEn ), and the other group would be the remaining 
English sentences (G2). It would also indirectly partition 
the set of Amharic sentences into two groups, those that 
are aligned with the sentences in G1 (SA1 .. SAn) and those 
that are aligned with the sentences in G2. If the English 
word WE would always be translated into the same unique 
Amharic word WA, and if WE is the only English word 
that is translated into WA, then WA would partition the set 

                                                
1 Parallel Corpus Project: The Bible, available at: 
http://benjamin.umd.edu/parallel/bible.html 
 
2 Revised Amharic Bible in XML, available at:  
http://www.nt-text.net/eth/eth_index.htm 
 
3 SERA stands for System for Ethiopic Representation in ASCII, 
http://www.abyssiniacybergateway.net/fidel/sera-faq.html 

of English and Amharic sentences into the same groups 
G1 and G2 that WE does. Even in cases when a unique 
one to one mapping does not exist, we assume that the 
Amharic word would have a distribution among the 
Amharic sentences that is similar to the distribution for 
the English word. The task is therefore, for each Amharic 
word that occurs in at least one of the sentences SA1 .. SAn, 
to measure how well it can partition the sentences into the 
groups G1 and G2. We get a measure for this from the 
formula for information content given below:  
 
        Information Content for word WAn = 
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where C11 is the number of aligned sentences that contain 
WE and WAn, C12 is the number of aligned sentences that 
contain WAn but not WE, C21 is the number of aligned 
sentences that contain WE but not WAn, and C22 is the 
number of aligned sentences that does not contain neither 
of WE or WAn.  

Pertaining to the difference in the morphological 
properties of the two languages  the  mapping is fewer to 
more in most cases. If we take for example the Amharic 
word bEt which means house, there are many forms of 
this noun that could be mapped to house. But each of the 
word forms would appear as a separate word and would 
have a frequency count of its own.  

bEt --  house 

bEtu – the house 

yebEtocE – my houses’ 

bEtacew – their house 

kebEtu – from the house 

yebEtum – the house’s also 

yebEtocachu – your houses’ 

lebEtocacn – for our houses 

 Amharic nouns are inflected with plural markers, 
possession markers, definiteness markers, object case 
markers and emphasis markers. Furthermore,  
prepositions cliticize to the first element of the noun 
phrase.  Thus, a single Amharic noun such as bEt may 
have more than 100 inflected forms.  In order to handle 
this, morphological analysis (here just stripping of the 
prefixes and affixes) of the Amharic words was done 
before the frequency counts. 

To lemmatise and tag the English words  the ENGFDG 
(Tapanainen & Järvinen, 1997),  dependency parser has 
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been used. The information about the word class of the 
English words was then used to guide the morphological 
analysis of the Amharic counterparts. 

We have run a number of preliminary experiments where 
we, for each English word, first scored all the Amharic 
candidate terms for that word. A candidate term is a word 
that occurs in at least one of the Amharic sentences that 
represents translation of the English sentences in 
consideration. We then selected a subset of the English 
words. We assumed that it would be easier to come up 
with a correct mapping if the candidate terms would occur 
in more than just a few sentences and therefore selected a 
subset where the word in consideration had occurred in at 
least 7 different English sentences, and where the top 
ranked Amharic translation candidate had occurred in at 
least two different sentences. In addition to that we only 
considered English words that had been tagged as nouns. 
This resulted in a subset consisting of 545 distinct English 
nouns. For each such English word, we then selected the 
30 highest translation candidates from the Amharic side 
for further processing. 

Evaluation 
We manually evaluated the 30 highest ranked translation 
candidates for each of the 545 English words. The 
evaluation consisted of determining what candidates were 
to be considered as correct translations of the English 
word, what were to be considered as synonyms to (or 
different word forms of the correct translation), and to 
determine in what cases the correct translation would 
consist of more than one word (e.g. church = bEte 
krstiyan). 
 
In the first part of the experiments, where we used no 
morphological analysis of the Amharic words, we 
managed to correctly map 417 of the 545 (76.5%) of the 
words correctly, in 125 cases (23.5%) a wrong word was 
found to be the top ranking candidate. In 22 cases the 
correct Amharic translation was a term consisting of two 
or more words, and in all these cases, one of the 
consisting words were ranked as the top candidate. In 17 
of those, all words were consecutively ranked as the top 
scoring ones, while in 5 cases, the second word was 
ranked as the 3rd or 4th highest ranking candidate. 
 
In the second part of the experiments, we merged different 
forms of the Amharic candidate words by ignoring 
differences in inflection by prefixes and suffixes. Here, 
we managed to correctly map 458 of the 545 (84.0 %) of 
the words correctly,  in 87 cases (16.0 %) a wrong word 
was found to be  the top ranking candidate. In 22 cases the 
correct Amharic translation was a term consisting of two 
or more words. As above, in 17 of those cases, all words 
were consecutively ranked as the top scoring candidates, 
while in 5 cases, one of the words was ranked as the 1st 
candidate, but the second was ranked as the 3rd or 4th 
highest ranking candidate. These results are presented in 
Figure 1, below. “correct” is the number of words that 
were mapped to their correct translation, “synonym” is the 
number of words that were mapped to a synonym, “two 
words” are the number of words that were correct 

Amharic translations consisting of two or more words and 
where these were the top ranking candidates, and 
“incorrect” is the number of words that were incorrectly 
mapped. 
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Figure 1. Results from the experiments for the not 
morphologically processed and the morphologically 
processed datasets, respectively. 
 
We noted an interesting difference between the cases 
when the English word was mapped to its correct Amharic 
translation, and the cases when the mapping was not 
successful. In most cases the mapping succeeded, there 
was a relatively large difference between the score for the 
highest ranked (correct) Amharic word, and the remaining 
translation candidates. On the other hand, when the 
algorithm did not rank the correct translation as the top 
ranking alternative, this difference was in most cases 
much smaller.  
 
Since in these experiments, we are not primarily trying to 
generate a complete lexicon, but rather a smaller partial 
lexicon, we are interested in finding an estimate of how 
likely it is that a certain mapping between an English and 
an Amharic word is correct. We therefore filtered the 
result by ignoring such suggested mappings that have an 
absolute value of the difference of the score for the 
highest and second highest ranked candidates below a 
certain threshold. The assumption here would be that a 
lager difference would more clearly indicate that the 
mapping is correct. In Figure 2 below, we show the results 
of this filtering process (on the morphologically processed 
words) as a tradeoff between precision and recall for the 
English words as a function of the threshold value. The 
precision is measured by dividing the number of correctly 
mapped word pairs by the number of correctly mapped 
word pairs plus the number of incorrectly mapped word 
pairs. The recall is measured by dividing the number of 
correctly mapped word pairs by the total number of 
English words under consideration. As  can be seen from 
the figure, as threshold values approach zero, the 
precision and recall would get closer and closer to 84% 
and 100% respectively, which are the same figures that 
are reached when no filtering is applied. On the other 
hand, as the threshold values increase, the precision will 
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increase while the recall will decrease, so that for example 
at a threshold value of 10, the algorithm will have a 
precision of 95% and a recall of 80% of the words.  
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Figure 2. Precision and recall for the morphologically 
processed words, as a function of threshold value when 
morphological analysis has been done. 

Conclusions 
We have shown preliminary results of experiments aimed 
at finding automatic ways to create a partial English – 
Amharic lexicon. For a limited subset of words that occur 
frequently enough in the corpus, we have shown that it is 
possible to extract correct mappings between English and 
Amharic words with a relatively good precision. 

Since the amount of words used is very small and the 
experiments are conducted on a single word class, it is 
difficult to draw major conclusions. Nonetheless, simple 
morphological analysis seems to have a positive influence 
in automatic bilingual lexicon extraction. This could be 
accounted to the fact that the number of count for the 
corresponding Amharic words is much higher when the 
affixes are stripped off, and a better matching is obtained. 
Furthermore, our experiments suggest that the difference 
in scoring between the 1st and 2nd candidate word may be 
a good indicator of the reliability of mapping. 

We have currently not dealt with the problem of 
determining when the correct mapping involves terms 
with more than one word in either language, but the few 
examples of such occurrences in the current experiment 
indicate that the difference in score between candidates 
can be an indicator of this. This will however have to be 
investigated in more detail before any definite conclusions 
can be made. 

Future work 
We are currently discussing different ways in which the 
current work can be extended. One way is to build up a 
larger lexicon iteratively by first creating a small and 
accurate partial lexicon, and then to make those mappings 
permanent in order to reduce the possible mappings for 
the remaining words. Another is to apply the same 

technique to do morphological analysis for word classes 
other than nouns. There is also the possibility to use a 
number of other heuristics to guide the mapping between 
words. These include string matching for proper names 
(which tend to be similar across languages). It also 
includes the application of linguistic knowledge about 
specific properties of Amharic  (e.g. that the verb always 
comes last in a sentence). In the current work, we used an 
Amharic corpus consisting of  approximately 100,000 
words. It is reasonable to believe that the techniques 
described here will benefit from even larger data sets and 
we are actively looking for a larger parallel corpus in 
order to verify this.  
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Abstract 
 

In this paper we give an outline of a corpus planning project which aims to develop linguistic resources for the nine official African 
languages of South Africa in the form of corpora, more specifically spoken language corpora.  In the course of the article, we will 
address issues such as spoken language vs. written language, register vs. activity and normative vs. non-normative approaches to 
corpus planning.  We then give an outline of the design of a spoken language corpus for the nine official African languages of South 
Africa.  We consider issues such as representativity and sampling (urban-rural, dialects, gender, social class and activities), 
transcription standards and conventions as well as the problems emanating from widespread loans and code switching and other 
forms of language mix characteristic of spoken language.   Finally, we summarise the status of the project at present and plans for the 
future.    

Introduction 

In this article we give an outline of a joint corpus 
linguistics project between the Departments of Linguistics 
at Unisa and Gothenburg (Sweden).  The project aims to 
develop computer-based linguistic resources for the nine 
official African languages of South Africa in the form of 
spoken language corpora.  The raw data of the corpora 
come from audio-visual recordings of natural language 
used in various social activities. 
 Although this project is administered by the two 
linguistics departments mentioned above, we would like 
to involve as many African linguists and scholars as 
possible working on these languages as full participants in 
this project.  One of the aims of this article, then, is to 
publicise this project, its goals, methods and potential 
outcomes to the relevant community of scholars in South 
Africa.   
 

The rationale behind the project 

Diminished and diminishing linguistic diversity is a 
characteristic feature of our contemporary world.  This 
feature is, to a large extent, a function of the effects of 
globalisation on diversity.  Factors such as global socio-
economic pressures, the need for international 
communication standards and stable geo-political 
relations seem to entail inevitable monolingualism at the 
expense of linguistic diversity.  About half of the 
approximately 6 000 languages spoken in the world today 
will be extinct by the end of the century for the simple 
reason that 90% of the world’s population speaks the 100 
most-used languages (Nettle & Romaine, 2000: 8).  Even 
some of the 100 most-used languages may ultimately 
succumb to what Granville Price (as quoted by Nettle & 
Romaine, 2000:5) has aptly called the “killer language”, 
namely English or, more precisely, World Englishes.  
English in all its varieties is simply the predominant 
medium of international linguistic interaction.   

 Why, then, given these overwhelming trends towards 
global monolingualism, should any speech community 
channel any efforts and resources towards the 
maintenance of their language?  In a sense, the Asmara 
Declaration, which was issued by the delegates to a 
conference entitled Against All Odds: African Languages 
and Literatures into the 21st Century held in Asmara, 
Eritrea from 11 – 17 January 2000, is an attempt to answer 
this question.  
1. The vitality and equality of African languages must be recognized 

as a basis for the future empowerment of African peoples. 
2. The diversity of African languages reflects the rich cultural 

heritage of Africa and must be used as an instrument of African 
unity. 

3. Dialogue among African languages is essential: African languages 
must use the instrument of translation to advance communication 
among all people, including the disabled. 

4. All African children have the inalienable right to attend school and 
learn in their mother tongues.  Every effort should be made to 
develop African languages at all levels of education. 

5. Promoting research on African languages is vital for their 
development, while the advancement of African research and 
documentation will be best served by the use of African languages. 

6. The effective and rapid development of science and technology in 
Africa depends on the use of African languages, and modern 
technology must be used for the development of African languages. 

7. Democracy is essential for the equal development of African 
languages and African languages are vital for the development of 
democracy based on equality and social justice. 

8. African languages, like all languages, contain gender bias.  The 
role of African languages development must overcome this gender 
bias and achieve gender equality. 

9. African languages are essential for the decolonization of African 
minds and for the African Renaissance. 

 
The South African spoken language corpus (SASLC) 
project subsumes, directly or indirectly, all the concerns 
expressed in this declaration, but more specifically the 
concerns raised in points 3 – 6, in the sense that it will 
develop a platform of computer supported basic linguistic 
resources for applications in translation (point 3), 
language teaching (point 4), language development (point 
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5) and language adaptations for science and technology 
(point 6). 
 Compared to corpora of English, SASLC is perhaps 

most similar to the Wellington corpus of spoken New 
Zealand English (Holmes et al., 1998), to the spoken 
language part of BNC (British National Corpus) and to 
the London/Lund corpus (Svartvik, 1990).  Compared 
to spoken corpora of the Nordic languages, SASLC is 
similar to the Danish BySoc corpus (Gregersen 1991; 
Henrichsen 1997).  The SASLC project is however 
distinct from these spoken language corpora in that its 
sampling is activity related, i.e. natural language use in 
a representative range of socio-economic activities.  In 
this regard, SASLC is very similar to and largely 
guided by the approach of the Gothenburg spoken 
language corpus (GSLC). See Allwood et al, 2001)  

  
   
 In the next section we briefly contrast spoken and 
written language and indicate why we focus on spoken 
language in this project.  

Why spoken language? 

Structuralist linguistics for a long time has favoured 
(explicitly and perhaps mostly implicitly) the view that 
the difference between spoken and written language is of 
no relevance to linguistic theory.  In addition to the more 
applied objectives of the SASLC project (such as 
language development) we also aim at a critical 
examination of this linguistic orthodoxy.  
 One reason for this is that the structure of spoken and 
written language, although similar in some respects, are 
also very different in many ways.  Face-to-face spoken 
language is interactive (in its most basic form), 
multimodal (at the very least containing gestures and 
utterances) and it is also highly context-dependent.  
Further, spoken discourse very often consists of one word 
utterances.  Written language, on the other hand, in its 
most typical form is non-interactive, monological and 
monomodal with a lesser degree of contextualisation.  
Typically, written language involves sentences which are 
governed by normative rules that dictate the structure of 
properly formed sentences.  The norms of spoken 
language are usually of a different sort, rather dictating 
communicative efficiency enabling high rate processing 
required by speech.  

In spoken language we therefore find linguistic 
expressions that enable “online” thought processing or 
expressions that allow for change of mind.  From a 
normative written language perspective these linguistic 
phenomena might be called “dysfluencies”, “false starts”, 
“self-corrections” etc.  In spoken language one also finds 
short and unobtrusive ways of giving discourse feedback, 
e.g. expressions like ee, mh, yuh that indicate 
comprehension, affirmation, surprise and so on. 

None of these linguistic phenomena that are so 
characteristic of spoken language have any place in 
written language.  Through the development of spoken 
language corpora we therefore hope to broaden the 
empirical basis for work on what we believe ought to be 

the central area of linguistic research, namely face-to-face 
linguistic interaction.        

Considerations in the compilation of a spoken 
corpus 

The compilation of a spoken corpus in the multilingual 
environment in South Africa is seriously affected by at 
least two features of everyday language use: dialectical 
variations, on the one hand and, on the other hand, 
interlingual communicative strategies, such as loans, 
code-switching, urban koines (cf. Schuring, 1985).  If one 
is aiming at recording natural language use, as we are, all 
the natural features of language use in a multilingual 
society, including dialectal variation and language mix, 
need to be recorded and accounted for. 

Obviously, representativity depends on the kinds of 
variables that are selected to guide the empirical scope of 
the study.  The deliberate bias of our project is on 
language use in a representative sample of social 
activities.  This does not mean that we ignore other 
equally important variables.  We deal with these variables 
in a particular annotational fashion rather than using them 
in the sampling criteria. In the SASLC representativity 
does not allude to sociolinguistic variables such as 
regional dialect, gender, social class or age but rather the 
range of social activities.  We do this because we want to 
get an ecologically valid picture of the functionality of a 
language, which would be very difficult to achieve were 
we to use the traditional interview format which is 
normally used to capture variation with regard to regional 
dialect, gender, social class or age. 

The project 

Four initial phases are distinguished in the project: a 
recording phase, a transcription phase, a checking phase 
and a tagging phase. The overall progress of the project 
involves concurrent research activities in all four phases.  
In fact, the developments of various corpus tools, the 
creation and refinement of an archiving infrastructure, the 
training of research participants and even trial runs of 
research outputs require collateral work in all the phases 
more or less simultaneously. 

The recording phase 
This phase in the design and development of a corpus 
presupposes certain fundamental assumptions about 
various aspects of the data that will form the corpus.  
Generally speaking, the following parameters seem to 
guide such assumptions: 
- representativity of the corpus 
- control of variables in language varieties 
- recording medium and storage 
- volume/size of the corpus 
- length of each sample 

 Allwood (2001) gives an outline of a different 
basis for a representativity measure for spoken language 
corpora, namely social activities.  Social activities have 
been taken as the basis for decisions on the range and 
scope of representative samples in the Gothenburg spoken 
language corpus of Swedish (GSLC).  
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In our pilot study on Xhosa we have recorded 
samples of activities such as meetings, teacher discussions 
and seminars, student discussion classes, sermons, burial 
services, kin group meetings, informal discussions and 
patient interviews in hospitals. The corpus size we are 
aiming at is a million words, which corresponds to 
roughly 200 hours of recordings, per language.  

The transcription phase 
There are two facets to the transcription of recorded 
samples in our project: 
-  meta-transcription information (the header) 
- the transcription of the contributions of all the speakers 

- in an activity with some mark-up (the body). 

The meta-transcription information 
The transcription that can perhaps best be described by 
means of an example. 
Transcription Header 
@ Recorded activity ID: V010501 
@ Activity type: Informal conversation 
@ Recorded activity title: Getting to know each other 
@ Recorded activity date: 20020725 
@ Recorder: Britta Zawada 
@ Participant: A = F2 (Lunga) 
@ Participant: B = F1 (Bukiwe) 
@ Transcriber: Mvuyisi Siwisa 
@ Transcription date: 20020805 
@ Checker: Ncedile Saule 
@ Checking date: 20020912 
@ Anonymised: No 
@ Activity Medium: face-to-face 
@ Activity duration: 00:44:30 
@ Other time coding: Various subsections in the activity 
@ Tape: V0105 
@ Section: Family affairs 
@ Section: Crime 
@ Section: Unemployment 
@ Section: Closing 
@ Comment: Open ended conversation between two adult 
female speech therapy students Bukiwe and Lunga at 
Medunsa. 
Each information line is marked by the @ sign.  The 
information lines with the exception of a few are self-
explanatory and need no further comment. The 
information in the recorded activity ID line: V010501 
specifies the following: V = Video, 01 = project number, 
i.e. the current spoken language corpus project, 05 = the 
number of the tape within this project.  Each participant in 
a recorded activity in the project gets a unique code.  That 
is F1 (where F = female) is uniquely associated with 
Bukiwe and will again be used if she participates in 
another recorded activity.  The general rule is that 
participants in the transcription remain anonymous and 
that all information that could identify them is removed 
from the transcription and retained in a separate file that is 
not publicly available.  Headers are open-ended 
information structures and additional information about 
the participants (for instance their age, level of education, 
knowledge of other languages) could be freely appended. 

The transcription (the body) 
The mark-up conventions used in the annotations of the 
transcriptions of recorded activities in this project follow 
the transcription standards developed in the Department of 
Linguistics at Gothenburg University (cf. Nivre no date).   
 Three types of lines are distinguished in the 
transcription body – a contribution line preceded by the 
dollar sign $ (for speaker), a comment line preceded by 
the @ sign where comments about certain peculiarities in 
a contribution are provided, and a section line indicated by 
the § sign where the subsections of a sample text are 
designated.  Consider the example below. 

 § At office   
 Section line 
 $A: uyakhonza kanene < >  Contribution 
 @ < nod >    

The section in the sample from which this excerpt comes 
is ‘at the office’. Participant A makes the contribution 
uyakhonza kanene. While A is making this contribution 
she nods and this concurrent gesture is marked by the 
angle brackets < > and commented on in the comment line 
<nod>. 

Elisions, overlaps, comments, pauses, lengthening  
Next, we exemplify some more features, typical of spoken 
language, which are part of the transcription standard. 

§ Religion   
$B: uyakhonza kanene 
$A: ndiyakhonza owu ndiyamthand{a}  [4 < uthixo > 
ndiyamthanda andisoze ndimlahle undibonisile ukuba 
mkhulu nantso ke into efunekayo qha ]4 kuphela 
$B: [4 nantso ke sisi // e: e:]4 
@ < personal name: God > 

In the contribution of A, the curly brackets in 
ndiyamthand{a} indicate that written language would 
require -a.  Typical of certain spoken language activities is 
the occurrence of overlaps where some participant(s) 
say(s) something during the contribution of the participant 
who has the turn.  These overlaps are indicated by means 
of square brackets (and are numbered because there could 
be several) in the contributions of the participants whose 
turn it is.  In the excerpt above the bracketed overlap 4 
illustrates this convention.  Comment information can be 
of several kinds, for example, gestures, loans, code-
switching and also names.  Pausing is indicated by // 
(slashes) and vowel length by : (colon). 

The checking phase 
The checking involves viewing a copy of the video 
recording while following the transcription.  In our pilot 
study so far we have tried to arrange a meeting after each 
checking phase where the transcriber and the checkers 
discuss flaws in the transcription and try to resolve 
differences of opinion.  The checking phase is not only 
important to ensure the reliability and validity of the 
corpus, but also functions as a feedback to recorders to 
improve recording techniques.    

The tagging phase 
 We will now briefly comment on the development of a 
tag set  for African languages in our project.  The 
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extensive inflectional variety within categories (e.g. up to 
23 different classes of nouns with equally extensive 
concomitant concordial agreement varieties) requires 
some decision on the scope of the tag set.  Should it 
represent slots/types and leave the paradigmatic 
varieties/tokens unspecified.  For example, should the tag 
set only represent word classes, say, Noun without further 
reflection of the category- internal class distinctions, or 
should it represent the whole range of classes by means of 
different tags.  We have opted for the latter approach in 
the development of a tag set in our project whereby 
paradigmatic varieties within a category are differentiated 
by means of different tags.  Needless to say, this resulted 
in a rather sizeable tag set with rather serious implications 
for the manual tagging of the samples in the corpus.   
 The latter problem is addressed in several ways in the 
project.  The tag set has been printed on charts (A1 paper 
size) in order to facilitate look-up.  We are also in the 
process of developing computer-assisted manual tagging 
in the form of drag-and-drop tagging from tag set 
windows.  And finally, we are currently developing an 
automatic computer tagger.  Manual tagging is, however, 
still needed for the development of a training corpus and 
also for the correction of errors. 

Conclusion 

In conclusion we would like to briefly outline the scope of 
the potential research output of the corpus resources that 
will be developed in this project.  Although the project is 
to some extent still in its beginnings stages where most 
activities were geared towards the building of an 
infrastructure as well as the training of researchers in the 
various facets of the project, sufficient progress has been 
made in some of our pilot studies to warrant the initiation 
of some research output activities as well.   

Some of the possible long term results we hope to 
achieve through the project are the following: 
(i) A database consisting of corpora based on spoken 

language from different social activities for the 
indigenous languages of South Africa. This 
database will be open to the research community, 
providing a resource for research and practical 
applications based on African languages. 

(ii) A set of computer based tools for searching, 
browsing and analyzing the corpus. These tools 
will be developed in collaboration with the 
Department of Linguistics, Gothenburg University, 
Sweden. 

(iii) Frequency dictionaries on the word level for the 
spoken language of the indigenous languages of 
South Africa. If written language corpora can be 
secured for these languages, we also expect to be 
able to provide comparative frequency dictionaries 
of spoken and written language for the same 
languages. 

(iv) Frequency dictionaries based on morphological 
analysis of words. 

(v) Analyses of a range of spoken language 
phenomena, such as own communication 
management and interactive communication 
(feedback, turn taking and sequencing). 

(vi) Frequency based dictionaries for collocations and 
set phrases. 

(vii) Descriptions of the language of different social 
activities, including, if this is seen as appropriate, 
frequency listings of words and phrases. 

(viii) Syntactic analysis of spoken language and 
contributions to providing spoken language 
grammars for different African languages. 

(ix) Analyses of spoken language, providing bridges to 
cultural analysis of narratives, values, politeness, 
etc. 

These are nine possibilities we see at present. Which of 
them will actually be carried out will depend on the 
interests of the research team. Probably, as our work 
develops, also other types of analysis will appear. 

Finally, let us reiterare the use that our corpora can 
have for comparative linguistic studies of African 
languages and for comparisons of non-African languages 
with African languages. In such comparisons, we hope to 
examine some typical spoken language phenomena such 
as feedback in comparisons between, for example, African 
languages, Afrikaans, English and Swedish. 

The corpus can also be used as a resource for 
researchers and practitioners outside of linguistics, such as 
educators and speech therapists, for whom the corpus can 
serve as a basis for educational or therapeutic material or 
as an aid to the standardization of evaluative or diagnostic 
tests.22 
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Abstract
The Montage project aims to develop a suite of software tools which will assist field linguists in organizing and analyzing the data they
collect while at the same time producing resources which are easily discoverable and accessible to the community at large. Because we
believe that corpus methods, descriptive analysis, and implemented formal grammars can all inform each other, our suite of software
tools will provide support for all three activities in an interoperable manner.

1. Introduction
The Montage (Markup for ONTological Annotation and

Grammar Engineering) project aims to develop a suite of
software whose primary audience is field linguists working
on underdocumented languages. The tool suite is designed
to have five major components: a manual markup tool to
allow for basic grammatical annotation of data, a grammar
export tool to allow annotated data to be summarized in a
way similar to a traditional grammatical description, a la-
beled bracketing tool for incorporating information about
syntactic relations into the data, a “grammar matrix” to as-
sist with development of a precision formal grammar, and
a tool which uses manually annotated data and a formal
grammar to partially automate the annotation process.

2. Goal of the paper
The goal of this paper is to given on overview of the

structure of the Montage toolkit with an emphasis on how
it fits into the traditional conception of field work and lan-
guage documentation and how the tools to be developed
build off of existing tools for formal grammar engineering.
Section 3 discusses which aspects of language documenta-
tion will be enhanced by the Montage toolkit. Section 4
describes the structure of the toolkit from a technical per-
spective. Section 5 describes how some of the tools which
form the core of Montage will be adapted from existing
tools for formal grammar engineering.

3. Language documentation and the
Montage toolkit

Traditionally, the process of language documenta-
tion has been an extraordinarily labor-intensive and time-
consuming task. It involves hundreds of hours of elicita-
tion with native speakers. Based on such elicitation, basic

documentary resources like audio and video tapes as well
as annotated resources like transcribed texts and word lists
can then be produced. After this is done, the data collector
can begin to perform grammatical analysis on the language.
In the ideal case, this work results in the creation of a de-
scriptive grammar, a dictionary, and a small collection of
translated and analyzed texts. Often, however, the barriers
to the production of these documents are so high that they
are never completed. When this is the case, the data from
the language typically remains highly inaccessible and is
effectively “lost” to the general community.

In the past few years, a small number of organizations
have begun the project of developing digital standards and
tools in order to make the task of language documentation
easier as well as to ensure that digital resources created by
field linguists are accessible to a wide audience and will not
be lost as digital technology evolves. Some of these initia-
tives include the Electronic Metastructure for Endangered
Languages project1 (EMELD), the Dokumentation Bedro-
hter Sprachen project2 (DoBeS), the Querying Linguistic
Databases project3, and the Open Language Archives Com-
munity4 (OLAC).

These initiatives are developing tools that address some
of the issues faced by field linguists. For example, the cre-
ation of dictionaries will be facilitated by EMELD’s Field
Input Environment for Linguistic Data tool5 (FIELD), and
the Elan tool6, developed by the DoBeS project, is use-
ful for the basic task of transcribing data. In addition to

1http://www.emeld.org
2http://www.mpi.nl/DOBES/
3https://www.fastlane.nsf.gov/servlet/showaward?award=0317826
4http://www.language-archives.org
5http://saussure.linguistlist.org/cfdocs/emeld/tools/fieldinput.cfm
6http://www.mpi.nl/tools/elan.html
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these tools, the EMELD project is also developing an ontol-
ogy of grammatical terms, called the General Ontology for
Linguistic Description (GOLD) (Farrar and Langendoen,
2003). This ontology is designed to improve access to dig-
ital resources by creating a uniform means of annotating
them for grammatical information, without necessarily im-
posing any particular theory or terminology on researchers.

Such tools represent an enormous change in the soft-
ware available to field linguists. However, there remains a
notable gap: Nothing yet available or currently under de-
velopment supports the descriptive grammar component of
field linguistic research.7 The Montage toolkit will assist
in such grammatical analysis, from foundational descrip-
tive work to the statement and testing of precise hypotheses
about grammatical structure.

Figure 1 illustrates which aspects of language documen-
tation Montage is intended to facilitate. For illustrative pur-
poses, the figure includes how two other tools—Elan and
FIELD, discussed above—fit into this model of documen-
tation. As schematized in the figure, Montage will (i) assist
in creating annotated texts, specifically texts annotated for
grammatical information, (ii) include tools for extracting
information from the annotated texts to facilitate produc-
tion of descriptive grammars, and (iii) allow information
in descriptive grammars and electronic lexicons to serve as
the foundation for the construction of formal grammars. As
will be discussed in the next section, such formal grammars
will be used by the system to partially automate annotation
and analysis of data.

An important feature of Montage will be that it will al-
low grammatical annotations to be linked to external on-
tologies for grammatical terms. The use of ontologies will
not be enforced in the toolkit, and the researcher will al-
ways have the freedom to use their own terminology. How-
ever, should they choose to use the terminology provided
by the ontology or use other terminology but link it into
the ontology, Montage will make this straightforward. The
toolkit will, thus, be able to make important contributions
to the creation of interoperable linguistic resources. The
particular ontology which will be employed during the de-
velopment of Montage is the GOLD ontology. However,
the tookit’s design will not restrict the user to any one par-
ticular ontology.

While implemented formal grammars have not tradi-
tionally been a part of language documentation, we believe
that the current state of the art in computational linguis-
tics is such that field linguists can now benefit from the
enhanced hypothesis testing of grammar implementation
without needing to become expert in a second subspecialty.
Because of this, implemented formal grammars have an im-
portant position in Figure 1 with respect to the design of
Montage—even if they don’t fit into the traditional model.

In addition, we expect that the formal grammars pro-
duced by the toolkit will be valuable to software engineers

7The SIL tool, the Linguist’s Shoebox, which has been in
use for over a decade, can allow a linguist to perform basic text
markup and, therefore, assist in grammatical analysis. However,
this tool does not provide the support for the development of de-
scriptive and formal grammars that is part of the design of Mon-
tage.

working on tools which require knowledge of a language’s
grammar. To this point, such tools have generally only been
available for majority languages. Montage will facilitate
the creation of such tools for minority languages.

4. The design of Montage
The Montage toolkit will comprise five different tools,

each of which could be used independently but which,
when used together, will be designed to greatly enhance
the workflow of the field linguist. The five tools are each
discussed in turn.

• Manual markup tool: This tool will allow the
markup of basic linguistic data for grammatical infor-
mation. Its design will allow it to interface with an
ontology of grammatical terms as well as with elec-
tronic lexicons so that morphemes in the data can be
associated with their lexical entries.

• Grammar export tool: This tool will be a type of
“smart” export tool to allow data annotated for gram-
matical information to be put into a format which fa-
cilitates traditional grammatical description. For ex-
ample, it will export interlinearized example sentences
as well as grammatial “notes” made by the linguist for
particular linguistic constructions. Support will be in-
cluded for creating both hyper-text grammars and tra-
ditional print grammars.

• Labeled bracketing tool: This tool will be similar to
the markup tool except it will be specifically designed
to annotate sentences for the phrase structure and to
give grammatical labels to various levels of phrase
structure. This tool will, therefore, facilitate syntactic
description as well as the formation of formal imple-
mented grammars.

• Grammar matrix: The Grammar Matrix is a
language-independent core grammar designed to facil-
itate the rapid development of implemented precision
grammars for diverse languages. (It will be discussed
in more detail in section 5)

• LKB/ [incr tsdb()] tools: These are two existing
tools, the Linguistic Knowledge Builder and the
[incr tsdb()] Competence and Performance Labora-
tory which will be used together to allow for semi-
automatic parsing of data to find candidate sentences
for possible grammatical annotation. (These tools will
be discussed in more detail in section 5)

Figure 2 schematizes the workflow of grammatical de-
scription using the Montage toolkit. An important aspect
of workflow using Montage is the “positive feedback loop”
seen in the diagram. After the researcher manually marks
up a set of data and creates a partial formal grammar, Mon-
tage will examine an entire corpus to find sentences not
annotated for a particular grammatical feature but which
would be good candidates for such annotation. A partially
annotated corpus can, therefore, “jump-start” the process of
annotating an entire corpus.

SALTMIL Workshop at LREC 2004: First Steps in Language Documentation for Minority Languages

37



Primary data
(audio, video, field notes, etc.)

Transcribed and 
annotated texts

Elan

Descriptive
Grammar

Dictionary

Formal 
Grammar

FIELD

Montage
Toolkit

Montage
Toolkit

Figure 1: Language documentation and the Montage toolkit

Transcribed
Text

Grammar
Export
Tool

Grammar
Matrix

Annotated
Text

Traditional
Descriptive
Grammar

Underspecified
Formal 

Grammar

Precision
Formal 

Grammar

FIELDGOLD

Manual
Markup

Tool

GOLD FIELD

Candidate
Sentences

(for further annotation)

Labeled
Bracketing

Tool

LKB/
[incr tsdb()]

KEY TO DIAGRAM
New Montage tool
Montage-enhanced tool
EMELD tool/resource
Linguistic resource
Grammar (Stage 1–3)

Figure 2: Workflow using the Montage toolkit

As should be clear from Figure 2, the Montage toolkit
does not assume that work on the grammar of a language
proceeds “serially”. Rather, it assumes that work on each
resource can assist in work on the other resources. For ex-
ample, a partial descriptive grammar can assist in the pro-
duction of a partial formal grammar which, in turn, can as-
sist in the annotation of texts.

This model is designed with two ideas in mind. The first
is that traditional field work largely proceeds in this “par-
allel” fashion—for example, informal work on grammat-
ical description typically accompanies text analysis with
no strict division of the work. The second reason for this

model of workflow is to ensure that even incomplete gram-
matical analysis can produce a range of valuable resources.
A partially annotated corpus of texts can easily be produced
along side of a partial descriptive or formal grammar, for
example. This will allow researchers to collaborate more
easily on grammatical description and, crucially, will not
necessitate that grammatical analysis only be publicly dis-
seminated after it is “complete”.

5. Refining existing tools as part of Montage
An important aspect of Montage is that, of its five core

tools, two of them will be directly based on existing tools
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for grammar engineering; these are the Grammar Matrix
and the LKB/[incr tsdb()] tool combination, both devel-
oped as part of the LinGO (Linguistic Grammars Online)
project.8 Our use of such tools represents, we believe, an
important convergence between the methods of computa-
tional linguistics and the methods of descriptive linguistics.

The Grammar Matrix (Bender et al., 2002) is designed
to jump-start the process of implementing precision gram-
mars by abstracting knowledge gained in grammar engi-
neering activities done by the LinGO project into a form
that can be easily reused by grammar engineers working
on new languages. An early prototype of the Grammar Ma-
trix is being used with promising results in the development
of grammars for Norwegian (Hellan and Haugereid, 2003),
Modern Greek (Kordoni and Neu, 2003), and Italian9 (all
funded by the EU Project ‘DeepThought’10). Currently,
the most elaborated portion of the Grammar Matrix is the
syntax-semantics interface. This aspect of the core gram-
mar assists grammar engineers in converging on consistent
semantic representations for different languages.

The LKB grammar development environment (Linguis-
tic Knowledge Builder; Copestake (1992, 2002)) , includes
a parser and a generator as well as support for developing
implemented formal (typed feature structure) grammars.
[incr tsdb()] (Oepen, 2001) is a comprehensive environ-
ment for profiling and evaluating both grammars and pars-
ing systems which is integrated with the LKB. The sys-
tem design of Montage will allow the linguist to use the
LKB/ [incr tsdb()] tools directly, and, in addition, will pro-
vide for additional levels of functionality specifically de-
signed to facilitate identification of candidate sentences for
grammatical annotation.

While the tools developed by the LinGO project were
designed with formal grammars in mind, they assume a
model of grammar not dissimilar to that employed by the
traditional field linguist, and, thus, can be directly applied
to descriptive work. Specifically, both LinGO grammars
and traditional descriptive grammars assume a rich cate-
gory structure is operative in language and that grammati-
cal description consists of generalizations over those cate-
gories. The main difference between descriptive grammars
and the formal model of grammar employed by the LinGO
tools is simply one of precision—in order to be machine
readable, a restricted, well-defined set of categories must
be rigidly employed for resources using the LinGO tools,
while this requirement has not been essential for traditional
grammatical description.

However, even though descriptive grammarians have
not generally aimed for the level of precision required for
computational applications, with the rise of the use of digi-
tal resources in all aspects of linguistics, efforts have begun
to make descriptive materials precise in a way which would
facilitate their being machine-readable.

The EMELD project’s work on the GOLD ontology is a
good example of research in this vein, since it is an attempt
to codify traditional terminology into a well-defined con-
trolled vocabulary of terms which can be used in all kinds

8http://lingo.stanford.edu
9http://www.celi.it/english/hpsgitgram.htm

10http://www.project-deepthought.net

of linguistic resources. In order to take full advantage of the
accessibility provided by an ontology, we intend to support
links to the ontology from both the descriptive and imple-
mented grammars created with Montage. We expect that
this work will place new demands on the GOLD ontology.
Thus, while Montage has been made possible, to a large
extent, by work on ontologies, we expect work developing
the toolkit will also be valuable in refining and enhancing
the ontologies themselves.

6. Conclusion
The goal of the Montage project is to make advances in

electronic data management and computational linguistics
accessible to field linguists working on the documentation
of grammars of underdescribed languages. We envision
two final products based on the resources of our toolkit.
The first is the modern version of the traditional descriptive
grammar. Without the inherent limitations of a paper-based
format, these electronic grammars will allow easy access to
the entire corpus of source examples, enhancing linguistic
research. The second is a set of machine-readable resources
codifying the grammatical analyses of the language. These
resources will be valuable in linguistic hypothesis testing as
well as practical applications such as machine translation or
computer assisted language learning.
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Abstract 

 
Morphological analyzers are mainly available for major languages like English, Spanish and French. This paper describes a generic 
shell which can be used to develop morphological analyzers for different languages particularly minority languages. The shell uses 
finite state transducers with feature structures to give the analysis of a given word. The most significant aspect of the shell is the 
integration of paradigms with augmented FSTs. The simple format in which a linguist may provide data in the form of dictionaries, 
paradigm and transition tables is the other important feature of the shell. The shell has been experimented on Hindi, Telugu, Tamil and 
Russian languages. 
 

 
1. Introduction 

A generic morphological analysis shell is being 
developed which will allow rapid development of 
morphological analyzers for different languages. The shell 
together with language data will take a word as input and 
return its morph analysis in terms of root and features. 
The current model is developed using Hindi, Telugu, 
Tamil and Russian sample data. The model will be tested 
on other languages before arriving at the final model. 
 

2. Working of the Shell 
The shell allows a series of transducers to be put 

together where the output of one phase becomes the input 
for the next phase. The advantage of multiple phases is 
that the language analysis can be done modularly. For 
example, the initial phase can break the input word into 
root and affixes. The subsequent phases can take these as 
input and do the analysis and return the appropriate 
feature structures. However, our formalism is different 
from KIMMO system as given by Koskenniemi (1983) 
and Antworth (1990) as described later. 

The sample data from English, Hindi and Telugu 
shows such a break up. For these languages, the break up 
is done in two phases. The first phase is a root and suffix 
identifier and the second phase is a root and suffix 
analyzer (see figure 1). 
 
 
 
 
 
 
 
 
 
 
 
 

 
 
 

 
                      Figure 1: Transducer 

 
For example, in case of English, given a word, 

say ‘ate’, as input, Phase 1 returns the root and suffixes 
with some obvious features as can be seen from the 
example given below. (Features are given in XML 
notation with ‘fs’). 
For example: input string = ‘ate’ 
 
Phase 1: 
INPUT: ate 
OUTPUT: eat<> +ed<> 

 
This output is taken as the input for the next phase. The 
output of phase 2 is the final analysis of the given word. 
 
Phase 2: 
INPUT: eat<> +ed <> 
OUTPUT: <fs root=eat category=verb tense=past> 

 
This can be further illustrated with another input string 
‘am_going’ 
 
Phase 1: 
INPUT:  am_going 
OUTPUT: be<fs gender=masculine|feminine number= 
singular   person=first>   go<>   +ing<>  
 
Phase 2: 
INPUT: be<fs gender=masculine|feminine  number= 
singular   person=first>   go<>    +ing<>  
OUTPUT: <fs root=go category=verb tense=present 
aspect=continuous gender=masculine|feminine   number= 
singular   person=first> 

 
For implementing the above, we need at least two 

resources – 
a. A generic shell which allows FSTs and other 

data to be defined. 
b. Language specific data such as dictionaries, 

paradigm class and tables, and language specific 
FSTs. 

 
Let us look at the formalism of the shell and the 

specifications for providing the data. 

 Phase 1 Phase 2 

Root & Suffix 
Identifier 

               Root & Suffix 
               Analyzer 

A   B      C 

A = input string, a token or a sequence of tokens 
B = sequence of tokens, each with a feature structure  
C = a feature structure 
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3. Formalism of the Shell 
To introduce the augmented transition 

transducer, we begin by explaining the finite state 
transducers (FSTs). A FST has a set of states and directed 
arcs between them. The arcs are labeled by input symbols 
and possibly output symbols. One of the states is called 
the starting state. During a typical operation of the 
machine, it makes a transition from the current state to a 
new state by consuming a token from the given input 
string (of tokens) provided the input token matches the 
input symbol labeled on the arc. The output symbol on the 
arc is sent to output buffer. 

The machine completes successfully if the 
machine is in an accepting state when the input string is 
fully consumed. Thus, the machine always begins its 
operation in the starting state and if on consumption of the 
input string, it ends in an accepting state, it is said to 
complete successfully. On a successful completion, the 
output buffer is actually sent to the output. 

The formalism adopted here is augmented 
transition transducer with conditions, actions and feature 
structures. The finite state transducers are augmented with 
arcs labeled by the name of a specific FST, and feature 
structures with conditions and actions. Thus, they are like 
ATNs but also act as transducers.  

The labels on the arcs may be a string, 
dictionary, paradigm or another FST.  

The integration of paradigms with augmented 
FSTs is a unique feature of the shell. It is convenient to 
define paradigms for languages with relatively simple 
morphology such as Hindi, Bengali, etc. as shown in 
Bharati et. al. (1995; Chap. 3). One can give word forms 
of a prototypical root in a table (paradigm), and declare as 
similar other roots which behave like this one. It is left to 
the machine to compile add-delete strings from the table, 
to be used appropriately while processing actual word 
forms. 

However, even the languages with simple 
morphology have some phenomena which are not handled 
by paradigms very satisfactorily. In such cases, usually, 
the number of entries increases in the table, and there are 
obvious patterns in the word forms which are not captured 
well by add-delete strings. Thus, the person giving the 
paradigm, although he knows or sees the patterns, cannot 
specify them using the paradigms. In the case of 
agglutinative languages like Telugu (Krishnamurti, 1985; 
Rao, 2002), the problem is even more acute, because a 
sequence of word forms or affixes is concatenated to yield 
the final word form. Each of the internal word forms can 
be described in paradigms. But there is no way to put 
them together using the paradigms framework. 

In the work being reported here, the paradigms 
are integrated with augmented FSTs. This method allows 
paradigms to be used for describing a large part of the 
morphology, and the augmented FSTs to build on top by 
describing the hard cases including the concatenation of 
word forms. Thus, the simplicity of paradigms is 
combined with the power of AFSTs. 

This integration is achieved by providing arcs 
which are labeled with paradigms. While traversing such 
arcs, the paradigms are looked up and all the search using 
add-delete strings performed in a transparent way. 

Besides the above, the augmented FSTs can be 
put in a cascade where the output of one phase, feeds as 
input to the next phase. Such a feed is so designed that 
even the selected features can be transferred across. Such 
phases in the cascade can also be used to do chunking. 

The data has to be provided following the given 
specifications for: 
 
a.   Dictionaries 
b.   Paradigm tables  
c.   Paradigm classes 
d. FSTs (may be given as transition tables or drawn 
pictorially) 
 
A. Dictionaries: 

For an analysis of inflected or agglutinative word 
forms, a minimum of two dictionaries are required - root 
dictionary and affix dictionary. More dictionaries can be 
provided according to the requirement of the language. 

A root dictionary contains a list of all the base 
forms of words with their feature structures, if any. The 
format is: 
 
Root [TAB] Features 
 
For example: 
eat <fs  root=eat  category=verb> 
apple <fs  root=apple  category=noun> 
book <fs  root=book  category=verb> 
book <fs  root=book  category=noun>  
 
  On the other hand, the affix dictionary contains 
all the prefixes, infixes and suffixes with their features. 
Generally these affixes express features like mood, aspect, 
tense, number, gender, person, negation, passivity, 
reflexivity, transitivity etc. Superfixes i.e. 
suprasegmentals like word stress, tone etc. which are 
essential for the description of words in languages like 
Russian or Ibibio may be included as well. The format of 
the affix dictionary is similar:  
 
Affix [TAB] Features 
 
For example, 
 
+s <fs  tense = present> 
+ed <fs  tense = past> 
+en <fs  aspect = perfective> 
+ing <fs  aspect = progressive> 
 

In the dictionary, the features are given as 
attribute-value pairs separated by spaces within angular 
brackets ‘<>’. Optionality is indicated by ‘|’.   

The embedded features should be nested within 
the main angular brackets as can be seen in the features of  
‘am’, ‘is’ and ‘are’.  
 
am <fs tense=present agr=<fs g=m|f  n=sg  p=1>> 
are <fs tense=present agr=<fs g=m|f  n=sg  p=2>> 
is <fs tense=present agr=<fs g=m|f|nt  n=sg  p=3>> 
are <fs tense=present agr=<fs g=m|f|nt n=pl   

p=1|2|3>> 

SALTMIL Workshop at LREC 2004: First Steps in Language Documentation for Minority Languages

41



where agr=agreement, g=gender, n=number, p=person, 
m=masculine, f=feminine, nt=neuter, sg=singular,  
pl=plural. 

Zero suffixes may also be specified in the FSTs. 
They need not be mentioned in the dictionaries. 
 
B. Paradigm tables: 

When an arc labeled by a paradigm is called, 
then the related paradigm table and paradigm class are 
looked up. 
   The paradigm tables are associated with 
prototypical roots and are necessary to cover all the 
possible morphological processes dealing with 
morphophonemics when affixation takes place.  Some of 
the morphological processes that can be handled by the 
shell are: 
 

a. Suppletion (Replacement of the entire word 
form) 
Example: English 
ate – the past tense form of ‘eat’ 

 is – the singular present tense form of ‘be’ 
 
b. Assimilation (Change in sound due to the    

influence of neighbouring sounds) 
       Example: English 
 in + logical  illogical 
 in + possible  impossible 
 
c. Apocope (Deletion of final sound or syllable) 
       Example: Telugu 
 ceTTu + lu  ceTlu (“trees”) 
 
d. Syncope (Deletion of medial vowels or    

consonants) 
       Example: Hindi 
       asala + I  aslI (“real”) 
 
e. Epenthesis (Addition of phoneme/s or syllables 

when two morphemes combine)  
              Example: Telugu 
 mA + Uru  mAvUru  (“my village /town”) 
        

f. Vowel Harmony (Influence of one vowel on   
another vowel of the preceding or following 
syllables)  

       Example: Telugu 
 maniSi + lu  manuSulu (“people”) 
  

These changes can be represented in the paradigm table as 
shown. The surface form followed by a TAB, followed by 
its analyzed components with features.  
For example: 
 
eats eat<>  +s<fs  tense=present> 
ate eat<>  +ed<fs  tense=past >  
mice mouse<>  +s<fs  number=pl> 
spies spy<>   +s<fs  number=pl> 
 
In our data, ‘+’ is used with the suffixes. Therefore, plus 
sign ‘+’ should not occur in input string. 
 

C. Paradigm classes: 
Along with the paradigm table, paradigm class 

has to be provided as well. A paradigm class contains the 
classes of words i.e. the prototypical root and all the roots 
that fall in its class including the given root. By the term 
‘root’ we mean the base form or stem to which affixation 
takes place. The class is defined by enumerating roots in 
terms of their paradigm type i.e. those words which 
decline or conjugate in exactly the same way, fall into one 
type.  

For example, the English verbs ‘play’ and ‘look’ 
have the following paradigm: 

 
   play   plays    played     played     playing 

 look  looks   looked    looked     looking 
 

So they belong to the same class, whereas, ‘push’ since it 
differs in its present tense form i.e. it  has ‘-es’ and not ‘-
s’ falls in another class. Its paradigm is as follows: 

 
push pushes   pushed    pushed     pushing 

 
As ‘eat’ is irregular verb, it belongs to a separate class of 
its own. Its paradigm is as follows: 

 
eat eats ate eaten  eating 

 
Similarly, nouns, which decline in the same way, belong 
to one paradigm. For example, ‘day’ and ‘boy’ fall in one 
class as ‘play’, but ‘spy’ though ending in ‘y’ falls in 
another class since its plural is ‘spies’ and not ‘spys’.  
 

The data should be provided with the root, 
followed by a TAB, the POS tag, followed by TAB and 
then all the roots in the same class, separated by a comma 
as shown below. 
 
Root   [TAB]POS   [TAB]root1, root2, root3,etc. 
 
For example: 
 
eat  V     eat 
play  V     play, talk, walk, train 
push  V     push, fish 
play  N     play, boy, day 
spy  N     spy, sky 
 
D.  FSTs: 

The data for the AFSTs for affixation has to be 
provided in the form of transition tables. FST may be 
given pictorially or by transition tables which are its 
textual representation. The following is the format for the 
transition table. 
 
The first line lists the initial states. 
The second line lists all the states. 
The third line lists the accepting states. 
From the fourth line, the actual data is given using the 
following six fields separated by TABS on the same line: 
SOURCE   DESTINATION   INPUT   OUTPUT   
ACTION CONDITION 

SALTMIL Workshop at LREC 2004: First Steps in Language Documentation for Minority Languages

42



The last three fields should be given in angular brackets.  
A pictorial representation [FSTs] of all possible 
occurrences of concatenation of affixes for a given root 
will surely help in giving data in this format.  
Example of a FST (as depicted in phase 2) 
 
Phase 1: 
INPUT: ate 
 
OUTPUT: eat<>  +ed<> 
In this phase, the analysis is obtained as a result of the 
paradigm lookup. 
 
Phase 2: 
INPUT:  eat<>  +ed<> 
 
In this phase the given sequence of strings traverse 
through the FSTs to give the final result. Given below are 
the pictorial and textual representations of the 
FST:m_main. 
 
FST: m_main 
 
                   dict:dict_1          FST:m_suffix 

 
 

The first string ‘eat’ is consumed after checking for its 
validity in the dictionary. The rest of the sequence is 
passed through the FST named m_suffix to get the final 
output as: 
  
OUTPUT: <fs  root = eat   category=verb   tense = past> 
 
The transition table for FST:m_suffix would be: 
 
S1 
S1  S2 
S2 
S1  S2   str:+@   <>       <>     <fs  number=pl> 
S1  S2   str:+s     <fs tense=pres>     <>   <fs number=sg> 
S1  S2   str:+ed   <fs  tense=past>     <>      <> 
S1  S2   str:+en   <fs  aspect=perfective>     <>     <> 
S1  S2   str:+ing  <fs  aspect=continuous>   <>     <> 
 
 Given below is an example from Telugu, with 
gloss, tested on the shell. 
For example: input string = tin_i_vEs_EE_Du  

                       “he completed eating” 
Phase 1: 
INPUT: tin_i_vEs_EE_Du 
[GLOSS: tin = “eat”, i=past participle, vEs= completive 
operator, EE=perfective aspect, Du=third person, singular, 
masculine marker] 

OUTPUT: tinu<> i<> veyy<> EE<> Du <fs gender=m  
number=sg   person=3> 
 
Phase 2: 
INPUT: tinu<> i<> veyy<> EE<> Du <fs gender=m    
number=sg    person=3> 
 
OUTPUT: <fs root=tinu  category=verb  tense=past  
aspect= perfective  gender =masculine  number=singular  
person= third> 
 

4. Implementation 
The implementation is especially designed to 

integrate handling of paradigms with the FSTs efficiently. 
Paradigm handling involves search, for which known 
algorithms are used (Bharati et. al., 1995), but integrated 
with the FSTs.  

The augmented FSTs are non-deterministic, 
which are handled by the implementation appropriately. 
Feature structures are handled efficiently.  
 

5. Conclusion 
The purpose behind the design of such a 

powerful shell is to create a "free" tool which can be used 
by people across the world to build morphological and 
other analyzers for their languages. The shell is suitable 
for handling not just morphology but also doing chunking. 
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Abstract

The development of Automatic Speech Recognition systems requires of appropriated digital resources and tools. The shortage
of digital resources for minority languages slows down the development of ASR systems. Furthermore, the development of the
system in Basque represents even a bigger challenge, since it has a very uncommon morphology.

Nevertheless, recent advances have been achieved thanks to the Basque mass media, particularly the Basque Public Television
(EITB) and the only daily newspaper in Basque (Egunkaria). These media have provided digital multimedia resources for the
development of a digital library for both Basque and Spanish (Bordel, et al., 2004), and these rich resources have been em-
ployed to develop new tools for Speech Recognition.

Introduction

There  is  considerable  current  interest  in  develop-
ment of digital resources and tools for  Automatic
Speech  Recognition  systems.  Minority  languages
constitute a bigger exertion because of the lack of
resources in general, and Basque is not an excep-
tion. 

Recent works address this shortfall processing digi-
tal resources from Basque mass media. The interest
is mutual, since mass media aim to employ Human
Language Technology based applications to search
and index multimedia information.

The purpose of the experiments reported in this pa-
per is to develop appropriated resources for Auto-
matic Speech Recognition in Basque. Both Basque
and Spanish are official in the Basque Autonomous
Community, and they are used in the Basque Public
Radio and Television EITB (EITB) and in most of
the mass media of the Basque Country (radios and
newspapers). 

Basque  is  a  Pre-Indo-European  language  of  un-
known origin and it has about 1.000.000 speakers
in the Basque Country. It presents a wide dialectal
distribution,  being six  the main dialects.  This  di-
alectal  variety entails  phonetic,  phonological,  and
morphological differences.

Moreover,  since 1968 the Royal Academy of  the
Basque Language,  Euskaltzaindia (Euskaltzaindia)
has been involved in  a  standardisation process of
Basque. At present, morphology, which is very rich
in Basque, is completely standardised in the unified
standard  Basque,  but  the  lexical  standardization
process is still going on. 

The standard Basque, called “Batua”, has nowadays
a great importance in the Basque community, since
the public institutions and most of the mass media
use it. Furthermore, all the digital resources devel-
oped  for  this  job  are  in  this  standard  version  of
Basque, and thus, it has been used to develop all the
new tools for Speech Recognition that we present in
this report.

Besides, these new tools are classified in two sides.
In the one hand, an automatic tool to generate ap-
propriated Lexicons in Basque has been generated,
in order to widely use the contents of the digital li-
braries. 
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In  the other hand, the information extracted from
the broadcast news videos and the newspaper texts
has been used to develop a prototype of CSR sys-
tem based on the HTK tool (Young, et al. 1997).
The  HTK tool-based  system  produced interesting
results, but a more sophisticated approach was tried
analysing the  research  developed  for  Japanese,  a
language  that  has  a  similar phonetic  concerns  to
Basque. Thus, a prototype of simple tasks was de-
veloped based on Julius, a Multipurpose Large Vo-
cabulary CSR Engine (Lee et al., 2001). This tool is
based  on  word  N-grams  and  context-dependent
Hidden Markov  Models,  and  the  prototype pro-
duced significant results.

The following section describes the resources de-
veloped from the data provided by the aiding mass
media.  The third section presents the tools devel-
oped during this work, the fourth section describes
the processing of the data, and finally, conclusions
are summarised in the last section.

Multimedia Resources

In order to develop new tools for ASR systems, this
project  has  demanded  a  previous work involving
the development of richer digital resources.  As it
has been mentioned before, the main Basque media
have  collaborated  in  this  development,  providing
videos from daily programs of broadcast news and
newspaper texts.

Next follows a relation of the resources provided
and created within the scope of this project:

 6  hours  of  video  in  MPEG4  (WMV  9)
format of “Gaur Egun” program, the daily
program of broadcast news in Basque dir-
ectly provided by the Basque Public Radio
and Television  (EITB).

 6 hours of audio (WAV format) extracted
from the video (MPEG4) files.

 6  hours  of  audio  transcription  in  XML
format containing information about speak-
er  changes,  noises  and  music  fragments,
and each word’s phonetic and orthograph-
ical  transcription  including  word’s lemma
and Part-Of-Speech disambiguated tags.

 1  year  of  scripts,  in  text  format,  of  the
“Gaur Egun” program.

 1 year of local newspapers in Basque, Eu-
skaldunon  Egunkaria  (Egunkaria),  in  text
format.

  Lexicon  extracted  from  the  XML  tran-
scription files,  including  phonological,  or-
thographical,  and  morphological  informa-
tion.

Automatic Speech Processing tools

The Automatic Speech Processing tools developed
have been based on existing tools for Basque. The
improvements included in this late part of continu-
ous development are specially linked with the new
resources adverted in the previous section. As it has
been  brought  up  in  the  introduction,  two are  the
main lines of work: Lexicon development tools and
Continuous Speech Recognition engines.

Lexicon development tools
Lexicon development has critical dependency with
morphological features of a given language. Name-
ly, Basque is an agglutinative language with a spe-
cial  morpho-syntactic  structure  inside  the  words
(Alegria et al.,  1996)  that may lead to intractable
vocabularies of words for a CSR when the size of
task is large. 

The lexicon extracting tool  for Basque  AHOZATI
(Lopez de Ipina et al.,  2002) tackles this problem
using morphemes instead of words in order to de-
fine the system vocabulary. This approach has been
evaluated over three textual samples analysing both
the coverage and the Out of Vocabulary rate, using
words and pseudo-morphemes obtained by the au-
tomatic  morphological  segmentation  tool.  Fig.  1
and Fig. 2 illustrate  the analysis of Coverage and
Out  of  Vocabulary  rate  over  the  textual  sample
from  the  broadcast  news  scripts.  When  pseudo-
morphemes are used, the coverage in texts is better
and  complete  coverage  is  easily  achieved.  OOV
rate is higher in this sample.

Fig. 1:  Coverage for the textual sample.

Fig. 2:  OOV rate for the textual sample.
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In addition, AHOZATI has been improved during
this project  extracting the lexicon from the XML
transcription files mentioned in the Multimedia Re-
sources section.

CSR systems

Hidden Markov Models are widely used in Contin-
uous Speech Recognition systems, and toolkits like
HTK (Young, et al. 1997) are well known and test-
ed.  Moreover,  the  prototypes  we have  developed
yet have  been principally adapted to the HTK stan-
dards. Thus the first use given to the recently ob-
tained  enriched  lexicon  was to  be  adapted  to  the
HTK toolkit.

The  HTK tool-based  system  produced interesting
results, but due to its limitations both in licensing
terms and language  modeling, a more refined ap-
proach was tried utilising the open source tools de-
veloped for Japanese, a language that has a similar
phonetic concerns to Basque. 

Thus,  a  prototype  of  simple  tasks  was developed
based on Julius, a Multipurpose Large Vocabulary
CSR Engine (Lee et al.,  2001). This tool is based
on  word  N-grams  and  context-dependent  Hidden
Markov  Models,  and  uses  similar  input  files  to
HTK. The use of pseudomorphemes and N-grams
fits in Basque much more than the word approach
of HTK. This  conclusion has appeared in our first
experiments, although further evaluation has to be
done.

Processing Methodology

Processing of the video data

The video data used in this work has been provided
directly by the Basque Public Radio and Television.
The format used to store the broadcast contents is
MPEG4 (WMV 9),  and the Basque Public Radio
and Television has been very kind offering us all
these resources.

Processing of the audio data

The  audio  data  has  been  extracted  out  from the
MPEG4 video files, using FFmpeg free software1.
The audio files have been stored in WAV format (8
KHz, 16 KHz, linear, 16 bits).

When the  audio  data  was  ready,  the  XML label
files were created manually, using the Transcriber
free tool (Barras et al.,  1998). The XML files in-
clude information of distinct speakers, noises, and
paragraphs of  the  broadcast  news.  The  files  also
contain  phonetic  and  orthographic information  of

1 Available on-line at http://ffmpeg.sourceforge.net 

each of the words.  Basque XML files include mor-
phological information such as each word’s lemma
and Part-Of-Speech tag.

The Lexicon aforementioned has been extracted us-
ing this transcribed information. The Lexicon stores
information of each different word that appears in
the transcription.

Processing of the textual data

There  are  two  independent  types  of  textual  re-
sources: The text extracted from the newspaper Eu-
skaldunon Egunkaria (Egunkaria), and the scripts of
the "Gaur Egun" program.

All of the texts were processed to include morpho-
logic information such as each word’s lemma and
Part-Of-Speech  tag.  Using  all  the  information,  a
Lexicon for each language has been extracted taken
into  account  the  context  of  the  word  in  order  to
eliminate the ambiguity. This Lexicon differs from
the Lexicon extracted from the  transcription files,
and it is been developed to be used in testing and
evaluating  scenarios  for  Machine  Learning  tech-
niques.

Concluding Remarks

This work deals with the development of appropri-
ated resources and tools for an automatic index sys-
tem of broadcast news in Basque. Since Basque is
an agglutinative language, analysis of coverage and
words OOV has been carried out in order to devel-
op appropriated Lexicon. New resources were de-
veloped during this work. Subsequently, the Lexi-
con Extraction tool AHOZATI was improved with
the new resources and finally two CSR prototypes
were developed based on Hidden Markov Models.
First, a HTK toolkit-based word prototype, and sec-
ond, a Julius toolkit-based N-gram prototype.
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Abstract
In this paper we present some specific issues related to the syntactic annotation of Cat3LB, a 100,000-word Catalan treebank (2,500
sentences). In the syntactic annotation we follow an incremental process with different levels of complexity: bracketing and labelling
of constituents and functional tagging. Some automatic pre-processing steps have been done: morphological analysis, tagging and
chunking. In this paper we will concentrate, however, on the syntactic annotation.

1. Introduction
Catalan is a 10-milion speaker language spoken in four

different countries (Spain, France, Italy and Andorra), but
it only has an official status in one of them (Andorra) which
is the smallest one. One way to escape from the increasing
pressure from the major languages and to avoid the demise
of Catalan is to develop basic language resources. In this
field, Catalan is not in a bad situation, since basic tools
and resources have been developed so far (see section 2.).
However, Catalan did not have one of the most important
resources needed both to develop NLP applications and to
acquire linguistic knowledge about how a language is used:
a Treebank.

In this paper we present the development of a freely
available treebank for Catalan: Cat3LB, built within the
3LB project, whose goals are to build three treebanks: one
for Catalan (Cat3LB), one for Spanish (Cast3LB) and fi-
nally another for Basque (Eus3LB). The 3LB project is
funded by the Spanish government1.

Section 2. describes the previous processes and tools
that have been used in the construction of the Treebank.
Section 3. presents the main characteristics of the syntac-
tic annotation carried out in the Cat3LB Treebank. Finally,
section 4. comes to conclusions.

2. Previous Processes
CLiC-UB2 and TALP-UPC3 groups have developed so

far a framework for the automatic processing of Catalan
and Spanish, based in a pipeline structure shown in figure
1 (Atserias et al., 1998).

These tools include: a morphological analyser
(MACO+), a morphosyntactic tagger (RELAX) and a chun-
ker (TACAT). As the tagger is a probabilistic one, the
CLiC-TALP-CAT corpus was developed in order to al-
low the tagger to learn the rules for the disambiguation.
Then this corpus has been used to build the Treebank.
The current CLiC-TALP-CAT corpus consists of 100,000

1PROFIT project FIT-1505000-2002-244. The development
of tools and resources presented here has also been funded by
XTRACT-2 (BFF2002-04226-C03-03).

2URL:http://clic.fil.ub.es/index en.shtml
3URL:http://www.talp.upc.es/TALPAngles/index.html

Figure 1: Pipeline of the NLP tools

words coming from, on the one hand, the EFE news agency
(25,000 words) and, on the other, from the ACN -Catalan
News Agency- (75,000 words). All texts were originally
written in Catalan.

MACO+ is a Morphological Analyser for Catalan
which provides both lemma(s) and POS-tag(s) for each
word. Its output has the following format:

word lemma1 − tag1 ... lemman − tagn

Tags codify 13 part-of-speech categories (noun, verb, ad-
jective, adverb, pronoun, determiner, preposition, con-
junction, interjection, dates, punctuation, numbers and
abbreviations) as well as subtypes and morphological
features, as it is proposed by Eagles (Monachini and
Calzolari, 1996). The total amount of tags is 321
and they can be found, with a large explanation, at
http://clic.fil.ub.es/doc/categorias eagles cat03.htm

The morphological analysis and lemmatisation of the
sentence El secretari general d’ERC ha participat aquest
migdia en un acte davant la Delegació d’Hisenda de Tar-
ragona per reclamar un finançament just per Catalunya 4 is
as follows:

El el DA0MS0 ell PP3MSA00

4The secretary general of ERC has taken part at noon in an
act in front of the tax office in Tarragona in order to claim a fair
funding for Catalonia.
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secretari secretari general LI-NCMS000 secretari NCMS000
general secretari general LF-NCMS000 general AQ0CS0 general NCCS000 general NCMS000
d’ de SPS00
ERC ERC NP00000
ha ha I Ha NCMS000 haver VAIP3S0 hectàrea NCMN000
participat participar VMP00SM participat AQ0MSP
aquest aquest DD0MS0 aquest PD0MS000
migdia migdia NCMS000
en en DA0MS0 en PP3CN000 en SPS00
un 1 Z un DI0MS0 un DN0MS0 un PI0MS000 un PN0MS000
acte acte NCMS000
davant davant NCMS000 davant RG davant SPS00
la el DA0FS0 ell PP3FSA00 la I la NCMS000 La NCMS000
Delegació d’ Hisenda de Tarragona Delegació d’ Hisenda de Tarragona NP00000
per per NCMS000 per SPS00
reclamar reclamar VMN0000
un 1 Z un DI0MS0 un DN0MS0 un PI0MS000 un PN0MS000
finançament finançament NCMS000
just just AQ0MS0 just NCMS000 just RG
per per NCMS000 per SPS00
Catalunya Catalunya NP00000

After the morphological analysis, a constraint-based
probabilistic tagger (RELAX) selects the most correct
lemma-tag pair according to the near context (it mainly uses
the preceding and the following word). Constraints have
been automatically infered from the CLiC-TALP-CAT cor-
pus, whose desambiguation was manually validated, and,
in order to improve the accuracy, some handwritten rules
have been added, mainly refering to the lemma ambiguity
as well as to the subcategory one. Once the sentence has
been disambiguated, the tagged text is as follows:

El el DA0MS0
secretari general secretari general NCMS000
d’ de SPS00
ERC ERC NP00000
ha haver VAIP3S0
participat participar VMP00SM
aquest aquest DD0MS0
migdia migdia NCMS000
en en SPS00
un un DI0MS0
acte acte NCMS000
davant davant SPS00
la el DA0FS0
Delegació d’ Hisenda de Tarragona Delegació d’ Hisenda de Tarragona NP00000
per per SPS00
reclamar reclamar VMN0000
un un DI0MS0
finançament finançament NCMS000
just just AQ0MS0
per per SPS00
Catalunya Catalunya NP00000

Finally, the chunking with TACAT and a context free
grammar for Catalan of about 1920 handwritten rules pro-
vides us with the following analysis:
S_[
sn_[ espec-ms_[ El_da0ms0 ]

grup-nom-ms_[ secretari_general_ncms000
sp-de_[ prep_[ d’_sps00 ]

sn_[ grup-nom-fp_[ ERC_np00000 ] ] ] ] ]
grup-verb_[ ha_vaip3s0 participat_vmp00sm ]
sn_[ espec-ms_[ aquest_dd0ms0 ]

grup-nom-ms_[ migdia_ncms000 ] ]
sp_[ prep_[ en_sps00 ]

sn_[ espec-ms_[ un_di0ms0 ] grup-nom-ms_[ acte_ncms000 ] ] ]
sp_[ prep_[ davant_sps00 ]
sn_[ espec-fs_[ la_da0fs0 ]

grup-nom-fs_[ Delegació_d’_Hisenda_de_Tarragona_NP00000 ] ] ]
sp_[ prep_[ per_sps00 ] S-NF-C_[ infinitiu_[ reclamar_vmn0000 ] ] ]
sn_[ espec-ms_[ un_di0ms0 ] grup-nom-ms_[ finançament_ncms000

s-a-ms_[ just_aq0ms0 ] ] ]
sp_[ prep_[ per_sps00 ] sn_[ grup-nom-fp_[ Catalunya_np00000 ] ] ] ]

The construction of the treebank itself has consisted of
the manual embedding of the chunks as well as of the func-
tional tagging.

3. Syntactic Annotation
The task of manually building a treebank requires a tool

for facilitating annotators’ work. After looking for differ-
ent freely available interfaces, we decided to use the AGTK
toolkit set up by the Pennsylvania University (Cotton and
Bird, 2000). The main advantage was that it could easily
accept our chunker output as well as our large tagset. Fig-
ure 2 shows this interface. The main utilities of such an
interface are that it allows to move, remove, adjoin and add
nodes and tags; it also lets us split and merge sentences and
words. Crossing branches is not allowed, so discontinuous
constituents are given special tags, as we will comment fur-
ther on.

Figure 2: AGTK Interface

3.1. Annotation process

In a first step, 25.000 words were syntactically anno-
tated in parallel (constituent annotation) by two linguists.
This first annotation was then used, on the one hand, to re-
fine the annotation criteria and, on the other, to enlarge the
annotation guidelines previously established5. The compar-
ison between the two annotations gave the results shown in
table 1, in which LP stands for labelled precision; BP for
bracketed precision and CB for consistent bracketing6.

LP 0.876478
BP 0.90953004
CB 0.943214
same-lenght Sentences
LP 0.9198125
BP 0.93964505
CB 0.96512s0

Table 1: Annotators’ agreement

One of the main sources of disagreement among the an-
notators was whether to consider as a single word certain
complex structures such as des que (’since’), donar lloc a
(’give rise to’) and so on. Annotators adopted different cri-
teria when labelling and bracketing these units. This af-
fected the lenght of the sentences: if such expressions were
taken as multi-words, there were fewer terminal elements
(words) in the sentence than if they were taken separately.
Since our measures take into account the starting and finish-
ing points of each constituent in the sentence, the fact that
the length of the sentence varied implied a substantial de-
crease of the agreement measures. This issue has been ac-
curately analysed and very strict criteria to deal with multi-
words were established in the guidelines. However, our aim
has been to evaluate also the agreement figures obtained
only for those sentences whose lengths coincided. After
the correction of these discrepancies, results improved sig-
nificantly, even though a full agreement seems impossible.

5(Valverde et al., 2004) is the last version of the guidelines for
the constituent annotation.

6As they are used in Parseval.
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The remaining corpus has been then annotated by only one
linguist.

Once the constituent annotation was finished, we started
the functional tagging. The process was the same: annota-
tion in parallel of 10,000 words by two linguists; compari-
sion of the results7; discussion of the differences; enlarge-
ment of the guidelines8; annotation by one linguist on the
remaining sentences.

Up to now, the full corpus has been annotated at the
constituent level, and half

of it at the functional one. At the first level, annota-
tors spent one hour to annotate ten sentences; while at the
second one, they needed the same time to annotate 25 sen-
tences. The average number of words per sentence is 39.

3.2. Constituent annotation

General principles have been defined to be the main
guidelines in the constituent annotation process. Firstly,
we only mark explicit elements, although we add nodes for
elliptical subjects, as in the initial purpose of the project
it was settled that anaphoric and coreferential information
would be annotated. As for elliptical finite verbs, instead of
adding a new node, we mark sentence nodes with a suffix
*; that usually happens in coordinated structures, for which
the second one is verbless.

Secondly, we follow the constituency annotation
scheme instead of the dependency framework, since this is
the framework that best matches Catalan morphosyntactic
features.

Thirdly, we do not alter the surface word order so as
to maintain pragmatic information, even though it implies
to face the problem of discontinuous elements. We do not
consider verbal phrase as a node containing the verb and its
complements, but as a node containing only simple verbal
forms (considera, ’(he/she) considers’) and complex ones
(ha participat, ’(he/she) has participated’; ha estat consid-
erat, ’(he/she/it) has been considered’).

Cases of discontinuity have been dealt with in two dif-
ferent ways: some of them at the constituent level, and
the others at the functional one. Discontinuity dealt with
in the first level9 is mostly related to the noun phrase and
involves a noun complement which is separated from the
head by a (verbal) complement, like in the sentence Altae
és l’aposta de banc de gestió de fortunes de Caja Madrid
en el qual l’entitat pretén guanyar-se una quota de mer-
cat10 in which the relative clause en el qual ... depends on
the noun banc but is separated from it by the complement
de Caja Madrid. In this case, we add an index .1 to both
elements involved in the discontinuity, so that the resulting
analysis is as shown in figure 3.

As for concrete aspects of the annotation, we distin-
guish among different types of clauses: finite and non-finite

7We do not have exact figures of the annotators’ agreement,
but they reached about 90% in the first sentences and more than
95% in the lastest ones.

8(Civit et al., 2004) is the guidelines for the functional tagging.
9See section 3.3. for discontinuity at the functional level.

10’Altae is the bet for fortune managing of Caja Madrid in
which the company wants to gain market share’.

Figure 3: Constituent discontinuity-1

ones, on the one hand, and, on the other, completive, rela-
tive and adverbial ones. Adverbial clauses, moreover, are
splitted into two groups: those considered as having a func-
tion as verbal complement (namely those meaning time,
place, cause, purpose or manner) and those considered to
be adjuncts of the verb (conditional, concessive, compara-
tive and consecutive ones).

As it occurs in the PennTreeBank, we do use an equiva-
lent to the PRN node for nodes that, generally speaking, do
not belong to the sentence but to the discourse. In our case
the tag is INC and mainly appears with reported speech.

We pay special attention to the treatment of coordina-
tion structures: we consider coordinated elements to be
equivalent in the syntactic structure, so they are represented
as siblings, which means that there is no head in such con-
structions. Shared complements are another issue related
to coordination (i.e.: complements shared by two or more
verbs); in these cases our solution is to adjoin the comple-
ment to the coordinated node.

Finally, we should point out that since punctuation
marks are considered one among other elements of the sen-
tence and receive a pos-tag, criteria to deal with them have
to be clearly established, especially because they play a cru-
cial role in the delimitation of the constituents (bracketing).
We distinguish two main kinds of punctuation marks; those
having a parenthetic role and those acting as a delimiter.
The former appear as the first and the last element of the
constituent, while the latter is the first element.

3.3. Functional tagging

Only daughter nodes of sentences and clauses are given
a functional tag (i.e. we do not deal with noun comple-
ments). Given tags are subject, direct or indirect object,
prepositional complement, adverbial complement, etc. and
only surface functions are marked; that means that, for in-
stance, we do not tag the subject of the infinitives depending
on a control verb.

We have established a set of 15 basic tags, in order to
cover all syntactic functions, and then, given specific marks
(tag suffixes) to some of them in order to annotate specific
cases of these functions. All in all, the total amount of tags
at this level is 55.

The remaining case of discontinuity is dealt with in the
functional tagging. An example of such a case is només en
queda un11 in which ”en” and ”un” are the two elements
of the subject. In these cases, we add the suffix .d to the

11Literally: ’only PRO there is one’; ’there is only one left’.
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functional tag. This suffix must appear at least twice, one
in each of the members of the splitted constituent.

Another case of discontinuity appears in relative or in-
terrogative clauses, in which the relative (or interrogative)
pronoun of a (non-)finite clause raises to the first position
of the sentence, like in the sentence in figure 4: dels page-
sos que hi vulguin anar12, in which the selected locative
complement (hi) belongs to the non-finite clause anar but
appears before the main verb. For these cases, the func-
tional tag has a suffix .F or .NF (depending on the type of
the clause -finite or non-finite-) and the whole tag must be
read as follows: complement of the first finite or non-finite
clause to the right.

Figure 4: Constituent discontinuity-2

Sometimes a functional element appears two times (is
repeated in the sentence). It usually happens with direct
an indirect objects, when the phrase goes before the verb
and it has to be repeated by a clitic, like in El rànquing l’
encapçala la final de la Champions League 13, in which the
direct object appears twice at the beginning of the sentence
(see figure 5), and the tag for the direct object has the suffix
.r.

Figure 5: Double functions

One of the most controversial points related to func-
tional tagging has been the distinction between preposi-
tional complements selected or not by the verb. Linguistic
criteria are not unanimous, especially those concerning the
obligatoriness of the complement. It usually happens that

12Lit: ’from farmers who there want to go’; translation: ’from
farmers who want to go there’

13Cat:
El rànquing-CD l’-CD encapçala la final de la Champions League
Lit.: ’The ranking-CD PRO-CD heads the final-SUBJ of the
Champions League’
translation: ’the final of the Champions League heads the ranking’

locative complements are mandatory. Bearing in mind the
state of the art about this point, we decided to give the ad-
verbial tag (-CC) to those elements being optional, whilst
the function tag -CREG, standing for ’selected PP’ is used
for the mandatory complements, no matter whether they are
locative or not.

4. Conclusions and further work
We have presented different tools and resources de-

veloped so far for Catalan and paid special attention to
the Catalan Treebank (Cat3LB): a morphological anal-
yser (MACO+), a tagger (RELAX), a chunker (TACAT),
a context free grammar and a manually validated corpus
with morphosyntactic annotation (CLiC-TALP-CAT). All
this resources are free for research purposes14 and are in-
tended to encourage linguistic and computational research
on Catalan.

As further work and within the 3LB project, a subset of
10,000 words of the Treebank is being semantically anno-
tated with Catalan-EuroWordNet (Benı́tez et al., 1998) and
will also be freely available.
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Abstract 
A common format for  lexicons produced in field linguistics projects uses a markup code before each field. The end of each field is 
implicit, being represented by the markup code for the next field. This markup format, commonly called Standard Format Code(s) 
(SFM),  is used in one of the most common lexicography tools used by field linguists, Shoebox. While this plain text format satisfies 
many of the desiderata for archival storage of language materials (as outlined in Bird and Simons 2003), there are usually problems 
with such lexicons as they are produced in practice which detract from their value. 

In particular, SFM-coded lexicons commonly suffer from inconsistencies in the markup codes, especially in terms of the adherence of 
the fields to a hierarchical order (including omission of fields required by the presence of other fields). It is also common for the 
contents of certain fields to be limited to a fixed set of items, but for the lexicographer to have been inconsistent in the spelling of 
some of those items. Finally, spell checking (and correction) needs to be carried out in various languages, including both the glossing 
language(s) and the target language (where possible). 

This paper outlines some tools for correcting these problems in SFM-coded lexicons. 

Introduction: The Problem 
One of the most important results of a typical field 
linguistic program is a bilingual dictionary. Most 
dictionaries are prepared in electronic format, often in the 
flat text format.  Other formats can generally be converted 
into a plain text format. 

At present, the most common flat file format is that 
produced by the SIL program Shoebox. This format 
utilizes a markup code at the beginning of each field; 
often this code begins with a backslash, e.g. \w 

 

for a 
headword. These tags are therefore known as backslash 
markers , or more formally as Standard Format Markers 
(SFMs).  

The end of a field is only marked implicitly, by the SFM 
of the following field. (Fields may occupy more than one 
line; normally, newlines within fields have no meaning.) 

The beginning of a record is marked by the presence of a 
designated SFM (often either that of the headword field or 
an arbitrary record number, so that the designated SFM 
performs a dual function as field marker and record 
marker). The end of a record is marked by the beginning 
of the next record. (Often there is a blank line separating 
records, but this is neither sufficient nor necessary.) 

While plain text format satisfies many of the desiderata 
for archival storage of language materials (as outlined in 
Bird and Simons 2003), there are certain typical problems 
with such SFM-coded lexicons as they are produced in 
practice which detract from their value. 

One such problem has to do with the fact that dictionaries 
are actually structured objects, with logical constraints on 
the structure of fields within a record (lexical entry), the 
relationships between lexical entries, and on the contents 
of the fields themselves.  While the structure can be 
represented using appropriate markup, in practice field 
linguists lexicons violate the constraints, both at the level 
of the markup and at the level of the contents of the fields.  

LinguaLinks (another SIL program) has a built-in model 
of lexical entries which enables it to impose well-
formedness constraints at data entry time. However, 
LinguaLinks does not enjoy the large market share among 
field linguists that Shoebox does. While it is possible to 
impose some constraints on a Shoebox dictionary at data 
entry time, it is possible to do more validity checking in 
batch mode, provided there is a model of the lexicon.  
Such a model implies making explicit the semantics of the 
fields, a semantics which is implicit (albeit sometimes 
imperfectly so) in the user s mind when he (or someone 
else) designed the database.1 

The purpose of this paper is to demonstrate the use of 
automatic validity checkers which can be applied off-line 
to an SFM-coded lexicon, marking up the database for 
errors in batch mode; the errors can then be searched for 
and corrected  on-line. These checkers (or their 
predecessors) have proven useful in practice on a variety 
of text-based lexicons.  The checks performed include: 

Verifying the markup codes, including their relative 
ordering and hierarchy (as specified by a model); 

Listing the parts of speech and other restricted fields, 
with occurrence counts (useful for finding erroneous 
field content); 

Doing spell for data in languages for which a spell 
checker is available, and character n-gram checking 
for languages for which no spell checker is available. 

                                                     

 

1 There are in fact several well thought-out models of lexical 
databases which could be applied to the problem.  Generally 
these models are hierarchical (e.g. senses within lexical entries), 
but they usually allow for cross-references as well (e.g. 
synonymy relations, major-minor lexical entries).  This is well-
suited to an XML structure. Unfortunately, while Shoebox has 
an XML export capability, it does not create a DTD or Schema, 
and there are some problems with its XML export (see e.g.  
http://www-nlp.stanford.edu/kirrkirr/dictionaries/).  
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In addition, I demonstrate a way to export the lexicon to 
Microsoft Word format, automatically marking the fields 
for their language so that the multi-lingual spell correction 
tools of Word can be applied. 

There are other consistency checks which could also be 
performed. Shoebox has the built-in capability of 
checking that for every cross-reference, the target of that 
cross-reference exists. However, Chris Manning (p.c.) has 
suggested that one should also check for bidirectional 
references (e.g. synonyms), and this checking capability is 
not built into Shoebox. This sort of check may be added to 
the suite of tools described here in the future. Another 
useful check would be that sense numbers begin with 1 
and are sequential. 

The validity checking tools will be made available at a 
public website. 

Verifying Markup Codes 
Version 5 of Shoebox2 provides a number of checks that 
can help ensure consistency.  Hence, while it is not 
necessary to use Shoebox to maintain an SFM-coded 
dictionary (or other database), Shoebox is a useful tool in 
the verification process. 

Most of the consistency checks in Shoebox are set up 
using Shoebox s Database Type Properties dialog box. 
For example, Shoebox can be told which fields can be 
empty, and it will check for fields which should be filled, 
prompting the user to fill in the missing data. However, 
while Shoebox can be told which field should follow a 
given field, it only uses this information when the user 
adds a  new field3; it does not check for missing fields 
which should follow a given field in existing data. 

Hence, the first consistency check described here ensures 
that all required fields are present. It would be helpful if 
the information concerning the fields could be extracted 
from the dictionary s type file.4  

                                                     

 

2 All remaining references will be to version 5 of Shoebox. More 
recently a similar tool called Toolbox has been released (see 
http://www.sil.org/computing/catalog/show_software.asp?id=79) 
I have not tested the techniques in this paper under Toolbox, 
however Toolbox claims to be upwards compatible from 
Shoebox, so the procedures should work. Toolbox also includes 
a verification mode for glossed interlinear text, a feature of 
earlier versions of Shoebox which was omitted from version 5. 
3 In fact, a required field is only added when one hits the Enter 
key after adding the parent field of the required field. For 
example, adding an example sentence field will not add a field 
for the translation of that example sentence until the user hits the 
enter key at the end of the example sentence. Users may not in 
fact hit the Enter key when adding fields, so missing fields can 
arise even after the hierarchy of fields have been established. 
4 The name and location of the type file is given in the Database 
Types dialog box (Projects menu), and is created by Shoebox 
from the information in the previously referred-to Database Type 
Properties dialog box. The latter should therefore be checked for 
accuracy. Since Shoebox builds the information in that dialog 
from the database itself, it may contain obsolete information 
(e.g. SFMs which were used in earlier stages of the work). An 
undocumented feature is that only those SFMs which are 
actually used in the dictionary appear in bold in the Database 

An example of the information in one record of the .typ 
file appears here: 

\+mkr d 
\nam Definition (English) 
\lng English 
\MustHaveData 
\mkrOverThis w 
\mkrFollowingThis dfr 
\-mkr 

The field labeled \mkrOverThis defines the parent SFM of 
the given SFM: in this case, a \d field appears under a \w 
field. Unfortunately, this is not sufficient to describe the 
notion of an obligatory field. That is, the presence of a 
given field implies the presence of its hierarchical parent, 
and the presence of an immediately following field (if 
any). But there is no way to encode the necessity for a 
field which must appear, but which may not appear 
immediately after a given field. For example, if a record 
must have a definition field following a part of speech 
field, but a usage comment may optionally intervene, 
there is no way to encode this in the .typ file. 

Accordingly, the consistency check for required fields 
must use its own representation of the dictionary structure. 
It therefore employs a standard regular expression 
notation to encode both the hierarchy and the 
obligatoriness of field structure within records, and the 
record structure within a dictionary file.5 The following is 
an example expression defining the field structure of a 
dictionary file (the full notation is given in the program 
documentation): 

id 
(w  
    ( (pos defn  (ex exEn exFr)*  (syn)?) 
    | (num  pos  defn (ex exEn exFr)*  (syn)?)+ 
    ) 
)+ 

This is interpreted as follows. A dictionary file begins 
with a single \id record. Each following record is marked 
by a \w field, and may contain either of two alternatives: 
One alternative contains a part of speech (\pos), definition 
(\def), zero or more example sentences (\ex), each of 
which must have both an English (\exEn) and a French 
(\exFr) translation), and an optional cross-reference to a 
synonym (\syn; the optionality is indicated by the question 
mark). The other alternative consists of a one or more 
senses (represented implicitly), each of which contains a 
sense number (\num), followed by the same contents as 
the first alternative.6 

Notice that the topmost structure is defined at the level of 
a dictionary file, not the entire dictionary. For many 
dictionaries, no such distinction is relevant: the entire 
dictionary is contained within a single file. It is not 

                                                                                      

 

Type Properties dialog. In most cases, any non-bold markers 
should therefore be removed. 
5 Allowing alternative record structures within the lexicon allows 
for different kinds of entries, such as minor entries. It also allows 
for various bookkeeping records that Shoebox includes, 
primarily at the top of the file. 
6 There is obvious redundancy in this description, which could 
be eliminated by use of something like the Backus Naur Form. 
For the sake of readability, I have not employed such a notation.  
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uncommon, however, for larger dictionaries to be 
maintained in separate files. For purposes of field 
checking, however, it should be sufficient to process each 
such file separately, since records should not cross file 
boundaries. 

The operation of the field checker is as follows: it first 
reads in the regular expression defining the lexicon 
structure. It then reads a lexicon file in. Following the 
SFM notation, records are assumed to be everything from 
the record-marking SFM in one record to the next record-
marking  SFM, or to the end of the file (where a record-
marking SFM is any top-level SFM in the regular 
expression). Ambiguity is unlikely here, but the parser 
uses an anti-greedy algorithm: the first SFM which could 
begin a new record is assumed to do so. All fields 
encountered before the next record-marking SFM are 
assigned to the current record.  

Within a single record, the checker then attempts to assign 
the field markers actually found to the expected field 
structure. In case of error, a fall-back algorithm is used 
which allows for the possibility of an inappropriately 
missing field. For instance, suppose the parser encounters 
the following structure: 

\ex     Yax bo on ta sna Antonio. 
\exEn I m going to Antonio s house. 
\ex     Ban yax ba at? 
\exEn Where are you going? 
\exFr  Ou allez-vous? 

Given the field definition above, there is a missing \exFr 
field after the first \exEn field. The parser encounters the 
second \ex field when it is expecting to find a \exFr field. 
It assigns the existing \enEn field under the current \ex 
field, hypothesizes a missing \exFr sub-field, and then 
begins with the second found \ex field. By way of an error 
message, it prints out an error message in the 
hypothesized \exFr field: 

\ex     Yax bo on ta sna Antonio. 
\exEn I m going to Antonio s house.| 
\exFr  ***Missing field inserted*** 
\ex     Ban yax ba at? 
\exEn Where are you going? 
\exFr  Ou allez-vous? 

Later, the user can search for the error strings (by default 
these are flanked by *** ) and make the appropriate 
repairs. 

In general, when the parser encounters an unexpected 
field, it assumes that a single field is missing, and attempts 
to repair the error by inserting the expected field, then 
resuming the parse with the next actual field. The 
reasoning here is that fields are more often missing than 
inserted or put in the wrong order. 

However, not all parsing errors can be repaired in this 
way. If an unexpected field is encountered which cannot 
be repaired by inserting a single missing field before it, 
then the unexpected field is labeled with an error message, 
and the parser attempts to resume with the next field 
marker, ignoring the presumably erroneous one. Consider 
the following record, which is ill-formed in the light of the 
earlier definition: 

\w      yax 
\pos   AUX-V 
\pos   Adj   
\defn  green 

Since within a record only one \pos field is expected (in 
the absence of a \num field indicating multiple senses), the 
parser labels the second \pos field as erroneous, and 
attempts to resume parsing with the \defn field: 

\w      yax 
\pos   AUX-V 
\pos   Adj  ***Erroneous field*** 
\defn  green 

If neither repair insertion of a single field, or over-
looking a single field succeeds, then the parser issues a 
general error message ***Unable to parse record 
structure*** , and resumes parsing with the next record. 

Obviously this simple-minded error correction algorithm 
can go astray, but it flags many errors correctly, and when 
it cannot determine the cause of an error, it will at least 
tell the user that there is a problem in the record structure. 

An alternative to using a special purpose parsing 
algorithm would be to export the dictionary as an XML 
file from Shoebox, and to use existing XML parsing tools. 
However, while Shoebox can export an XML file, it 
cannot import one. This approach would therefore require 
a separate XML lexicon viewer, with many of the 
capabilities of Shoebox built in; the user would have to 
locate an error in the XML viewer, then search in Shoebox 
for the same record in order to repair the error. By instead 
parsing the SMF-coded file directly and writing the error 
messages into the SFM file, the errors can be displayed 
directly in Shoebox. 

Occurrence Counts 
Shoebox can restrict the contents of designated fields to a 
certain set of elements, termed a Range Set. This is 
useful for closed class items, such as parts of speech. The 
list of allowable elements can either be built by hand, or 
Shoebox will build it automatically from the actual 
elements found in the data. In my experience, if field 
linguists employ range sets at all, the latter is the way the 
sets are built which means that any erroneous items in 
the data are automatically added to the range set.  

A savvy user can examine the range set and remove any 
spurious items, then run a consistency check to repair any 
fields which violate the edited range set. But in fact, it 
often devolves upon a consultant to perform this check (if 
not to perform the repairs). While obvious errors are easy 
to spot (the use of both Noun and noun , say), the 
consultant may not be familiar enough with the grammar 
of the language to notice other erroneous items in the 
range set. For this reason, it is useful to count the number 
of times particular elements in a given field appear, on the 
principle that what is rare is often an error. 

There are many ways this can be done; I use a simple 
program (coded in Python) which counts all the strings 
appearing between a particular pair of regular expressions. 
For counting parts of speech, for example, the search 
expression has ^\\pos 

 

(a \pos at the beginning of line) 
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to the left, and $

 
(end of line) to the right. The resulting 

list can be perused for low-frequency items. 

Spell Correction 
Spell checking can easily be done for most major 
languages by extracting the text from fields which are in 
the desired language, and running the extracted text  
through an off-line spell checker (such as aspell or 
ispell7).  

One problem with this approach is that SFM-coded fields 
may not be contained on a single line. This is particularly 
true of example sentences (or their translations into the 
glossing language(s)). It is therefore not sufficient to grep 
out the lines containing the desired SFM codes, without 
first normalizing the file(s) so that each field occupies a 
single line. Again, this can be done in a variety of ways; I 
use a simple Python program to combine all the fields of a 
given record onto a single line, then break the record up 
into fields again at SFMs. (I also tokenize the result into 
words, and sort them uniquely so that each word need 
only be checked once; abbreviations  and the SFMs 
themselves can also be filtered out at this stage.) 

Another detail that could cause problems is the encoding 
issue. Spell checkers assume a particular encoding, and if 
the Shoebox dictionary uses a different encoding, it would 
be necessary to run the text through an encoding converter 
(such as iconv8) prior to spell checking. 

However, the biggest issue for spell checking of a 
multilingual dictionary is that it is cumbersome to do spell 
correction. That is, while aspell supports spelling 
correction of a monolingual file, it is not easy to merge the 
corrected result back into the SFM-encoded dictionary, 
even if one does not tokenize the extracted fields. Nor 
would it be straightforward to run aspell directly on the 
SFM-encoded files, precisely because they are 
multilingual, and there is no way to tell aspell what 
language a given field is in. 

If there are only a small number of spelling errors, this is 
perhaps not an issue. One can extract the fields, run them 
through a spell checker to produce a list of misspelled 
words, then use Shoebox to search for each of the 
misspellings in situ.  

But a dictionary I was recently working with prompted me 
to find another solution: the glosses were in both English 
and French, and the French glosses had been entered 
without accents or cedillas. Spell correction was therefore 
a massive exercise, involving not only correction of typos, 
but entering numerous accented characters.  

The better solution involved exporting the SFM dictionary 
to Microsoft Word, running a program in Word to define 
the language for each field, and using Word s built-in 
French and English spell correctors on their respective 
fields. The French spell corrector made it trivial to add the 

                                                     

 

7Both aspell and the similar ispell program are freely available, 
and run under Linux or the CygWin environment under 
Windows, as well as coming in native Windows versions. There 
are dozens of language-particular dictionaries for aspell and 
ispell, see http://aspell.net/

 

and http://fmg-
www.cs.ucla.edu/geoff/ispell-dictionaries.html.  
8 Again, iconv is freely available. 

accented characters. (Of course Word could not 
automatically correct words where two forms existed 
which differed only by the presence of accents: a has 
and à to , for instance.) The file was then exported back 
into Shoebox. 

Note that this process uses Word only as a temporary way 
of modifying the dictionary. It is not intended that any sort 
of editing, apart from spell correction, be performed in 
Word, thus avoiding the problems inherent in doing 
lexicography in a word processor (Bird and Simons 2003). 

In more detail, the SFM language marking program is 
written in Word s Visual Basic programming language, 
and functions in effect as a Word macro. The user imports 
an SFM-coded file into Word, then launches the program 
from within Word. 

The SFM language marking program parses the 
information on fields and the language that they are 
encoded in from the Dictionary Type file (see footnote 4), 
making certain assumptions. For example, Word has 
separate spelling dictionaries for several dialects of 
French; if the user specifies French in the type file, the 
import program assumes this means what Word calls 
French (France) .9 The SFM language marking program 

then automatically assigns the contents of each field in the 
SFM-coded file to the appropriate language. If a field uses 
the Default language, the program marks the field as not 
to be spell-checked. (The SFMs themselves are also 
marked not to be spell-checked.) 

Once the program has assigned the field contents to the 
appropriate languages, the user can use Word s spell 
checking/ correction features to correct the spelling. When 
finished, the user saves the file as text, allowing it to be 
imported back into Shoebox. 

Finally, not all languages of interest have spell checkers or 
correctors. In particular, it is unlikely that the target 
language of a minority language dictionary will have any 
spell checking facilities (and building an aspell dictionary 
from the contents of a bilingual dictionary is obviously not 
an option, since it is the bilingual dictionary itself that is 
to be checked!). However, what can be done is to extract 
the relevant fields (as described above for aspell), and 
feed them into a character n-gram program to produce lists 
of n-grams of various lengths. Token counts on the 
various n-grams can then be used to find rare n-grams, 
which may be errors. Another approach would be to parse 
the input into syllables, although I have not tried this as 
yet. 
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9 A list of installed languages is available from Word s 
Language dialog box. 
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Abstract
The ispell family of spellcheckers is perhaps the single most widely ported and deployed open-source language tool. Here we describe
how theSźoSzablya‘WordSword’ project leveragesispell ’s Hungarian descendant,HunSpell , to create a whole set of related tools
that tackle a wide range of low-level NLP-related tasks such as character set normalization, language detection, spellchecking, stemming,
and morphological analysis.

1. Introduction
Over the years, open source unix distributions have

become the definitive repositories of tried and tested al-
gorithms. In the area of natural language processing,
wellformedness of words is typically checked by the
ispell family of spellcheckers that goes back to Gorin’s
spell program (see Peterson 1980), a spellchecker for
English written in PDP-10 assembly. Since at the core
of spellchecking is a method for accurate word recogni-
tion, it is an ideal platform both for reaching “down” to-
ward language identification and for reaching “up” toward
stemming and morphological analysis. TheSźoSzablya
‘WordSword’ project at the Budapest Institute of Technol-
ogy leverages theispell methods with the goal to ex-
tend them to a general toolkit applicable to various low-
level NLP-related problems other than spell-checking such
as language detection, character set normalization, stem-
ming, and morphological analysis.1

The algorithms described here go back to the roots
of the spell -- ispell -- International
Ispell -- MySpell -- HunSpell development.
The linguistic theory implicit in much of the work has
an even deeper historical lineage, going back at least to
the Bloomfield–Bloch–Harris development of structuralist
morphology via Antal’s (1961) work on Hungarian.
Despite our indebtedness to these traditions, this paper
does not attempt to faithfully trace the twists and turns of
the actual history of ideas, rather it offers only a rational
reconstruction of the underlying logic.

A high performance spellchecker can easily be lever-
aged for language identification, and we have relied heav-
ily on HunSpell both for this purpose and for overall
quality improvement in creating a gigaword Hungarian cor-
pus (see the main conference paper paper Halácsy et al
2004). Orthographic form and, by implication, spellcheck-
ing technology, remains the Archimedean point of natu-
ral language text processing both “downward” and “up-
ward”. Here we will concentrate entirely on the “upward”
developments leading toHunStem, a full featured indus-
trial strength stemmer that supports large-scale Information
Retrieval applications, and eventually toHunMorph , an

1Aversano et al 2002 is the only related attempt we know of.

open source morphological analyzer.2 Though the names
HunSpell andHunStem suggest Hungarian orientation,
in the spirit of ispell our project keeps the technology
perfectly separated from lexical resources, making the tools
are directly applicable to other languages provided that lex-
ical databases are available. Resources for the applications
can be compiled from a single lexical database and mor-
phological grammar with the help of theHunLex resource
compilation tool.

The paper is structured as follows. Section 2 pro-
vides a brief introduction to the morphological analy-
sis/generation problem from the perspective of spellcheck-
ing, and discusses how the affix-flag mechanism introduced
to ispell by Ackerman in 19783 has been modified to
deal with multi-step affix stripping to attack the problem of
languages with rich morphology. Section 3 describes how,
by enabling multiple analyses, treatment of homonyms, and
flexible output of stem information, the general framework
of HunSpell has been extended to support stemming. In
the concluding Section 4 we describe how the codebase can
be leveraged even further, to support detailed morphologi-
cal analysis.

2. The morphological OOV problem
The simplest spellchecker, both conceptually and in

terms of optimal runtime performance, is a list of all cor-
rectly spelled words. Acceleration and error correction
techniques based on hashes, tries, and finite automata have
been extensively studied, and the implementor can choose
from a variety of open source versions of these techniques.
Therefore the spellchecking problem could be reduced, at
least conceptually, to the problem of listing the correct
words, whereby errors of the spellchecker are reduced to
out of vocabulary (OOV) errors. A certain amount of OOV
error is inevitable: new words are coined all the time, and
the supply of exotic technical terms and proper names is in-
exhaustible. But as a practical matter, developers encounter

2For further upward developments such as named entity ex-
traction, parsing, or semantic analysis, orthography gradually
loses its grip over the problem domain, but none of these higher-
level developments are feasible without tackling the low-level is-
sues first.

3For the history ofispell/MySpell , see the man pages.
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OOV errors early on from another source: morphologically
complex words such as compounds and affixed forms.

The ability to reverse compounding and affixation has a
very direct payoff in terms of reducing memory footprint,
and it is no surprise that affix stripping ability was built
into ispell early on. Initially, (i)spell only used
heuristics for affix stripping before looking up hypothe-
sized stems in a base dictionary. This was substantially im-
proved by the introduction ofswitches(in linguistic terms
these would be calledprivative lexical features) that license
particular affix rules and thus help eliminate spurious hits
resulting from the unreliable heuristic method.

In 1988 Geoff Kuenning extended affix flags to license
sets of affix rules. In this table-driven approach, affix flags
are interpreted as lexical features that indicate morphologi-
cal subparadigm membership. This method of affix com-
pression allowed for less redundant storage and efficient
run-time checking of a great number of affixes, thereby
enablingispell to tackle languages with more complex
morphological systems than English. After major modifica-
tions of the code, the first multi-lingual version ofispell
was released in 1988.

Ispell can also handle compounds and there is even
the possibility of specifying lexical restrictions on com-
pounding, also implemented as switches in the base dic-
tionary. For some languages, a rich set of compound con-
structions allow for productive extensions of the base vo-
cabulary, and this feature is indispensable in mitigating the
OOV problem. Language-specific word-lists and affix rules
for ispell , with added switch information as necessary,
have been compiled for over 50 languages so far. Our devel-
opment started with providing open source spell-checking
for Hungarian. Our spellchecker,HunSpell is based on
MySpell , a portable and thread-safe C++ library reimple-
mentation ofispell written by Kevin Hendricks. We
choseMySpell as the core engine for our development
both because of its implementational virtues, and because
the non-restrictive BSD license significantly enhances its
potential in open source development and large-scale code
reuse.4

The lexical resources ofMySpell (the affix file and
the dictionary file) are processed at runtime, which makes
them directly portable across various platforms. A line in
the affix file represents an affix rule from a generation point
of view. It specifies a regexp-like pattern which is matched
against the beginning or end of the base for prefix and suf-
fix respectively, a string to strip from, and the actual affix
string to append to the input base. A special indexing tech-
nique, the D̈omölki algorithm is used in checking affixation
conditions (D̈omölki 1967) to pick applicable affix rules in
parsing. A pseudo-stem is hypothesized by reverse appli-
cation of the affix rule (i.e., stripping the append string and
appending the strip string) which is looked up in the dictio-
nary. A line in the dictionary file represents a lexical entry,
i.e., a base form associated with a set of affix flags. If the
hypothesized base is found in the dictionary after the appli-
cation of an affix rule, in the last step it is checked whether

4MySpell has been incorporated into OpenOffice.org’s office
suite, where it replaces the third-party libraries licensed earlier.

its flags contain the one the affix rule is assigned to.
Though the ispell algorithm performs affix stripping and

lexical lookup very efficiently, the implementation does not
scale well to languages with rich morphology.ispell
lexical resources actually exist for some languages with
famously rich productive morphology such as Estonian,
Finnish, and Hungarian, but it is suggestive that the latter
two languages use enhancements overMySpell in their
native OpenOffice.org releases for spellchecking.5 The
Hungarian version uses our development, theHunSpell
library which incorporates various spell-checking features
specifically needed to correctly handle Hungarian orthog-
raphy – we turn to these now.

So far we spoke of affixes only in the sense of edge-
aligned substrings (prefixes and suffixes), but in languages
with complicated combinatorial morphology affix rules
might stand for intricate clusters of affix morphemes (the
sense of affix used in linguistics). Such morphotactic com-
plexity, a hallmark of rich productive morphology, often
makes it difficult to list all legitimate affix combinations,
let alone produce them automatically: the sheer size and
redundancy of precompiled morphologies make modifica-
tions very difficult and debugging nearly impossible. Main-
taining these resources without a principled framework for
off-line resource compilation is virtually a hopeless enter-
prise, witnessmagyarispell , the HungarianMySpell
resource6 which resorts to a clever (from a maintainabil-
ity perspective, way too clever) mix of shell scripts, m4
macros, and hand-written pieces ofMySpell resources.

To remedy this problem we devised an off-line resource
compilation tool which given a central lexical database and
a morphological grammar can create resources for the ap-
plications according to a wide range of configurable param-
eters. HunLex is a language-independent pre-processing
framework for a rule-based description of morphology (de-
tails about grammar specifications and configuration op-
tions ofHunLex would go beyond this paper).

To handle all the productive inflections
magyarispell requires about 20 thousand com-
bined entries. Extending this database to incorporate
productive derivational morphology would mean an order
of magnitude increase, as full derivation and inflection can
yield ca.103-106 word forms from a single nominal base.
Taking orthogonal prefix combinations into account would
result in another order of magnitude increase, leading to
file sizes unacceptable in a practical system.

Using themagyarispell resources, on the 5 million
word types of the SźoSzablya web corpus (Halácsy et al.
2004),HunSpell ’s recognition performance is about 96%
(OOV is 4%). Taking word frequencies into account OOV
is only 0.2% (i.e. recall is near perfect, 99.8%). While
these figures are quite reassuring for the central use case of
flagging spelling errors, in order to offer high quality re-
placements we can’t ignore rare but perfectly well-formed
complex forms. Decreased OOV is also indispensable for
wide-coverage morphological analysis and Information Re-

5The Finnish version is a closed-source licensed binary (see
http://www.hut.fi/ pry/soikko/openoffice/ ).

6http://magyarispell.sourceforge.net/
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trieval applications.
To solve the morphological OOV problemHunSpell

now incorporates a multi-step sequential affix-stripping al-
gorithm. After stripping an affix-cluster in stepi, the re-
sulting pseudo-stem can be stripped of affix-clusters in step
i + 1. Legitimate strippings can be checked in exactly the
same way as for valid online base+affix combinations, and
are encoded with the help of switches in the resource file.
Implementing this only required a minor extension of the
data structure coding affix entries and a recursive call for
stripping. Currently this scheme is implemented for two
steps (plus lexical lookup) for suffixation plus one for pre-
fixation, but can easily be extended to a fully recursive
method.7 From the structuralist perspective, the cluster-
ing step implements a kind of position class analysis (Nida
1949, Harris 1951), and from a generative perspective it
implements a simplified version of lexical phonology and
morphology (Kiparsky 1982). Besides the well-known the-
oretical justifications for this style of analysis, there is a
compelling practical justification in that the size of the affix
table shrinks substantially: with our particular setting for
Hungarian, the multi-step resource is the square root of the
single-step one in size.HunLex can be configured to clus-
ter any or no set of affixes together on various levels, and
therefore resources can be optimized on either speed (to-
ward one-level) or memory use (affix-by-affix stripping).

Prefix–suffix dependencies An interesting side-effect of
multi-step stripping is that the appropriate treatment of cir-
cumfixes now comes for free. For instance, in Hungar-
ian, superlatives are formed by simultaneous prefixation of
leg- and suffixation of-bb to the adjective base. A prob-
lem with the one-level architecture is that there is no way
to render lexical licensing of particular prefixes and suf-
fixes interdependent, and therefore incorrect forms are rec-
ognized as valid, i.e. *legv́en = leg + vén ‘old’. Until the
introduction of clusters a special treatment of the superla-
tive had to be hardwired in the earlierHunSpell code.
This may have been legitimate for a single case, but in
fact prefix–suffix dependences are ubiquitous in category-
changing derivational patterns (cf. Englishpayable, non-
payablebut *non-payor drinkable, undrinkablebut *un-
drink). In simple words, here, the prefixun- is legitimate
only if the basedrink is suffixed with-able. If both these
patters are handled by on-line affix rules and affix rules are
checked against the base only, there is no way to express
this dependency and the system will necessarily over- or
undergenerate.

Compounds Allowing free compounding yields decrease
in precision of recognition, not to mention stemming and
morphological analysis. Although lexical switches are in-
troduced to license compounding of bases byispell ,
this proves not to be restrictive enough. This has been
improved upon with the introduction of direction-sensitive
compounding, i.e., lexical features can specify separately
whether a base can occur as leftmost or rightmost con-

7For the fully recursive version, in order to guarantee termina-
tion, one has to either impose a limit on the number of steps or
make sure that the lengths of pseudo-stems that are the result of
successive legitimate stripping operations converge to zero.

stituent in compounds. This, however, is still insufficient to
handle the intricate patterns of compounding, not to men-
tion idiosyncratic (and language specific) norms of hyphen-
ation.

The MySpell algorithm currently allows any affixed
form of words which are lexically marked as potential
members of compounds.Hunspell improved upon this,
and its recursive compound checking rules makes it possi-
ble to implement the intricate spelling conventions of Hun-
garian compounds. This solution is still not ideal, how-
ever, and will be replaced by a pattern-based compound-
checking algorithm which is closely integrated with input
buffer tokenization. Patterns describing compounds come
as a separate input resource that can refer to high-level
properties of constituent parts (e.g. the number of sylla-
bles, affix flags, and containment of hyphens). The patterns
are matched against potential segmentations of compounds
to assess wellformedness.

3. Stemming and morphological analysis
So far, we only touched upon general issues pertain-

ing to the recognition of morphologically complex forms in
highly inflecting languages. It is easy to realize, however,
that the same general architecture can easily be extended
to more sophisticated analysis tools for morphological pro-
cessing. A straightforward extension we implemented al-
lowedHunSpell to output lexical stems, thereby turning
it into a simplistic stemmer.

Practically, stemmers are used as a recall enhanc-
ing device for Information Retrieval systems (Kraaij and
Pohlmann 1996, Hull 1996). Stemmers ideally conflate se-
mantically related wordforms, so indexing words by their
stems effectively expands the relevant search space. The
relevance of this ubiquitous NLP technique is greater for
languages with rich (inflectional) morphology and/or rela-
tively smaller corpus. Stemmers based on various approxi-
mate heuristics (Porter 1980, Paice 1994) are already quite
robust and ones based on corpus statistics can be totally lan-
guage independent (Xu and Croft 1998). However, these
methods very often produce nonwords the human interpre-
tation of which is difficult, which makes debugging of false
conflations hard. Therefore, once linguistic resources are
available, stemming based on linguistically motivated mor-
phological analysis is beneficial at least from a maintain-
ability perspective.

To turn HunSpell into HunStem, a fully functional
grammar-based stemmer, we had to address several issues
beyond the trivial provision for stem output. First, for the
recognition problem relevant in word-based spellchecking,
no multiple analyses are needed, so the processing of a
word can terminate with the first successful analysis. For
any stemmer of practical use, this is insufficient, and com-
ing up with alternative stems for morphologically ambigu-
ous forms is a definitive requirement. This has been imple-
mented andHunStem now performs exhaustive search for
analyses and outputs all potential stems.

Second, for stemming it is desirable that homonymous
stems be disambiguated if affixation provides the neces-
sary cues. This is usually the case with ambiguous stems
belonging to different paradigms or categories like Hun-
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garianhal, which is ambiguous between the verbal read-
ing ‘die’ and the nominal reading ‘fish’. In the original
design, string-identical bases are conflated and there is no
way to tell them apart once their switch-set licensing var-
ious affixes are merged. Fixing this only required minor
technical modifications in the code andHunStem is now
able to handle homonyms and output the correct stem if the
base occurs in disambiguating affix pattern. Note that base-
licensing of incompatible affixes for homonymous stems is
a problem for recognition as well. For instance, in Hungar-
ian,hal, used as a verb, can take various verbal affixes, but
these cannot cooccur with nominal affixes. The problem
is that the architecture is unable to rule out homonymous
bases with illegitimate simultaneous cross-category combi-
nations of prefix and suffix such as *meghalam= megver-
bal prefix +hal ’die V’ + -am ’ POSS1SG nominal suffix’.
Before the correct treatment of homonymous bases was in-
troduced, the only available solution was to list precom-
piled verbal and nominal paradigms separately for these,
which is not only wasteful and error-prone, but also puts
productively derived forms out of scope.

Third, and most importantly, the literal output of lexical
stems looked up in the dictionary resource after affix strip-
ping may not be optimal for stemming purposes without ex-
plicitly addressing the issue of when to terminate the analy-
sis. From the perspective of spellchecking there was no rea-
son to get rid of exactly the affixes one is likely to want to
strip in a typical stemming task. Since the division of labor
between online (runtime) and offline (compile time) affixa-
tion is irrelevant for the recognition task, choices are mainly
biased to optimize efficient storage and/or processing rather
than to reflect some meaningful coherence of dictionary
bases. That is, several morphologically complex forms may
be appear as bases (either listed or off-line precompiled) in
the originalHunSpell resource dictionary, which was not
optimized for stemming output. For instance, Hungarian
exceptional singular accusativefarkat is linguistically de-
rived from stemfarokbut the ispell analysis was based on a
dictionary entry for the plural nominativefarkakfor reasons
of efficient coding. In the current system the adjustment of
conflation classes, i.e., which words are kept unanalyzed
and which affixes are stripped, is therefore flexibly config-
urable: the precompilerHunLex , which replaces our ear-
lier set ofm4macros, creates lexical resources for the stem-
mer based on various parameters, which opens the door to
the creation of task-dependent stemmers optimized differ-
ently for different IR applications.

4. Conclusion
If we aspire to scale open source language technology

to a wide range of languages, the problems exemplified by
Hungarian are but instances of the general problems one
will necessarily encounter along the way, because a sub-
stantial proportion of the world’s languages (e.g., Altaic,
Uralic and Native American languages) are heavily agglu-
tinative. Since scaling to other languages is an important
motivation behind developing our toolkit, we believe that
even those languages with rich morphology, like Turkish or
Basque, which as yet lack MySpell lexical resources, will
eventually benefit from our efforts.

The next logical step is a full-fledged morphological
analysis tool for Hungarian. Many of the prerequisites of
morphological analysis, in particular the flexibility to de-
fine the set of morphemes left unanalyzed at compile time,
were fulfilled in the course of theHunStem development,
and a pilot version ofHunMorph is already operational.
In principle, HunLex method of dictionary resource pre-
compilation is applicable even to Kimmo-style systems,
where the inner loop is based on finite state transduction
rather than the generic string manipulation techniques used
in ispell , but in the absence of a non-restrictive license
open source two-level compiler we are not in a position to
pursue this line of research.
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Abstract 
A project of Irish prosody is described which attempts to provide not only the basis for a linguistic description of the prosody of Irish 
dialects, but also the prerequisite quantitative characterization that is needed to allow us to use it for future technological applications, 
particularly text-to-speech development for Irish dialects.  As with many other minority languages, there are particular challenges, but 
also particular opportunities to address.  A multi-layered analytic approach is adopted, which will provide coverage of the three 
phonetic dimensions of prosody: pitch dynamics (intonation); voice quality; and temporal features.  It is also envisaged that these 
analyses will provide the basis for an account that encompasses both the narrowly linguistic functions of prosody and its paralinguistic 
function of signaling attitude and emotion.  In these last respects, this study aims also to contribute to the broader understanding of 
prosody, and to its modeling for more expressive speech synthesis.  Given the relatively threatened status of Irish, we hope that by 
gearing our linguistic analysis to eventual technology exploitation, we can go beyond the mere documentation and aspire to the 
provision of tools that can support language teaching/learning and language usage generally.   
 
 

Introduction 

In this paper we describe a new project on the Prosody of 
Irish Dialects.  Linguistic research on a minority language, 
in comparison to widely spoken and widely analyzed 
languages, often presents particular challenges and 
opportunities.  As the approach adopted reflects many of 
these concerns it may thus be of general interest. 
 
In our group we are keenly aware that knowledge 
concerning the linguistic structure of a language is a 
prerequisite for many speech technology applications.  For 
example, in order to develop even a basic text-to-speech 
system, we ideally need models of the prosodic structure, 
as well as an understanding of segmental and grammatical 
structure etc.  However, the analyses are often ill adapted 
to the eventual technological exploitation, and there is 
often a gap than can not easily be bridged.  To be truly 
useful for technology, we need to adopt methodologies 
that ensure that the output can be harnessed by 
technology. 
 
In the case of minority languages, speech technology is 
not just a luxury or gimmick.  For endangered languages 
in particular, linguists are increasingly aware of the need 
to record and document them for posterity.  Tools such as 
high quality text-to-speech facilities would serve to 
preserve models of the spoken language.  Beyond the 
‘preserving’ function, they could further play an important 
role in supporting language teaching/learning and 
language usage, crucial to the survival of the language. 
 
The conundrum is that the non-commercial status of these 
languages makes it difficult for them to attract the funding 
and manpower for such linguistic research and technology 
adaptations.  The lack of commercial viability arises from 
the limited size of the community of users, and/or as is the 
case with Irish, from the fact that most users are bilingual, 
so that product producers see the market as already 
served. 
 

The need for Irish prosody research 

Many of the goals of the present project have been shaped 
by these kinds of considerations, and it is felt that the 
linguistic analysis must maximize the potential 
downstream usefulness for later technology applications, 
particularly text-to-speech development.  It therefore 
relates closely to another ongoing project, WISPR, which 
directly targets such technological developments (see 
parallel paper in this Workshop). 
  
In setting out to describe Irish prosody, there are some 
further challenges which are shared with many other 
minority languages.  Firstly, there is no prior account to 
draw on.  Although there have been many accounts of the 
segmentals of Irish dialects (de Búrca, 1958; de 
Bhaldraithe, 1945), there is to date virtually no available 
coverage of segmental aspects, other than some short 
fragments on intonation (Blankenhorn, 1982; de 
Bhaldraithe, 1945).  Consequently, the research is 
necessarily an exploration of mostly unchartered territory.   

  
Another issue, common to many minority languages, is 
that given the historical and sociological context, there is 
no standard dialect.  Rather, for Irish, we are confronted 
with four main dialects: and focusing on a single one 
involves making assumptions as to which one we regard 
as dominant.  For that reason, in the present project, a 
cross-dialect approach has been adopted, and the analysis 
will be carried out on the four dialects of Donegal, Mayo, 
Connemara and Kerry Irish as illustrated in Figure 1.  
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Donegal Irish (DI)

Mayo Irish (MI)

Connemara Irish (CI) 

Kerry Irish (KI)

 

Figure 1:  Map showing location of the four dialects of 

Irish, included in the analysis 
 
One of the major linguistic interests of the descriptive 
material will be to show up what is common to all dialects 
and where the major divergences occur.  The cross-dialect 
approach is dictated also partly by the fact that we are 
eventually interested in the provision of text-to-speech for 
all the main dialects.  
 
It should be pointed out that research in minority 
languages also offers particular opportunities.  First of all 
it allows us to reconsider many assumptions about 
language structure universals which are based on analyses 
of very few languages, mostly English.  It is also an 
opportunity to look in a fresh way at theoretical issues and 
methodologies, and to try new perspectives, as one is in 
some sense “freed up” from current methodological 
straight jackets. 

Project goals  

As an approach to prosody description this project adopts 
a number of strategies, some of which are in line with 
current linguistic analyses, some of which are rather 
novel.  The specific goals and methodologies are where 
relevant tailored to the situation of Irish and our hopes for 
technological downstream dividends.  They also reflect 
some of the ongoing research preoccupations of our 
laboratory, and an interest in providing a more holistic 
account of prosody in general, which of course would 
have implications for the broader field of synthesis of any 
language.  From this perspective, there are three main 
goals.   

1. Integrating the three phonetic dimensions 

It will describe the three phonetic dimensions of prosody: 

intonation, voice quality and rhythmic/temporal features.  

While most descriptive analyses of the prosody of 

individual languages provide an account of melodic 

structure, we feel that all three (in our view) phonetic 

correlates need to be incorporated where possible.  Thus 

we will aim to provide an account of:  

 

Intonation/melody: account of the primary pitch patterns 

of each dialect, and how these differ.  

 
Voice quality: account of voice source correlates of major 
intonational categories, and an account of how voice 
quality is exploited for linguistic differentiation and for 

paralinguistic communication of affect and attitude (see 
next subsection).  This is largely absent from descriptions 
of prosody, but some of our own research (e.g. Ní 
Chasaide and Gobl 2004) as well as the work of other 
researchers in the field indicate that coverage of pitch 
dynamics without taking corresponding modulation of the 
voice source into account is inevitably a partial treatment 
of prosodic phenomena.   This for us is very linked to 
some basic research on the voice which we are carrying 
out in the lab.  It is also of course relevant to downstream 
synthesis applications, although this is in the longer term. 
 

In technical terms, this is a difficult area to work in as 

obtaining reliable measurements is not at all 

straightforward. For this reason, voice quality analysis 

will be limited to two of the dialects.   

 

Temporal/durational features: a description of the salient 

rhythmic/temporal characteristics of the dialects. 

 
Although timing and rhythm is a major area of prosodic 
research, there is often a divide between it and that 
research focused on melody.  To gain a proper 
understanding of how the prosody of a language works, 
we feel that a parallel description is required, so that we 
get some sense of how the temporal features contribute to 
those prosodic elements that are often described as 
involving pitch alone.   
 
The need to include an account of temporal and rhythmic 
factors arises also from our long-term perspective of 
providing prosodic modeling for speech synthesis of Irish.   
Finally, within Irish linguistics, much of the interest will 

be focused on cross-dialect divergence and on the rather 

striking rhythmic differences in these dialects.  

2. Encompassing linguistic/paralinguistic functions. 
A second major goal is to provide an account that bridges 
the gap between the linguistic and paralinguistic functions 
of prosody.  Early treatments of intonation such as 
O’Connor and Arnold (1961) saw the paralinguistic 
signaling of attitude and emotion as a primary role of 
prosody in speech communication, more recent 
generations of linguists have tended to shy away from this 
aspect, and focus more narrowly on its linguistic functions 
such as marking focus, phrase boundaries or even 
sentence mode (differentiation between declaratives and 
interrogatives). 

 
While the initial thrust of our analyses will also target the 
linguistic level, we will be incorporating some analyses of 
affectively colored speech with a view to providing some 
initial model of how the linguistically relevant 
constituents of prosody vary with the attitude and emotion 
of the speaker.  

 
This particular aspect of the project links to research we 
have been doing on the mapping of different voice 
qualities to affect (Gobl and Ní Chasaide, 2003) and on 
how voice quality and f0 combine in affect signaling 
(Gobl et al 2002, Ní Chasaide and Gobl 2004).  It is our 
firm view that the field of prosody has become falsely 
fragmented in a number of ways, and that we need to look 
at linguistic and paralinguistic phenomena within a single 
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drawing together the different phonetic correlates of 
prosody:  it is unlikely that one can make progress in 
describing the paralinguistic dimension without 
incorporating voice quality, along with pitch dynamics 
and temporal aspects.   

 
Our research to date on voice quality, pitch and affect 
signaling was carried out through perception 
experimentation (references as above) with stimuli 
generated using formant based synthesis and a 
sophisticated voice source model (Fant et al., 1985).  Our 
present project provide us with an opportunity to combine 
this with an analytic approach.  This aspect of our research 
links to the objectives of a newly launched network of 
excellence on emotion (HUMAINE, 2004).   

 
It also relates to possible downstream developments in 
speech synthesis, and in particular the provision of 
synthesized voices which are capable of conjuring specific 
emotions and attitudes (Gobl et al, 2002; Gobl and Ní 
Chasaide, 2002; Ní Chasaide and Gobl, 2002).   

3. Qualitative and quantitative coverage 
In keeping with the fact that we as linguists want to 
provide a linguistic account which is readily harnessed for 
technology applications, we are adopting a dual 
qualitative and quantitative approach.  In the first, current 
phase, a linguistic, qualitative analysis of corpus materials 
is being carried out within the framework of 
Autosegmental-Metrical phonology (Ladd, 1996), using 
tone labels adapted from the ToBI annotation system.  
This analysis is  an account of the possible combinations 
of tones (e.g. H*, L*+H) associated with accented 
syllables and phrase boundaries.  The analysis is 
essentially auditory, and the researcher is guided by the 
visual display of f0.  Figure 2 illustrates a ToBI-type 
analysis with f0 display for the sentence Bíonn ealaí ag 
snámh in Árainn Mhór.   This is the current standard for 
intonational analysis, and an account in this framework 
will be broadly accessible and allow comparison with 
other studies on languages and dialects elsewhere.    

 

H*+L !H*+L H*+L 

%H < > < > < > 

bíonn ealaí ag snámh in Arainn mhór 

125 

375 

150 

200 

250 

300 

350 

Time (s) 
0 2.19179 

!H*+L 

% 

Figure 2: Display of Autosegmental-Metrical analysis of 

an Irish utterance, showing from top: f0 contour; tonal 

labels; prominence and boundary labels; and orthographic 

representation. 

In the second phase of our intonation analysis, the same 
materials will be quantitatively analysed, using the 
Fujisaki model (Fujisaki, 1983).  Figure 3 illustrates the 
same sentence, whose intonation is modeled in terms of 
Fujisaki parameters. 

 

 

 Figure 3: Display of Fujisaki analysis of the Irish 

utterance in Figure 2, showing from top: speech 

waveform; the original f0 contour (*dotted line); the 

modelled Fujisaki contour (solid line); the Fujisaki accent 

commands; and the Fujisaki phrase command. 

 
The Fujisaki modeling is well adapted to synthesis 
applications and to our technology related goals for Irish.  
The quantitative measurements are also required by the 
second goal mentioned above, namely that of providing 
coverage of paralinguistic and linguistic phenomena 
within a single framework.  As regards intonation, many 
of the prosodic manifestations of attitude and emotion 
concern  not the configuration of tonal sequences, but 
rather changes in the dynamic range and the average level 
of f0 (Scherer, 1986).  The Autosegmental-Metrical 
approach, using ToBI-type labels is highly abstract.  
While it is admirably suited to capture the linguistic, 
contrastive aspects of intonation, for which it was devised, 
it abstracts away much of the paralinguistic related 
variation.  

Conclusion 

In this project our goals and analytic strategies are 
motivated by different though not necessarily competing 
considerations:  
• providing an account of an unchartered aspect of 

linguistic structure;  
• providing an account of Irish intonation that is 

accessible to those interested in the typology of 
intonation systems; 

• providing quantitative modeling of intonation and 
temporal structure that we can subsequently exploit in 
developing technology applications, particularly in 
the provision of text-to-speech  for Irish 

• providing basic research that will contribute towards 
a better understanding of the nature of prosody, and in 
particular of how the same set of phonetic dimensions 
(pitch, voice quality, and timing) are simultaneously 
exploited by the speaker to convey both linguistic and 
paralinguistic information.  
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Abstract 
In this paper a set of tools for morphological analysis and generation is presented along with its application to Komi-Zyryan, a small 
Finno-Ugric language spoken in Northeastern Europe. This endeavor is part of a project which aims to create annotated corpora and 
other electronically available linguistic resources for a number of small members of the Uralic language family. A morphological 
grammar development environment is also introduced which facilitates a rapid development of the morphological descriptions used by 
the tools presented. 

1. Introduction 
Various Hungarian research groups specialized in Finno-
Ugric linguistics and a Hungarian language technology 
company, MorphoLogic have initiated a project with the 
goal of producing annotated electronic corpora for small 
Uralic languages. This paper describes the current state of 
the subproject on Komi. 

2. The Tools 
In the project, we use a morphological analyzer engine 
called Humor ('High speed Unification MORphology') 
developed at MorphoLogic (Prószéky and Kis, 1999). We 
supplemented the analyzer with two additional tools: a 
lemmatizer and a morphological generator.  

2.1. The Morphological Analyzer 
Features of the Analyzer The Humor analyzer performs 
a classical 'item-and-arrangement' (IA) style analysis 
(Hockett, 1954). The input word is analyzed as a sequence 
of morphs. It is segmented into parts which have (i) a sur-
face form (that appears as part of the input string), (ii) a 
lexical form (the 'quotation form' of the morpheme) and 
(iii) a category label (which may contain some structured 
information or simply be an unstructured label). The lexi-
cal form and the category label together more or less well 
identify the morpheme of which the surface form is an al-
lomorph.  
Although the 'item-and-arrangement' approach to mor-
phology has been criticized, mainly on theoretical 
grounds,  by a number of authors (c.f. e.g. Hockett, 1954; 
Hoeksema and Janda, 1988; Matthews, 1991), the Humor 
formalism had been in practice successfully applied to 
languages like Hungarian, Polish, German, Rumanian and 
Spanish so we decided to use it in this project as well. The 
'slicing-up' approach of the analyzer we use seemed suit-
able to the agglutinating type of languages to which Komi 
belongs. On the other hand, we avoided segmenting any 
'portemanteau' morphemes the segmentation of which 
would have been purely stipulated. 
Another feature of the analyzer is that it produces flat 
morph lists as possible analyses, i.e. it does not assign any 
internal constituent structure to the words it analyzes. The 
reason for this is that it contains a regular word grammar, 
which is represented as a finite-state automaton. This is 
clearly much more efficient than having a context-free 

parser and it also avoids most of the irrelevant ambiguities 
a CF parser would produce. 
The following is a sample output of the Humor analyzer 
for the Komi word form kolanla. 

analyzer>kolanla
kov[S_V]=kol+an[D=A_PImpPs]+la[I_CNS]
kov[S_V]=kol+an[D=N_Tool]+la[I_CNS]

Morphs are separated by + signs from each other. The rep-
resentation morphs is lexical form[category la-
bel]=surface form. The surface form is output only if 
it differs from the lexical form. A prefix in category labels 
identifies the morphological category of the morpheme (S: 
stem, D: derivational suffix, I: inflectional suffix). In the 
case of derivational affixes, the syntactic category of the 
derived word is also given.  
In the example above, kov is identified as the lexical form 
of a verb stem (S_V). The stem undergoes a stem alterna-
tion the result of which is that its surface form end in -l in-
stead of -v. A derivational suffix -an is attached to it, the 
surface and lexical form of which is identical. The morph 
is ambiguous: it is either a noun forming suffix or a suffix 
forming a passive participle. This is followed by an inflec-
tional suffix: the consecutive case marker -la. 
How the analyzer works The program performs a search 
on the input word form for possible analyses. It looks up 
morphs in the lexicon the surface form of which matches 
the beginning of the input word (and later the beginning of 
the yet unanalyzed part of it). The lexicon may contain not 
only single morphs but also morph sequences. These are 
ready-made analyses for irregular forms of stems or suffix 
sequences, which can thus be identified by the analyzer in 
a single step, which makes its operation more efficient. 
In addition to assuring that the requirement that the sur-
face form of the next morpheme must match the beginning 
of the yet unanalyzed part of the word (uppercase-
lowercase conversions may be possible) is met, two kinds 
of checks are performed by the analyzer at every step, 
which make an early pruning of the search space possible.  
On the one hand, it is checked whether the morph being 
considered as the next one is locally compatible with the 
previous one. On the other hand, it is examined whether 
the candidate morph is of a category which, together with 
the already analyzed part, is the beginning of a possible 
word construction in the given language (e.g. suffixes may 
not appear as the first morph of a word etc.). The global 
word structure check is performed on candidate morphs 
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for which the local compatibility check has succeeded. 
Possible word structures are described by an extended fi-
nite-state automaton (EFSA) in the Humor analyzer.  

2.2. The Lemmatizer 
The lemmatizer tool, built around the analyzer core, does 
more than just identifying lemmas of word forms: it also 
identifies the exposed morphosyntactic features. In con-
trast to the more verbose analyses produced by the core 
analyzer, compound members and derivational suffixes do 
not appear as independent items in the output of the lem-
matizer, so the internal structure of words is not revealed. 1 
The analyses produced by the lemmatizer are well suited 
for such tasks as corpus tagging, indexing and parsing. 
The output of the lemmatizer and the analyzer is com-
pared in the example below: 

analyzer>kolanla
kov[S_V]=kol+an[D=A_PImpPs]+la[I_CNS]
kov[S_V]=kol+an[D=N_Tool]+la[I_CNS]

lemmatizer>kolanla
kolan[N][CNS]
kolan[A][CNS]

The lemmatizer identifies the word form kolanla as the 
consecutive case of the noun or adjective (in fact: partici-
ple) kolan. 

2.3. The Generator 
Originally, MorphoLogic did not have a morphological 
generator, so another new tool we created using the ana-
lyzer engine was a morphological generator. The genera-
tor produces all word forms that could be realizations of a 
given morpheme sequence. The input for the generator is 
normally very much like the output of the lemmatizer: a 
lemma followed by a sequence of category labels which 
express the morphosyntactic features the word form 
should expose.  
The generator is not a simple inverse of the corresponding 
analyzer, thus it can generate the inflected and derived 
forms of any multiply derived and/or compound stem 
without explicitly referring to compound boundaries and 
derivational suffixes in the input even if the whole com-
plex stem is not in the lexicon of the analyzer. 
The following examples show how the generator produces 
an inflected form of the derived nominal stem kolan, 
which is not part of the stem lexicon, and the explicit ap-
plication of the derivational suffix (and the same inflec-
tional suffix) to the absolute verbal root of the word. 

generator>kolan[N][CNS]
kolanla
generator>kov[V][_Tool][CNS]
kolanla

The development environment also makes it possible for 
the linguist to describe preferences for the cases when a 
certain set of morphosyntactic features may have more 
than one possible realization. This can be useful for such 
applications of the generator as text generation in machine 

                                                      
1 The output of our lemmatizer is what is usually expected of a 
morphological analyzer. 

translation applications, where a single word form must be 
generated. 
We also created a version of the generator which accepts 
the morphosyntactic category labels in any order (as if it 
were just an unordered set of morphosyntactic features) 
and produces the corresponding word forms. 

3. The Morphological Database 
Various versions of the Humor morphological analyzer 
have been in use for over a decade now. Although the ana-
lyzer itself proved to be an efficient tool, the format of the 
original database turned out to be problematic. The opera-
tions that the analyzer uses when analyzing the input word 
must be very simple so that processing could be very effi-
cient. This requires that the data structures it uses contain 
redundant data (so that they do not have to be calculated 
on the fly during analysis).  
The most important problem with the Humor analyzer was 
that MorphoLogic had no tools for creating and maintain-
ing these redundant data structures, which were hard to 
read for humans, and to modify in a consistent way. This 
resulted in errors and inconsistencies in the descriptions, 
which were difficult to find and correct.  

3.1. Creating a Morphological Description 
So the first thing to do was to create an environment 
which facilitates the creation of the database. In the new 
environment, the linguist has to create a high level human 
readable description which contains no redundant infor-
mation and the system transforms it in a consistent way to 
the redundant representations which the analyzer uses. 
The work of the linguist consists of the following tasks: 
Identification of the relevant morpheme categories in the 
language to be described (parts of speech, affix catego-
ries). 
Description of stem and suffix alternations: an operation 
must be described which produces each allomorph from 
the lexical form of the morpheme for each phonological 
allomorphy class. The morphs or phonological or phono-
tactic properties which condition the given alternation 
must be identified.  
Identification of features: all features playing a role in the 
morphology of the language must be identified. These can 
be of various sorts: they can pertain to the category of the 
morpheme, to morphologically relevant properties of the 
shape of a given allomorph, to the idiosyncratic allomor-
phies triggered by the morpheme or to more than one of 
these at the same time. 
Definition of selectional restrictions between adjacent 
morphs: selectional restrictions are described in terms of 
requirements that must be satisfied by the set of properties 
(features) of any morph adjacent to a morph. Each morph 
has two sets of properties: one can be seen by morphs ad-
jacent to the left and the other by morphs adjacent to the 
right. Likewise, any morph can constrain its possible 
neighbors by defining a formula expressing its require-
ments on each of its two sides.  
Identification of implicational relations between proper-
ties of allomorphs and morphemes: these implicational re-
lations must be formulated as rules, which define how re-
dundant properties and requirements of allomorphs can be 
inferred from their already known (lexically given or pre-
viously inferred) properties (including their shape). Rules 
may also define default properties.  relatively simple spe-
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cial-purpose procedural language, which we devised for 
this task, can be used to define the rules and the patterns 
producing stem and affix allomorphs. 
Creation of stem and affix morpheme lexicons: in contrast 
to the lexicon used by the morphological analyzer, the 
lexicons created by the linguist contain the descriptions of 
morphemes instead of allomorphs. Morphemes are de-
fined by listing their lexical form, category and all unpre-
dictable features and requirements. Irregular affixed forms 
and suppletive allomorphs should also be listed in the 
lexicon instead of using very restricted rules to produce 
them. We implemented a simple inheritance mechanism to 
facilitate the consistent treatment of complex lexical en-
tries (primarily compounds). Such items inherit the prop-
erties of their final element by default. 
Creation of a word grammar: restrictions on the internal 
morphological structure of words (including selectional 
restrictions between nonadjacent morphemes) are de-
scribed by the word grammar. The development environ-
ment facilitates the creation of the word grammar automa-
ton by providing a powerful macroing facility. 
Creation of a suffix grammar (optional): an optional suf-
fix grammar can be defined as a directed graph, and the 
development environment can produce segmented suffix 
sequences using this description and the suffix lexicon. 
Using such preprocessed segmented sequences enhances 
the performance of the analyzer. 
As it can be seen from the description of the tasks above, 
we encourage the linguist to create a real analysis of the 
data (within the limits of the model that we provide) in-
stead of just blindly describing each word as one which 
belongs e.g. to class X23b. 

3.2. Conversion of the Morphological Database 
Using a description that consists of the information de-
scribed above, the development environment can produce 
a lexical representation which already explicitly contains 
all the allomorphs of each morpheme along with all the 
properties and requirements of each allomorph. This rep-
resentation still contains the formulae expressing proper-
ties and selectional restrictions in a human-readable form 
and can thus be easily checked by a linguist. The example 
below shows a representation of the alternating noun stem 
lov and the plural + second person plural possessive + 
consecutive case suffix sequence jasnydla from the Komi 
description.  

lemma: 'lov[N]'
form: 'lov'
mcat: 'S_N'
rp: 'cat_N sfxable mcat_stem'
rr: '!V_ini'

form: 'lol'
mcat: 'S_N'
rp: 'cat_N sfxable mcat_stem'
rr: 'V_ini'

lemma: 'jas[Pl]nyd[PSP2]la[CNS]'
form: 'jas+nyd+la'
mcat: 'I_Pl+I_PSP2+I_CNS'
rp: 'mcat_infl'
lp: 'Pl'
lr: 'cat_Nom sfxable'

The noun (N) stem (S_) lov has two forms (allomorphs): 
lov and lol. Their right-hand side properties (rp) are: 
cat_N (syntactic category is noun), sfxable (suffixes 
may be attached) and mcat_stem (morphological cate-
gory is stem). The allomorph lov also requires (rr) that 
the following morph should not be vowel-initial, while lol 
requires it to be vowel-initial. 
The representation of the inflectional (I_) suffix sequence 
jasnydla states that it is composed of the surface forms 
jas, nyd and la, the category labels of which are Pl (plu-
ral), PSP2 (possessive second person plural) and CNS 
(consecutive case), respectively. The properties of this 
form is mcat_infl (morphological category is inflection) 
and Pl (the first member of the sequence is a plural suf-
fix). Its left neighbor must be a morph of a nominal cate-
gory to which suffixes can be attached. 
This representation is then transformed to the format used 
by the analyzer using an encoding definition description, 
which defines how each of the features should be encoded 
for the analyzer. The development environment makes it 
possible to express that certain properties are in fact mutu-
ally exclusive possible values of the same feature (eg. 
cat_N and cat_V) by decomposing them to independent 
binary properties in the encoding definition. 

4. The Komi Analyzer 
In the subproject on Komi, which concentrates on the 
standard Komi-Zyryan dialect, we created a Komi mor-
phological description using the development environment 
described in the previous section. As a result, a working 
morphological analyzer, a lemmatizer and a generator 
have been produced. 

4.1. The Language 
Komi (or Zyryan, Komi-Zyryan) is a Finno-Ugric lan-
guage spoken in the northeastern part of Europe, West of 
the Ural Mountains. The number of speakers is about 
300 000. Komi has a very closely related language, Komi-
Permyak (or Permyak, about 150 000 speakers), which is 
often called a dialect, but with a standard of its own.  
As a language spoken in Russia, Komi is an endangered 
language. Although it has an official status in the Komi 
Republic (Komi Respublika), this means hardly anything 
in practice. The education is in Russian, children attend 
only a few classes in their mother tongue. A hundred years 
ago, 93% of the inhabitants of the region were of Komi 
nationality. Thanks to the artificially generated immigra-
tion (industrialization, deportation) their proportion is un-
der 25% today. 
Komi is a relatively well documented language. The first 
texts are from the 14th century, and there is a great collec-
tion of dialect texts from the 19th and 20th centuries. 
There are linguistic descriptions of Komi from the 19th 
century, but hardly anything is described in any of the 
modern linguistic frameworks. 

4.2. Creating a Komi Morphological Description 
Since the annotated corpora we want to create are in-
tended for linguists, we decided to use a quasi-
phonological transcription of Komi based on Latin script 
instead of the Cyrillic orthography of the language. The 
non-phonemic nature of the Cyrillic orthography results in 
a number of linguistically irrelevant alternations we did 
not want to deal with in the first place. On the long run, 
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however, we plan to produce a Cyrillic version of the ana-
lyzer as well. 
The first piece of description we created in the Komi sub-
project was a lexicon of suffix morphemes along with a 
suffix grammar, which describes possible nominal inflec-
tional suffix sequences. One of the most complicated as-
pect of Komi morphology is the very intricate interaction 
between nominal case and possessive suffixes.  
Another problem we were faced with was that neither of 
the linguistic descriptions we had access to describes in 
detail the distribution of certain morphemes or allo-
morphs. In some of these cases we managed to get some 
information by producing the forms in question (along 
with their intended meaning) with the generator and hav-
ing a native speaker judge them. In other cases we will try 
to find out the relevant generalizations from the corpus.  
Then we started to work on the stem lexicon along with 
the formal description of stem alternations triggered by an 
attached suffix. Fortunately, all of the stem alternations 
are triggered by a simple phonological feature of the fol-
lowing suffix: that it is vowel initial. The alternations 
themselves are also very simple (there is an l~v alternation 
class and a number of epenthetic classes). 
On the other hand, it does not seem to be predictable from 
the (quotation) form of a stem whether it belongs to any of 
the alternation classes. This information must therefore be 
entered into the stem lexicon. The following is a list of all 
nominal and verbal alternation classes with an example 
for each from the stem lexicon. 

töv[N];stemalt:LV;
lym[N];stemalt:Jep;
mös[N];stemalt:Kep;
un[N];stemalt:Mep;
göp[N];stemalt:Tep;
ov[V];stemalt:LV;
lok[V];stemalt:Tep;
jul[V];stemalt:Yep;

These are the actual entries representing these stems in the 
stem lexicon. The quotation form is followed by a label 
indicating its syntactic category and its unpredictable idio-
syncratic properties (in this case the stem alternation class 
it belongs to). For regular stems only the lexical form and 
the category label has to be entered. 
Irregular suffixed forms and suppletive or unusual allo-
morphs can be entered into the lexicon by listing them 
within the entry for the lemma to which they belong. The 
following example shows the entry representing a noun 
which has an irregular plural form. 

pi[N];rr:!Pl;\
++!pi+jan[PL];rr:(Cx|Px);

The entry defines the noun pi, which requires that the 
morph following it should not be the regular plural suffix 
(which is -jas) and introduces the irregular plural form pi-
jan, which in turn must be followed by either a case or a 
possessive suffix. 
In Komi, personal pronouns are inflected for case and re-
flexive pronouns are inflected for case, number and per-
son. Locative case suffixes can be attached to postposi-
tions and adverbs. Certain parts of these paradigms are 
identical to that of regular nominal stems, but there are 
also idiosyncrasies (especially among the forms of reflex-

ive pronouns there are very many idiosyncratic ones). We 
handled regular subparadigms by introducing lexical fea-
tures and having the analyzer process the corresponding 
word forms like any regular suffixed word. Idiosyncratic 
forms, on the other hand, were listed the in the lexicon 
along with their analysis. 
It turned out to be extremely difficult to acquire any lexi-
cal resources (either dictionaries or corpora) for Komi in 
an electronic form. We found practically nothing on the 
Internet. At present, we have a very limited amount of text 
available. We converted this corpus to the quasi-phonemic 
Latin transcription we use. The stem lexicon now contains 
all stems occurring in this corpus.  

5. Conclusion 
The tests we have performed on the corpus available to us 
with the morphological tools described above promise that 
they will be an effective means of producing the annotated 
corpora we intend to arrive at.2 The morphological data-
base for Komi could be created rapidly using the high-
level description language of the development environ-
ment. At present, the Komi database contains the descrip-
tion of most of the morphological processes in the lan-
guage. On the other hand, the size of the stem lexicon is 
quite limited due to our limited lexical resources.  
One of the remaining tasks is to expand and refine the 
lexicon of the analyzer and to gather further corpora and 
to annotate them. 
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ily, Nganasan, where a quite morphology-independent surface 
phonology plays an important role in shaping the form of words. 
The very productive (and quite intricate) gradation processes in 
Nganasan are governed by a set of constraints on surface syllable 
structure (both the presence of a coda and an onset and whether 
the syllable is odd or even play a role). Gradation in Nganasan is 
difficult to formalize as a set of allomorph adjacency restrictions 
because phonemes at the opposite edges of syllables may belong 
to non-adjacent morphemes. We thus turned to the Xerox finite-
state toolset (Beesley and Karttunen, 2003), which fortunately 
became easily accessible for non-commercial purposes last 
summer, to create an analyzer for Nganasan. 
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ABSTRACT 

This paper describes an innovative new project to develop 
speech processing resources for the Welsh and Irish 
languages. Funded by the EU’s “Interreg” programme, and 
by the Welsh Language Board, it is a collaboration between 
the University of Wales, Bangor and Trinity College, 
Dublin, with input also from University College, Dublin, 
Dublin City University and Institiúid Teangeolaíochta 
Éireann, all members of the Irish Speech Group. 

Very little work has been done to date on developing speech 
technology tools for the Welsh and Irish languages. There 
are no existing usable software packages either for 
text-to-speech (speech synthesis) or speech-to-text (speech 
recognition) for either language. Both communities suffer 
through this lack of resources, and ICT applications for 
communications and oral information exchange cannot 
proceed for these languages without the development of 
speech technology tools.  

Developing high quality synthesis and recognition facilities 
is hampered by the fact that, unlike “major” European 
languages, there are for Welsh or Irish no corpora of spoken 
data (high quality audio recordings) annotated at the 
various linguistic levels (e.g. phonetic, phonological, and 
grammatical) which is a prerequisite to developing 
electronic speech communication tools. The provision and 
analysis of such corpora is the basic building block needed 
for this task. This project seeks to lay the foundation for 
future work, taking a modular approach that will re-use 
language tools to create various speech applications.  

Both partners believe that the best way to disseminate 
speech technology tools in a minority language 
environment is to provide freely distributable and 
unlicensed tools that are easy for the end user to adopt. 
These may also be taken up for further development by 
businesses to incorporate into other utilities: e.g. 
educational software, screen readers, or communication 
announcements on public transport. 

The WISPR project concentrates on the development of 
annotated speech corpora and (in the case of Welsh) 
providing a text-to-speech synthesis tool as the initial phase 
of speech technology to be delivered. Text-to-speech (TTS) 
is cited by both educators and disabled people as being the 

most urgent tool that needs to be developed for Welsh and 
Irish. Speech recognition tools and improved TTS tools 
will be the subjects of future projects. Speech synthesis 
software will therefore be produced in this project: the 
basic prerequisites for a first-pass speech synthesis tool in 
the case of Irish, and a more developed speech synthesis 
tool for Welsh. The precise targets set for each language 
reflect both language-specific differences between the two 
(e.g. the greater complexity of the phonological and 
orthographic systems of Irish) and the availability of 
previous groundwork in Welsh that can be exploited in the 
present project. 

1. INTRODUCTION 

The WISPR project (“Welsh and Irish Speech Processing 
Resources”) is the first collaboration between Welsh and 
Irish researchers to develop speech technology tools and 
resources for Welsh and Irish. The initial focus will be on 
providing the infrastructure for TTS in both languages. It is 
funded by the Interreg programme of the EU, together with 
the Welsh Language Board, and runs until the end of 2005. 

The principal partners are the University of Wales, Bangor 
and Trinity College, Dublin. There is also additional input 
from Dublin City University, University College, Dublin, 
and Institiúid Teangeolaíochta Éireann (ITE). 

The requirement for tools and infrastructure to build speech 
technology applications is particularly pressing in the case 
of minority languages. This is because the languages 
themselves are threatened to varying degrees. Industry is 
unlikely to provide the necessary resources, due to the lack 
of sufficient commercial return. Furthermore, the leverage 
represented by speech technology is proportionately much 
greater for minority languages: these very tools have the 
potential to assist in stemming the decline in language use. 

There has been a little work in this area for Welsh in the 
past. A diphone-based synthesiser has been developed [1], 
[2], and also a small annotated speech database for Welsh 
[3], based on read speech recorded in a recording studio. 

There are currently no suitably annotated corpora of spoken 
Irish. It should be noted that there is no standard dialect of 
Irish, but rather three major dialects which are mutually 
comprehensible. There is a small digital pronunciation 
dictionary of Irish, with phonemic representations, which 
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attempts to provide a standardised form that might be 
acceptable to different dialects. However, it does not reflect 
the speech of any particular dialect, and would need 
considerable adaptation to render it suitable for use in a 
technological context. 

2. LINGUISTIC DIFFERENCES AND 
SIMILARITIES 

The decision to work together was motivated not only by 
ongoing cultural links, and shared needs and objectives, but 
also by the fact that the two languages share many 
linguistic features. 

Similarities 
Similarities at the grammatical and morphophonemic levels 
make it advantageous to work together and share 
procedures and resources. 

One such example involves the initial consonant mutations, 
which are very similar in both languages, but rare among 
languages in general. Mutation involves a linguistically 
determined change in the initial consonants of a word. One 
such example is the nasal mutation of /b/ to /m/. For 
example, the town “Bangor” can mutate (in Welsh) to “ym 
Mangor” (in Bangor). The equivalent process in Irish is 
seen in the mutation of “Baile Átha Cliath” to “i mBaile 
Átha Cliath” (in Dublin). 

Differences 
A striking difference between Welsh and Irish, which has 
far-reaching implications for any attempt to develop 
text-to-speech synthesis, lies in the orthographic systems. 
Whereas Welsh orthography is a fairly good guide to 
pronunciation, Irish retains many conservative features, 
which can complicate the mapping between spelling and 
sound. For example, the word “bhfaighfidh” (“will not get”) 
is pronounced [ωι] in northern Irish. 

The consonant system of Irish is large and complex. There 
is a phonological opposition between palatalisation and 
velarisation, which doubles the size of the sound system 
compared to Welsh or English.  Furthermore, for laterals 
and nasals in Irish, there are many more distinctions in 
place of articulation compared to Welsh. Laterals and 
nasals also have a voicing distinction, which a synthesiser 
would need to take account of. All these factors mean that 
any concatenative TTS system will need a very large 
number of synthesis units for consonants in Irish. This may 
well affect the type of synthesis technology selected. 

3.   GOALS AND DELIVERABLES 

Short-term goals 
The specific short-term technical goals associated with the 
deliverables of this project are broadly similar for the two 
languages. However, the goals also diverge in a way that 
reflects the fact that the languages are at different stages of 
development in speech research, and also the fact that 
certain aspects of TTS development will represent a greater 

challenge to Irish. For example, the very complex and 
opaque orthography will considerably complicate the 
formulation of letter-to-sound rules for Irish. 

For Welsh, the technical goals are similar to those for Irish, 
but with more emphasis on developing a working TTS 
system that can be integrated into application software. 
Initially, this system will be based on the existing diphone 
system, but it is hoped to progress to a unit selection 
synthesis method, in order to improve the quality of 
synthesis.  In addition, it is hoped to widen the variety of 
voices modelled: i.e. male, female and child voices. 

It is also hoped to collect and annotate a more extensive 
Welsh speech database than was previously possible. This 
database will then form a foundation for future linguistic 
and technological research for Welsh. 

For Irish, a major goal is the development of an annotated 
Irish speech corpus, initially focussed on the dialect of 
Connemara. This corpus will then facilitate the second goal, 
namely developing the prerequisites for Irish TTS (such as: 
an initial pronunciation lexicon for the dialect, a set of 
letter-to-sound rules, speaker recordings, and initial 
prosody models). 

Long-term goals 
A long-term overriding project goal will be the building of 
a research community of speech researchers in the Celtic 
languages, together with obtaining maximum value from 
limited resources by actively sharing best practice.  A 
further goal which has long-term implications concerns the 
establishment of links with potential user groups in these 
languages (of which more below). 

4. SPEECH DATABASE ANNOTATION 

The database to be collected for each language will be 
tuned towards the needs of concatenative synthesis rather 
than speech recognition. Therefore the recordings will be 
made in a studio rather than in an office environment, and 
only a small number of speakers will be recorded, with a 
large amount of data from each one. 

It is also hoped that the databases will supply the raw 
material for descriptive linguistic work on each language. 
Therefore a great deal of care will be taken over the 
labelling of each corpus. Manual segmentation and 
labelling will be used at the lowest level (the acoustic 
phonetic level) rather than automatic segmentation. This is 
because, for purposes of linguistic research, it is imperative 
that segment boundaries and labels should be accurate, and 
it may prove easier (though by no means faster) to achieve 
high accuracy using a manual segmentation procedure. 

For linguistic levels above the acoustic phonetic level, it 
may well be easier to make use of the semi-automatic 
hierarchical labelling facilities in “Emulabel” [4],[5]. This 
method was previously used to speed the annotation of a 
small Welsh speech database [3]. It allows for the 
annotation of a segmented speech database at any levels 
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previously specified. In the case of prosodic structure, for 
example, the TOBI intonational labelling system can be 
used [6], as in the figure below. 

 
Figure 1:  Hierarchical labelling of a phrase using the 
TOBI prosodic system (from emu.sourceforge.net). 

Once the database has been labelled at all levels, it will then 
be possible to use the EMU Query Tool to extract segments 
with the desired linguistic characteristics, with reference 
both to flanking segments, and also to units above and 
below in the hierarchy. This flexibility allows a great 
variety of linguistic units to be specified and isolated into a 
sub-corpus consisting of: unit label, start time, end time. 
Units could be phonetic segments, or syllables, or words, or 
even larger units, depending on the particular linguistic 
phenomenon to be investigated. 

Once the units of note have been isolated, it is then possible 
to carry out statistical investigations, using the raw speech 
waveform and the F0 trace to provide information on 
parameters such as: formant structure, F0, loudness, 
duration, mean energy distribution, etc.  In the case of 
minority languages, basic acoustic descriptions of the 
speech sounds can be few or non-existent, especially when 
the different regional varieties are considered. It is hoped to 
expand on an existing method [3] for rapid prototyping of 
basic descriptive statistics at the acoustic level. This 
method would then be available to researchers in other 
minority languages. 

5.   LINKS WITH USER GROUPS 

As mentioned previously, an integral part of this project 
will be the establishment of links with probable end users.  
A primary focus is on the needs of disabled Welsh and Irish 
speakers, who at present are unable to access computing 
resources in these languages.  In the case of the visually 
impaired, there is a strong expression of interest from both 
the Wales Society for the Blind and RNIB Cymru. A similar 
situation holds in Ireland. 

Educational software for language teaching and literacy 
aids is a particularly targeted area. Whereas in a widely 
spoken language speech synthesis may be relatively little 
used in these applications, the potential benefits for a 
minority language could be far-reaching. For example, Irish 
is taught as an obligatory subject in the primary and 
secondary school curriculum, but often the spoken Irish 

proficiency of the teachers can provide a poor model, far 
removed from native speaker production. While we are not 
suggesting that the provision of synthesis will cure all ills in 
this area, it is envisaged that interactive learning tools, 
games, etc using high-quality Irish synthesis, could provide 
major support in the acquisition of more native-like accents. 
A further area of interest is the application of speech 
technology for the ordinary user in a home or office 
environment, using widely available consumer software. 

To this end, preliminary links have been established by the 
Welsh partner with several small companies in Wales, and 
it is hoped to disseminate the results of this work to a wide 
variety of potential stakeholders. Similar efforts will also 
be made by the Irish partners. 

6. FUTURE DIRECTIONS 

This project is seen as the beginning of what we envisage 
will be a much larger enterprise encompassing the broader 
Celtic speech community.  

In the first instance we would envisage consolidating the 
output of this project by adding additional voices for the 
initial dialects.  We also envisage covering other dialects of 
Irish and Welsh . In Irish we hope to extend coverage to 
Donegal Irish and Munster Irish, and in Welsh to provide at 
least a voice each for north and southern varieties..  

In the broader picture, it is hoped that the project will build 
a foundation that can then be extended to the other Celtic 
languages (Breton, Cornish, Scottish Gaelic). We have 
already established a Celtic Speech Group, and are in touch 
with colleagues working with Breton and Scottish Gaelic so 
that they in turn might reap benefits from our current work 
and eventually collaborate on future joint initiatives.  

Looking even further ahead, the aim is to develop a general 
procedure for the following tasks: 

• Designing and recording a speech database. 
• Using the speech database to carry out basic linguistic 

and statistical research into the language. 
• Integrating the TTS system into application software. 
• Building a text-to-speech synthesiser. 

This procedure would be fully documented, and computer 
resources (scripts, rules, etc) would be made available, in 
order to smooth the path for any future researchers in other 
minority languages. This alone would represent an 
immense gain for the field of minority languages in general. 
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ABSTRACT

The history of development of the "language construction" in the Soviet Union and, later, in the post-Soviet areas, yields rich
data allowing to observe the process of struggle or balance between the dominating "imperial" language and the minority languages.
The cultural and stylistic prestige of the "imperial" language works as a linguistic AIDS virus paralyzing the immunity synergetics of a
national minority language. First, the status of the latter is reduced to a level of an every-day speech jargon, and then comes the period
of the so called "Irelandization", i.e. the national language goes out of use, and the ethnic group turns to the exclusive use of the
"imperial" language. In a few generations, such an ethnos can disappear entirely.

We should take our chance to study the synergetic mechanisms influencing the life and death of a language in our efforts to
help the national minority languages to survive.

1. A STRUGGLE WAGED BY THE
MINORITY LANGUAGES AGAINST THE

DOMINATING ONES
It would be expedient to study the fates of the

minority languages, suffering from the pressure of the
dominating (official, "imperial", "global") languages in
their struggle for survival, in the trend of synergetic ideas.
Synergetics is known as an interdisciplinary trend
studying general principles, methods and techniques of
self-organization, self-development and self-perfection of
complex systems of various nature, including social and
communicational-linguistic ones (Haken, 1983).

Important data on functioning of linguistic
synergetics can be acquired by means of direct observing
and analyzing failures in its working mechanisms, which
may lead to the extinction of a language. We can
distinguish among four different ways of such extinction.

The first way is connected with disappearance of
a language as a result of:

- either the complete extermination of the
aboriginal native speakers (cf. the fate of the natives of
Tasmania and their native language),

- or a short-term drastic suppression of an
aboriginal language by a prestigious language of
colonizers or conquerors (let us call the latter an imperial
or dominating language). Such examples we can see in the
fate of the many aboriginal dialects of the Indian tribes in
Central and South America in the 16th century, or in
disappearance of the German local dialects on the territory
of the USSR in the 1940s - 1950s. In such cases, the
transience of the process of a native language
disappearance makes it practically impossible to follow
the details of its ruining or deformation of its synergetic
mechanisms.

The second way is marked with conservation of a
language in the sphere of Cult or administrative function
with its simultaneous going out of use in everyday
colloquial practice and in the national literary process. As
an example of this, we can mention the use of the Latin
language in the Roman Catholic Church ceremonies and,
also, in the official, judicial and diplomatic practice in the
majority of the European countries in the Middle Ages. In
this case, for lack of a live colloquial communication, the

development of the language gets frozen, and its speech
standards are conservated. In this condition, it is
impossible to study its synergetic dynamics.

The third way is a gradual retreat of a minority
language in the bilingual situation. It is conditioned by
structural-typological or communicative advantages of the
dominating language which suppresses the use of the
minority language. These very circumstances seem to be
the reason why the Turkic languages (Karachai, Balkar,
Koumyk), with their clear agglutinative typology, took
root in the Caucasus pushing aside, in some North-East
areas, the complicated inflexional-polysynthetic speech of
the Circassian and Avarian autochthons. Also in this
sense, very interesting is the fact that the Akkadian
language, whose cuneiform writing was very complicated
and difficult to learn, gave way to the Aramaic language
using a letter alphabet for writing, which was much easier
to learn, since the 9th century B.C. Unfortunately, at
present there are no descriptions of structural-diachronic
details of such processes as yet.

The fourth way of a language's fading away is
characterized by a gradual retreat of aboriginal speech
under the cultural or social-administrative pressure of a
prestigious imperial language. This retreat begins with
atrophy or stagnation of "high" styles (administrative-
judicial, scientific-technological, etc.) and ends either with
a complete reorganization of the native colloquial speech
or with its extinction.

The phenomenon of retreat or, sometimes, dying
out of the minority languages is characteristic not only of
the former USSR or of the post-Soviet area, but of all
continents. On the average in the world, up to twelve
minority languages disappear every year (Потапов, 1997:
3 - 15).

The most typical situation with suppression of
the minority languages is their ousting by the official
governmental language. One can see this in Israel where
the governmental Hebrew is ousting Yiddish and Ladino.
However, the position of the dominating language can be
taken not only by a governmental language or by that of
the table nation, but also by some other language
possessing high cultural-economic and social prestige. For
example, in the republic of Eire, only about 200 thousand
people can speak the governmental Irish language, the rest
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3.5 million inhabitants prefer to use English as a means of
communication (Gunnemark, 1991: 31-32). A paradoxical
linguistic situation could be observed in the 19th century
in the Western districts of the tsarist Russia formed on the
territory of the former Great Princedom of Lithuania. The
Polish language here, suppressed by the tsarist
administration, was not an imperial one for the Lithuanian
and Byelorussian languages. Nevertheless, for them, it
was a prestigious dominating language remaining as such
up to the beginning of the 20th century and serving as a
model for creation of their national orthography and
terminology.

It also happens that one minority language
dominatingly suppresses another native language. An
example of this case presents the linguistic fate of the
Chuvan Yukagirs who lived in the area of the Lower
Kolyma river in Eastern Siberia. About a hundred years
ago, they forgot their native Yukagir language and turned
to the use of Chukotic - the native language of the
neighbouring minority people. A bit earlier, a similar fate
overtook several other minority nations who lived in the
Yenisey river area. They underwent the Turkic influence,
and out of this the Shor and the Khakass languages
developed in the Altai area.

2. LANGUAGE "CONSTRUCTION" IN
THE SOVIET UNION AND IN THE POST-

SOVIET AREA
The history of development of the "language

construction" in the Soviet Union and, later, in the post-
Soviet areas, yields rich data allowing to observe the
process of struggle between the dominating "imperial"
language and the minority languages. The process can be
subdivided into three periods.

At first, in the Trotsky-Lenin period (the end of
the year of 1917 - the beginning of the 1930s), the Soviet
authorities fostered development of the languages of the
dependent minority nations. The development included
not only their literary standards, but also administrative
bureaucratic, science and technology styles supported by
sets of corresponding terminology. The second, the so-
called Stalin period (1930s-1980s), was marked by an
overwhelming orientation to the use of the imperial
Russian language as a means of administrative
bureaucratic, science and technology, and cultural
communication with simultaneous ousting the minority
languages from these spheres of people's activity.

At the third, post-Soviet, period (starting from
the end of the 1980s), the majority of the minority
languages of the former USSR, some of which acquired
the status of a corresponding official governmental
language, came to a defective, most often - destroyed,
style system. Thus, in the Caucasus republics of Georgia
and Armenia, in the Turkic republics of Central Asia, in
the Western Ukraine, the national languages are mostly
used in the spheres of every-day colloquial speech,
national belles-lettres and social and political journalism.
As for those of science and technology, administrative
bureaucracy (especially, the juridical and military aspects)
and business, the use of the Russian language prevails. In
the regions of the Northern Caucasus, the Ukraine,
Karelia and Moldova, the national languages function
only as rural and urban low colloquial means of
communication. As for the Volga region, Siberia, the Far

North and the Far East, out of 120 minority languages
existing there, more than a half of their number are on the
threshold of extinction (Скворцов, 1995: 20-21; Красная
книга..., 1999). It is a dangerous situation as it leads to
exhaustion and then to the loss, by the people, of their
national culture and their ethnic identification.

3. MECHANISM OF DESTRUCTION OF
THE MINORITY LANGUAGES

SYNERGETICS
Destruction or hampered development of the

science and technology and administrative bureaucratic
aspects of the minority languages under the influence of
the dominating imperial language, have not only cultural-
ethnic, but also intralinguistic structural synergetic
consequences. The stylistic prestige of the imperial
language works as a linguistic AIDS virus paralyzing the
immunity synergetics of a national minority language.
First, the status of the latter is reduced to a level of an
every-day speech jargon, and then comes the period of the
so called "Irelandization", i.e. the national language goes
out of use, and the ethnic group turns to the exclusive use
of the imperial language (cf. the fate of the ethnic
Germans in the Volga region, or that of the population of
Byelorussia). Thus, in a few generations, such an ethnos
starts agonizing and can disappear entirely. We can see
that in the fate of the ethnic Germans in the Volga region,
the Moldavians of the Ukraine, Abkhasia and Russia, the
Pontic Greeks and the aboriginal population of
Byelorussia.

The communicative-linguistic mechanism of the
process looks like this. Since a national minority language
does not dispose of the administrative bureaucratic and
science and technology styles, or those styles are  in a
rudimentary or fading away state, in the conditions of
professional or business communication, the native
speaker has to turn to the imperial language possessing
well developed means of communication and special
terminology, in the first place. So, in many former Soviet
republics, to discuss scientific and technological problems
or in administrative communication, they use  "Pidgin" or
Volapük jargons, where the national vocabulary is mixed
with non-adapted Russian terms and neologisms.

Here is an example of the Finnish-Russian
volapük spoken by the Izhora people living in the Western
part of the Leningrad region:
...nüt käüv niin ХАЛТУРИТ näille ДАЧНИККoille
'...теперь ходит, халтурит у этих дачников'
(...now he comes to work for those dacha residents).
The Izhorian speech is rendered with the Roman letters,
and the Russian insertions are shown with the Cyrillic
ones.
Similarly, the Moldavian population of the Dniester river
region form their Roman-Slavonic pidgin:
Cf.: Eu sapam ВСЁ ВРЕМЯ
ПРОТИВОТАНКОВОЕ...ПОТОМ, ЗНАЧИТ, noi
ЗАРАБАТЫВАЛИ pentru ДОСТАУКа materialulu...Apoi
еram СОВЕТСКИЙ СЛУЖАЩИЙ, avem documentu,
lucrau pentru ОБСЛУЖИВАТЬ НАСЕЛЕНИЕ...om fost
numit ca НАЧАЛЬНИК ПОЧТОВОγО ОТДЕЛЕНИЯ...
'я копал все время  противотанковое�, потом, значит,
мы зарабатывали на доставке материала... Затем я был
советским служащим, имел документ, работал по
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обслуживанию населения,... был назначен
начальником почтового отделения...'
Or, here is another instance:
НЕ ПРЕДВИДИТСЯ asta să  şii ghini
   �не предвидется, чтобы было хорошо�.

Such pidginized hybrid jargons often appear
when "crossing" two cognate languages, one of which
proves to be dominating. In 2000-2003 E.Eranowska-
Gronczewska (2004) studied the Polish speech as spoken
by the Poles living in St.Petersburg, Russia. She offers the
following example:
Cf.: Chińczyk ИГРАЛ ДО УПАДУ
(instead of the Polish: grał do upadłego).

3.1. INUNDATION OF LEXICAL
BORROWINGS FROM THE IMPERIAL
LANGUAGE AND DESTRUCTION OF THE
PHONEMIC STRUCTURE OF THE
MINORITY LANGUAGES

Valuable data for disclosure of the synergetic
pressure directions of the imperial languages upon those
of the minority nations is revealed by the study, conducted
by the modern Turkic philologists, of the process of
adaptation of the flow of the Russian and, also,
international terminological borrowings in the Turkic
languages (Исенгалиева, 1966; МАТЕРИАЛЫ, 1995 et
al.).

One of the basic features of the Turkic languages
system is the use of words consisting mainly of one or two
syllables. Whereas the Russian, as well as the
international, political, professional and science and
technology terms are adopted here as indivisible lexical
stems with all their prefixes, suffixes and inflexions.
Cf., Kazakh сингармовариация, сингармофонология
(МАТЕРИАЛЫ 1995: 52 -53), Uigur денационализация,
Chuvash самообслуживани 'самообслуживание'.

Such Russian and international borrowings in a
Turkic context exist as a kind of alien cumbersome
indivisible lexemes. In the process of interacting with the
Turkic predicatives, they form analytical equivalents of
the Russian infinitives.
Cf., Tatar имитация ишлэу 'имитировать',
муниципализация ясак 'муниципализировать',
Chuvash шлихтовка ту 'шлихтовать' , etc.
Such lexemes can accept Turkic affixes (at the right end).
Confer the nominal word combinations and word forms:
Kazakh психологиялыķ-педагогикалыķ терминдер
'психолого-педагогические термины', химиялыķ
элементтер 'химические элементы',
Chuvash акробатсем  'акробаты', космонавтсем
'космонавты',
or "the infinitives" like: Kazakh денационализациялау,
Kirghiz денационализациялоо,
Turkmen денационализирлемек 'денационализировать',
etc.

However, the imperial language influence
upsetting the minority languages synergetics manifests
itself not only in adoption of cumbersome lexemes alien
to the Turkic languages, but also in a growing number of
cases of violation of synharmonic system which is the
basic and most important means for Turkic word-form
creation.

Cf., Kazakh аранжирлеу  'аранжировать' (with palatal
synharmony) goes side by side with стажирлау
'стажироваться' (without palatal synharmony);
Chuvash децентрализациле  'децентрализация' (with
palatal synharmony), but аргументла 'аргументировать'
(without palatal synharmony).

At present, in some Central-Asiatic republics
which appeared on the territory of the former Soviet
Union, they are making attempts to renew the national
terminology by way of replacement of Russian and
Latino-Greek international terms by short lexemes of the
Turkic or Arabian-Persian origin. Though it is not always
that such initiatives receive a unanimous approval by the
national terminologists.

Overflow of the imperial lexical borrowings in
the minority languages which are mostly used without a
phonetic assimilation (the original imperial phonetic
version sounds more prestigious) distorts the native
phonetic system and leads to disorder in their
phonological system. These violations usually entail a loss
of some more important system mechanisms. A vivid
evidence of this phenomenon is distortion of synharmonic
mechanisms which are the most important means for
singling out and marking the boundaries of a Turkic and
Finno-Ugric word. Also, as a result of a mighty flow of
lexical borrowings from the literary Persian and other
Iranian languages into the Turkic languages, the Uzbek
language and some of its dialects completely lost their
synharmony. The same fate befell the Karaite language
which underwent influence first of the Polish and then of
the Russian languages.

So, all these data reveal the symptoms of
instability in the systems of some minority languages
which could mean degradation of their synergetic
mechanisms. In the process of interference of the imperial
and the minority languages bringing synergetic instability
in the latter, the following three aspects of the language
take the most active part: stylistics, vocabulary and
phonetics. High stylistic prestige of the imperial language,
playing the role, as it was said above, of a linguistic AIDS
virus, opens a broad gate for intensive flow of political,
professional, science and technology terms to penetrate
into the colonial language. The new lexical units usually
retain their imperial phonetic features which are often
incompatible with the phonetic standards of the colonial
language. The new habits of word articulation can cause
instability of phonological and then grammatical
homeostasis of the latter.

4. FROM THE PIDGINIZED FORM OF
THE IMPERIAL LANGUAGE TO PIDGIN

AND THE CREOLE LANGUAGES
The process of the language pidginization as

described above is of a two-sided nature. The native
substratum can influence the imperial (dominating)
language as well. Two forms of influence can be
distinguished here. At the first step, when learning the
dominating language at regular school or catching by ear,
the aboriginals bring some elements of the native
language, mainly phonetic-phonologic and grammatical,
into the imperial speech.

Another, and stronger, deforming factor of a
native minority language influencing the imperial one is
its pidginization at mass interethnic contacts when the
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natives, speaking the dominating language , did not learn
it at school but acquired the knowledge of it
spontaneously by ear. At this stage of pidginization, the
most frequently used words and word combinations of the
dominating language are mixed with fragments of the
native speech. Here are a few lines illustrating the
"English" speech of the Soviet (Russian and Ukrainian)
émigrés of the 2nd and 3rd generations in the USA (the
English word-forms are marked with the capitalized
ROMAN):
Отрежь мужчине  два SLICEика HAMу;   заSHUTай
DOORу, а то CHILDRENята заSIEKуют.
Or a grandmother tells her grandson: - Закрой
WINDOWKу, внучек. COLD поймаешь!
A wise "philosopher" of the Ukraine on the sense of life: -
Що ты имаешь в своей COUNTRY?  Я имаю CAR,
SEVEN  CHILDRENят, WIFE.

Gradually a pidginized version of the dominating
language forms a contact language (Lingua Franka) for
interethnic communication or, in the modern terms,
Pidgin. From the synergetic point of view, Pidgin is a
spontaneously and chaotically forming zone of unstable
linguistic condition.

Basically, Pidgin uses a reduced vocabulary of
the dominating language (lexical stems and initial word
forms, to be more exact). The grammar rules are
simplified to the limit or even destroyed.

In the situation of a linguistic chaos, Pidgin can
either go out of use or, on the contrary, developing its
features, it can go in use in the social, ethnic, and thematic
spheres of communication advancing, during 3 or 4
generations, into a new dissipative state, and turn into an
independent Creole language.

In the Creole languages, in distinction to Pidgin,
a chaotic "agrammatical" use of a reduced vocabulary of
the dominating language acquires a certain structural
organization (Degrees of Restructuring in Creole
Language 2001). As an example, we can mention the
Kamchadal dialect of the Russian language (actually, a
new Creole language) which is spoken by a special ethnic
group living on the Kamchatka peninsula whose ancestors
were the Russian Cossacks - the conquerors and the native
tribe of Itelmen.

5. CONCLUSION
The rapidity of the processes of the language

interference, extinction of languages, pidginization and
creolezation of the dominating languages make very
favorable fields for studying synergetic dynamics.

Unfortunately, the chance was lost to study and
describe formation and development of Pidgins and the
Creole languages in the period of the 16th - 19th
centuries. In the 20th century the interest of linguists to
this phenomenon gradually grew up, but we still lack a
well elaborated and unified method for organization of its
study and description.

So, at present, we do not have enough
informational and statistical materials on the dynamics of
the minority languages development which could be
systematized and on whose basis synergetic-diachronic
research could be conducted.

It is very important to work out a reliable,
objective and unified method for description of the
processes of interference or dying out of the languages,

their resistance to the dominating ones. We cannot lose
the chance to fix, with the help of that new method, the
processes of pidginization and creation of new Creole
languages which are still going on in Siberia, on the Pamir
and, also, in Central Africa, New Guinea and Polynesia.
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Abstract 
We describe issues that are arising in the Local Language Speech Technology Initiative (LLSTI) where we are porting TTS to lan-
guages where commercial organisations are reluctant to take the risk. Currently Hindi, Ibibio, Swahili, Tamil and Zulu are being de-
veloped. We propose that the TTS development process can be considered as an optimal start for linguistic documentation of minority 
languages. Possible solutions for obtaining formalised linguistic knowledge on different levels are discussed.

1. Introduction 

1.1. LLSTI Project 
There are a number of commercial TTS compa-

nies, all of which are steadily expanding the number of 
languages they offer according to likely markets (Multi-
lingual Text-to-Speech synthesis, 1998). Our current 
open-source project, the “Local Language Speech Tech-
nology Initiative” (LLSTI) is focused on the development 
of TTS systems (including training program) for those 
countries, where the market is unproven and economically 
poor, and there is little hope of a commercial organisation 
taking the risk.  

The goal of LLSTI project is to enable engineers 
& linguists without any prior experience of TTS to be able 
to produce good quality, deployable systems, in a reason-
able timeframe. The general approach is to provide a set 
of tools, which are as language-independent as possible, to 
provide some basic training, and then to guide partners 
through the development (porting) process.  

To be able to carry out this approach success-
fully, we worked top-down, carrying out the following 
tasks: 

 
o To understand from the start what TTS problems 

have to be solved. 
o To find out what information is available for 

each language in reference works and (reliable) 
publications  

o To extract TTS-related knowledge into database 
 

� To identify technological gaps to be filled in 
� To develop (semi-)automatic tools to solve the 

TTS problems in an integrated way 
� To investigate possibilities for re-use of modules 

from existing languages 
 
There is enormous benefit in making all results freely 

available. This enables a community of interest to be 
formed, with different people working on different lan-
guages and parts of the system, according to their own 
expertise and interest. LLSTI is committed to enabling 
and supporting this open-source approach (Tucker and 
Shalonova, 2004). 

 

1.2 TTS Development as the Way of Linguistic 
Documentation for Minority Languages 

 
The development of the language-specific mod-

ules (grapheme-to-phone converter, morpho-syntactic 
analyser etc.) in a TTS system are one way of formalising 
linguistic knowledge, and thus can be considered a form 
of documentation for minority languages. The modules 
have the benefit that they can be used as the basis for a 
range speech and language applications in that language – 
Text-to-Speech, Machine Translation, ASR and etc. (see 
Figure 1). 

 
     Language Characteristics to be formalised 

 

 

 

 
 
 
 

    Formalized language features 

 

 

 
 
Speech/Language applications 
 
 

 

Figure 1: Formalisation of language features for techno-
logical transfer between Speech/Language Applications 

 
Formalised linguistic features or language-

specific modules can be obtained from annotated text and 
speech corpora. Data-Driven approaches in Linguistics 
can be considered as a method both for obtaining new or 
updating linguistic information. 

Linguistic levels 
 
Phonology/Phonetics 
Morphology 
Syntax 
Semantics 
Discourse/Pragmatics  

Script features  

Grapheme-to-phone converter, 
POS tagging, morphological/ 
syntactic/semantic parsers…  

Text/speech 
corpora 
  
Lexicons 

Text-to-Speech, Automatic Speech Recognition, Dia-
logue systems, Machine Translation, Information Ex-
traction, Text Data Mining …  
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As the development of TTS systems incorporates 
formalised knowledge for speech generation on all lin-
guistic levels (phonology/phonetics, morphology, syntax 
and semantic/pragmatics), it can be considered as an op-
timal start point for linguistic documentation of poorly 
investigated languages. As mentioned above, certain lin-
guistic modules and corpora produced for TTS, can be re-
used in other applications. 

1. 3. TTS Development Complexity Score 
Performing a survey of languages and scripts 

used worldwide has enabled us to put what information is 
available in a database, and identify the problems which 
will be encountered in building TTS for them. We rank 
the languages by the TTS development complexity score 
(Shalonova and Tucker, 2003). This database has formed 
the foundation of the local language TTS program. The 
TTS-related complexity for a particular language is calcu-
lated by summarising all its script and language feature 
scores.  

      Languages 
 
Linguistic  
Features 

Hindi Ibibio Tamil Zulu Swahili 

Tones (Cues for 
tone assignment) 

0 2 0 
 

2 0 

Lexical stress 
(Cues for lexical 
stress assign-
ment) 

0 (1)1 0 0 0 0 

Secondary stress 
or rhythm 

0 0 0 0 2 

Morpho-syntactic 
characteristics 

1 1 1 1 1  

Morphological 
characteristics 
(derivation) 

1 1 1 1 1  

Proper syntactic 
characteristics  

0 0 0 0 0 

Other characteris-
tics 

 22  2  

Table 1: Complexity for Language Features 

 
     Languages 
Script  
Features 

Hindi Ibibio Tamil Zulu Swahili 

Capitalisation 1 0 1 0 0 
Consisting 
Grapheme- to- 
phoneme rules 

1 0 0 1 0 

Symbols for 
loan words 

0 0 -0.5 0 0 

Symbols for 
stress 

0 0 0 0 0 

Symbols for 
tones3  

- 0 - 0 - 

Punctuation 
marks 

0 0 0 0 0 

                                                
1 The existence of Lexical stress in Hindi is disputable. 
2 Terraced tone system related to grammatical characteristics 
3 In combination with the field Tones in the table Languages 
Features. 

     Languages 
Script  
Features 

Hindi Ibibio Tamil Zulu Swahili 

Spaces be-
tween words 

0 0 0 0 0 

Homographs 0 1 0 1 1 
Other charac-
teristics 

0 0 0 0 0 

Table 2: Complexity for Script Features 

 
Score 

Languages 

Intelligibility 
(basic) 

Intelligibility 
(full) 

Ibibio 5 7 
Hindi 2 (3) 4 (5) 
Swahili 0 5 
Tamil 0 2.5 
Zulu 6 8 

Table 3: Summarized Complexity score 
 
In Table 1 and Table 2 we score Hindi, Ibibio, 

Swahili, Tamil and Zulu regarding script and language 
complexity, in Table 3 – we summarise the scores for 
evaluating the complexity for creation of TTS systems 
with basic and full intelligibility. By basic intelligibility 
we mean generally correct grapheme-to-phoneme conver-
sion & stress; full intelligibility also has correct secondary 
stress, homograph disambiguation etc. The same scale can 
be applied to all languages worldwide. It should be noted 
that some linguistic information for particular languages is 
either missing or contradictory. 

2. Characteristics of the developed TTS sys-
tems 

We are currently developing TTS systems with the 
following characteristics: 

• concatenative TTS 
• diphone as a minimal speech unit (as we are us-

ing data-driven approach, larger units such as 
triphones, words and word combinations can be 
selected from the Speech Database) 

• data-driven approach in speech database creation 
� multiple candidates per diphone without 

prosody modification (currently) 
� combination of a rule-based and data-

driven approach – context-sensitive di-
phones with further prosody modifica-
tion (in the future)  

• uses Festival/Festvox as a basis (http://festvox.org) 
 

In addition to the modules currently available in 
Festival/Festvox, we provide the following modules: 
• Phonetically balanced algorithm for creating an 

optimal set of sentences for creating Speech Da-
tabase 

• Language-independent Morpho-Syntactic ana-
lyser 

• Language-independent Intonation extrac-
tion/modelling system 

• Improved pitch marking tool 
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• Evaluation procedure tools for testing. 
We also support the run-time engine Flite for profes-

sional deployment of Festival voices (crucial for tele-
phone applications that need to process several calls at a 
time and for Windows or PDA-based applications). 

The basic training provided currently centers on two 
major topics:  

• speech and text annotation/segmentation 
• TTS development overview. 

Courses have been held in Bangalore (India) and 
Bielefeld (Germany). The last course was held with the 
support of Prof. Dafydd Gibbon. 

3. TTS-related problems on different linguis-
tic levels 

The current LLSTI partners are developing TTS 
for the following languages: Hindi, Ibibio, Swahili, Tamil 
and Zulu. The problem with the languages under devel-
opment is the lack (or very small amount) of speech and 
text corpora. It is one of the reasons why their linguistic 
structure is very poorly investigated, especially such lin-
guistic levels as phonetics (including prosody). Below we 
present problems on different linguistic levels that we 
have already experienced while developing TTS systems. 

3.1. Phonology/Phonetics 

3.1.1. Selecting a normative speaker 
 
TTS systems should normally generate speech 

that will be accepted by most local people for whom the 
synthesis is actually developed. For this reason speech 
databases for TTS are usually recorded by speakers with 
normative pronunciation. It is not straightforward to de-
fine what is normative speech for a language with various 
dialects (one dialect is normally considered to be the nor-
mative pronunciation). The standard pronunciation can be 
determined by several ways: 

• The speech of broadcast readers of central 
TV/Radio stations can be considered as standard. 

• Socio-linguistic study can be carried out. This 
type of research requires a lot of effort – plenty 
of recordings and their analysis. Nevertheless, it 
is the most reliable method as it allows verifying 
changes in speech culture and thus defining the 
normative speech (pronunciation standard typi-
cally changes significantly over a 20-30 year pe-
riod). 

• "Compulsory" appointment – the speech of a par-
ticular person (professor, writer, actor…) can be 
defined as standard. 
For the current project the first method (a broad-

cast reader/actor of a theatre in a capital city) is taken as a 
start point as it is the easiest to handle.  

For our partners we provide a document for 
speaker selection procedure that describes the set criteria 
to be taken into account. It is interesting to notice that for 
European languages the speaker should normally have a 
loud and distinctive voice, whereas in Ibibio culture, for 
example, it is very insulting to speak loudly, so the syn-
thesis will have to replicate a quiet voice with the corre-
sponding voice quality. 

3.1.2. Optimal Allophone/Phone inventory and G2P 
rules for TTS Speech Database 

In order to create an optimal speech database for 
TTS, it is necessary to go through an iterative procedure 
where segmentation/annotation of the recorded speech 
material for the speech database itself can change both the 
phoneme/phone set of a language and grapheme-to-
allophone(phone) rules. In this case the data-driven ap-
proach for Voice font creation (where the speech database 
contains a large number of real sentences that have to be 
segmented/annotated) can be considered as an optimal 
start point for obtaining new phonetic knowledge about a 
language.  

Ideally, speech corpora required for TTS can be 
subdivided into 2 parts: 

1. Speech corpora for the database itself 
2. Speech corpora for phonetic research 

(including research in prosody). 
In our project due to the lack of time we are us-

ing only the first type of corpus (approx. 400-600 real 
sentences) for research purposes and differentiate only 
between 2 sentence types: declarative sentences and 
yes/no questions. This strategy is sufficient enough for 
obtaining preliminary results for segmental (grapheme-
phoneme-allophone-phone variation) and suprasegmental 
(pitch and duration) characteristics. 

For each particular language it seems important 
to find the trade off between the number of allo-
phonic/phone variations (between the number of speech 
units- diphones) and the degree of detail of acous-
tic/phonetic transcription required for obtaining natural 
TTS systems. A great number of phonetic variation in 
speech due to the influence of nasal consonants, position 
in a word/phrase/sentence etc. can be represented in the 
recordings of real sentences for the TTS speech database 
rather than in the diphone inventory itself. The provided 
algorithm for choosing Phonetically Balanced Sentences 
allows taking into account essential phonetic phenomenon 
while creating the Speech Database. 

3.1.3. Implementation of Prosody Rules 
 
Prosody - intonation (pitch variation), duration, 

stress and syllabification is the most poorly investigated 
area for the languages under our investigation.  

We tried to find an intonation system that is easy 
to develop from scratch and does not require thorough 
expertise. Currently we are testing the MOMEL algorithm 
and INTSINT annotation on several languages (Hirst, 
(2001). The first results sound promising. We intend to 
publish them in the near future. 

Duration parameters are trained by means of a 
CART-tree tool (provided by Festival) using the speech 
database for TTS (400-600 sentences). 

It is difficult to define the notion of “lexical 
stress” for some languages. The difficulty is explained by 
the fact that acoustically stress is “expressed” by the com-
bination of several parameters such as pitch movement, 
vowel duration and intensity, which requires thorough 
phonetic research. For example, there are two contradic-
tory opinions about lexical stress in Hindi - either there is 
no lexical stress at all or it does exist and depends on the 
syllable weight. Another problem that is related to lexical 
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stress is a possible phenomenon of reduced vowels in un-
stressed syllables. Reduced vowels need to be presented 
as separate units in the speech database inventory. 

3.2. Morpho-syntactic analysis 
Currently we are working on the development 

of a shell for a TTS NLP module. The linguistic specs for 
this shell are to be filled in by local linguists in India, 
Kenya, Nigeria and South Africa.  The shell is currently a 
language-independent Morpho-syntactic analyser (details 
to be published shortly). The analyser has a powerful con-
text-free mechanism that allows to process languages with 
different morpho-syntactic complexity.  

Our experience with Morphological Analyser 
shows that due to the lack of available lexica for most of 
our languages, we desperately need a Morphological 
Learning Tool. This tool has to provide the possibility for 
obtaining both rules and data (stem and affix dictionaries) 
on the basis of a limited lexicon (starting from approx. 
10.000 units). One of our partners (IIIT Hyderabad) are 
working on such a tool, but so far it is tested only for 
Hindi. For Tamil and Swahili a Morphological Analyser is 
not required for creating a basic TTS system, whereas for 
Hindi this tool is crucial for prediction of schwa deletion 
in G2P module. 

As for syntactic analysis, in this project we are 
working on chunking (not full syntactic parser) that will 
be the basis for assignment of phrases for intonation mod-
eling. We intend to use the same speech database for TTS 
in order to obtain a preliminary set of rules for phrasing. 
To the best of our knowledge, phrasing mechanisms for 
our languages have not been investigated at all. As a start 
point, we took the algorithms for such commonly investi-
gated languages as English and French (e.g., Black and 
Taylor, 1994).  

Besides phrasing solutions, a syntactic analyser is 
used in the current project for tone assignment for Ibibio 
and Zulu. As tones in these languages have grammatical 
meaning, morpho-syntactic analysis is required. 

Linguistic tools related to Semantics and Dis-
course/Pragmatics are currently not under our develop-
ment. As the incorporation of such knowledge into TTS 
will improve Intonation modelling, we hope to deal with 
this problem in the future.  

3.3. Scripts 
So far we have not developed TTS for the lan-

guages with “complex” scripts such as Arabic with op-
tional vowel marking or Thai with lack of spaces between 
the words. The only problem that we have experienced is 
the lack of special symbols for marking tones (basic 
tones) in Ibibio and Zulu that requires dictionary look-up. 

We have experienced an interesting problem with 
the Ibibio language regarding script and NLP processing. 
This language does have script, but only a few written 
texts can be found (mainly several short fairy tails). Prof. 
Dafydd Gibbon and his team propose creation of written 
texts/corpora either on the basis of the existing dictionary 
or by writing down radio broadcasts. 

 

 

4. Conclusions and future work 
In the framework of the LLSTI project we aim to 

provide solutions for most TTS-related problems that arise 
on different levels. We are interested in testing our lan-
guage-independent modules (Morpho-Syntactic Analyser) 
and techniques (defining of optimal diphone inventory, 
speaker selection etc.) on a greater number of languages 
(especially on “lesser investigated” ones). 

The lack of linguistic knowledge requires the de-
velopment of efficient tools (or procedures) for obtaining 
linguistic rules from scratch. Currently we are testing the 
Intonation Modelling System for automatic extraction of 
pitch movements. One of the tasks for the future will be 
testing different statistical and ML approaches for the TTS 
modules (e.g., for creating Morphological Learning Tool) 
and selecting the most appropriate approach on the basis 
of performance.  
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Abstract
This paper addresses the problem of efficient resources compilation for less-processed languages. It presents a strategy for the creation
of a morpho-syntactically tagged corpus with respect to such languages. Due to the fact that human languages are morphologically non-
homogenous, we mainly focus on inflecting ones. With certain modifications, the model can be applied to the other types as well. The
strategy is described within a certain implementational environment - the CLaRK System. First, the general architecture of the software
is described. Then, the usual steps towards the creation of the language resource are outlined. After that, the concrete imlementational
properties of the processing steps within CLaRK are discussed: text archive compilation, tokenization, frequency word list creation,
morphological lexicon creation, morphological analyzer, semi-automatic disambiguation.

1. Introduction

A corpus annotated with morpho-syntactic information
is one of the basic language resources for any language.
This is especially true for languages with rich inflectional
morphology. The existence of such a corpus is a prerequi-
site for the development of basic natural processing mod-
ules like morphological analyzers, taggers, chunk gram-
mars. Thus, for less-processed languages the compilation
of a morpho-syntactically annotated corpus is one of the
primary tasks in the area of language resources creation.
As a less-processed language we consider a language for
which there are no electronic language resources at all or
there are some partial ones.

We consider this task as a possibility for the creation
of other resources of great importance for natural language
processing like morphological lexicons, rule-based disam-
biguators, morphological guessers, baseline stochastic tag-
gers. In this paper we present a strategy for the creation of a
full form lexicon which to be used for morphological anal-
ysis of texts in a language. Additionally, the system offers
mechanisms for rule- and manually-based disambiguation.

Needless to say, we are far from being pioneers in dis-
cussing such a problem. There is a vast amount of literature
dealing with the creation of basic electronic resources for
different languages: EAGLES initiative, BLaRK initiative.
See also (Leech 1991), (Van Halteren 1999) among others.
Our aim is not to summarize all the work devoted to this
task, but, pointing to the troubleshoots, to contribute with a
concrete strategy within a concrete implementational envi-
ronment.

Languages are very diverse with respect to the complex-
ity of their morphology. According to Bloomfield’s classifi-
cation (how do languages encode information in their mor-
phology?) there are four types of languages: (1) Isolating
languages; (2) Agglutinative languages; (3) Polysynthetic
languages; and (4) Inflecting languages. As mentioned in

(Allwood et. al. 2003, p. 4), it is difficult to capture all
types of languages within one unified standardized scheme.
For that reason, we present a model suitable for the group
of inflecting languages. At the same time, this model is
re-usable for other groups of languages, with the appro-
priate modifications. For example, it has been applied to
Hungarian and Tibetan along with languages like Bulgar-
ian, French, Croatian.

All the steps are realized in the CLaRK System. In order
to facilitate the application of the strategy to a new language
we provide a set of examples for English. These examples
help the user to learn how to use the CLaRK System and,
at the same time, they can be adapted to a new language.

The structure of the paper is as follows: in the next sec-
tion the architecture of the CLaRK System is presented. In
section 3 the general process of morpho-syntactic tagging
is described. Section 4 concentrates on the steps of the
morpho-syntactically annotated corpus within the CLaRK
System. Section 5 outlines the conclusions.

2. CLaRK System
In this section we describe the basic technologies of the

CLaRK System1 — (Simov et. al. 2001). CLaRK is an
XML-based software system for corpora development. It
incorporates several technologies: XML technology; Uni-
code; Regular Grammars; and Constraints over XML Doc-
uments.

XML Technology
The XML technology is at the heart of the CLaRK Sys-

tem. It is implemented as a set of utilities for data struc-
turing, manipulation and management. We have chosen
the XML technology because of its popularity, its ease of
understanding and its already wide use in description of
linguistic information. In addition to the XML language

1For the latest version and the documentation of the system see
http://www.bultreebank.org/clark/index.html.
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(XML 2000) processor itself, we have implemented an
XPath language (XPath 1999) engine for navigation in doc-
uments and an XSLT engine (XSLT 1999) for transforma-
tion of XML documents. We started with basic facilities
for creation, editing, storing and querying XML documents
and developed further this inventory towards a powerful
system for processing not only single XML documents but
an integrated set of documents and constraints over them.
The main goal of this development is to allow the user to
add the desirable semantics to the XML documents. The
XPath language is used extensively to direct the processing
of the document pointing where to apply a certain tool. It is
also used to check whether some conditions are present in
a set of documents.

Tokenization
The CLaRK System supports a user-defined hierarchy

of tokenizers. At the very basic level the user can define
a tokenizer in terms of a set of token types. In this basic
tokenizer each token type is defined by a set of UNICODE
symbols. Above this basic level tokenizers the user can de-
fine other tokenizers for which the token types are defined
as regular expressions over the tokens of some other tok-
enizer, the so called parent tokenizer. For each tokenizer an
alphabetical order over the token types is defined. This or-
der is used for operations like the comparison between two
tokens, sorting and similar.

Regular Grammars
The regular grammars in CLaRK System (Simov,

Kouylekov and Simov 2002) work over token and element
values generated from the content of an XML document
and they incorporate their results back in the document as
XML mark-up. The tokens are determined by the corre-
sponding tokenizer. The element values are defined with
the help of XPath expressions, which determine the impor-
tant information for each element. In the grammars, the to-
ken and element values are described by token and element
descriptions. These descriptions could contain wildcard
symbols and variables. The variables are shared among the
token descriptions within a regular expression and can be
used for the treatment of phenomena like agreement. The
grammars are applied in cascaded manner. The evaluation
of the regular expressions, which define the rules, can be
guided by the user. We allow the following strategies for
evaluation: ‘longest match’, ‘shortest match’ and several
backtracking strategies.

Constraints over XML Documents
The constraints that we have implemented in the

CLaRK System (see (Simov, Simov and Kouylekov 2003))
are generally based on the XPath language. We use XPath
expressions to determine some data within one or several
XML documents and thus we evaluate some predicates over
the data. Generally, there are two modes of using a con-
straint. In the first mode the constraint is used for va-
lidity check, similar to the validity check, which is based
on a DTD or an XML schema. In the second mode, the
constraint is used to support the change of the document
to satisfy the constraint. The constraints in the CLaRK
System are defined in the following way: (Selector,
Condition, Event, Action), where the selector
defines to which node(s) in the document the constraint is

applicable; the condition defines the state of the document
when the constraint is applied. The condition is stated as
an XPath expression, which is evaluated with respect to
each node, selected by the selector. If the result from the
evaluation is improved, then the constraint is applied; the
event defines when this constraint is checked for applica-
tion. Such events can be: selection of a menu item, press-
ing of key shortcut, an editing command; the action defines
the way of the actual constraint application.

Cascaded Processing
The central idea behind the CLaRK System is that every

XML document can be seen as a “blackboard” on which
different tools write some information, reorder it or delete
it. The user can arrange the applications of the different
tools to achieve the required processing. This possibility is
called cascaded processing.

3. Morpho-Syntactic Tagging
Morpho-syntactic tagging means assigning both: a part-

of-speech and the bundle of all relevant grammatical fea-
tures to the tokens in a corpus. Hence, the existence of
an appropriate language-specific tagset is needed as well as
an initial corpus in the language in question. When con-
sidering a less-processed language, several things have to
be taken into account with respect to time-frame and finan-
cial constraints: (1) re-usability (i.e. the possibility to reuse
an already existing resource), (2) representative tagset con-
struction (i.e., when in a group of related languages there
exists a tagset for one language, it can be used as a base for
the other ones), and (3) using linguistic knowledge back-
ground, to minimize the size of the tagset for easier man-
agement.

Apart from these prerequisites, several steps have to
be performed for the successful morpho-syntactic analysis.
They are as follows:

1. tokenization

2. morpho-syntactic tagging

3. morpho-syntactic disambiguation

4. named-entity recognition

These steps require the construction of a set of tools
for processing language corpora. The tokenization step re-
quires a hierarchy of tokenizers for handling various cases.
The possible combinations should meet some requirements,
such as: (1) flexibility with respect to different token types
(words, multiwords, punctuation, special symbols); (2) nor-
malization (suppressing the difference between capital and
small letters when necessary); and (3) modularity (tokeniz-
ing texts of mixed languages).

The morpho-syntactic step can be performed in vari-
ous ways depending on the language and the existent lan-
guage resources. The tools can be: taggers, regular gram-
mars and guessers, used separately or in various combina-
tions. A tagger can rely on linguistic knowledge, that is
- consulting morphological dictionary. In this case a rule-
based guesser is additionally needed to handle the unrecog-
nized words. It usually relies on word-formation principles
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and graphical prompts (capitalization, punctuation). On the
other hand, a tagger can rely on statistical approaches. In
this case it depends on frequency metrics and certain lin-
guistic regularities between words. In state-of-the-art tools,
both approaches (knowledge-based and stochastic) are of-
ten successfully combined. The regular grammars can be
used at least for the following subtasks: (1) tagging multi-
word expressions (when one morphological word consists
of more than one orthographical words), and (2) encoding
rich knowledge resources, such as dictionaries.

The morpho-syntactic disambiguation step can be
viewed either as a part of the morpho-syntactic tagging,
or as a separate module. In the latter case it is performed
by a disambiguator, which, similarly to the tagger, can
be statistically-based or rule-based. For the creation of a
stochastic device, a manually analyzed training corpus is
needed. For the construction of a rule-based tool, a pre-
liminary observation over the linguistic phenomena of the
language in question is necessary.

Named-entity recognition step can be performed as part
of the tokenization level, as part of morpho-syntactic tag-
ging, or as a separate module. At the tokenization level the
‘general token classification’ can be applied (Osenova and
Simov 2002), which distinguishes between common words,
names, abbreviations, punctuation, special symbols, errors.
Being a part of morpho-syntactic tagging means incorpo-
rating gazetteers of names and abbreviations into the tag-
ger. As a separate module named-entity recognition can be
organized into grammars and applied over raw or morpho-
logically tagged text.

The order and combinations of the steps, listed above,
depend on the language specificities, the aimed granularity
of the analysis and on the existent initial resources for the
language in question. One possible solution that we pro-
pose is generalized and described in the next section.

4. Implementing of Morpho-Syntactic
Annotation

In this section we present a strategy for the creation of
a morpho-syntactically tagged corpus for a language with
little or no language resources. Most of the steps allow
for more than one solution, because they depend heavily
on the type of the language. Thus, we present a very sim-
ple solution which can be a basis for the development of a
more sophisticated solution in each concrete case. We give
a prompt how the corresponding step can be implemented
in the CLaRK System.

4.1. Text Archive Compilation

We consider collecting electronic texts in the language
in question as a prerequisite for the creation of a corpus. In
order the text to be processed by CLaRK System, it has to
be represented in XML format in an encoding appropriate
for the language. CLaRK System recognizes Unicode en-
codings (UTF-8 and UTF-16) and several 8 bits standards
for alphabet encodings. It also supports entity converters
for several alphabets (ISO 8879).

In the text archive each document has to be marked-up
at least to the structural level: chapters, articles, paragraphs.

Some additional meta-information would be useful. For
this level one can consult: TEI or CES guidelines.

Usually the texts for a given language are available in a
plain text, HTML or RTF format. CLaRK System can read
plain text or RTF documents directly and converts them into
XML documents. The conversion of HTML to XML has
to be done outside the CLaRK System, because CLaRK
System can read only well-formed XML documents.

4.2. Tokenization
As it was mentioned above, the tokenization is the pro-

cess of segmentation of the text into sentences and words:
(Grefenstette and Tapanainen 1994). In general, the task is
quite complex and in CLaRK System we divided it between
two tools: tokenizers and regular grammars. The tokeniz-
ers work in a cascaded manner. First, a primitive tokenizer
is applied which assigns a category to each Unicode sym-
bol, then a sequence of complex tokenizers is applied. Each
tokenizer in the sequence works over the output of the pre-
vious tokenizer. The tokens for each complex tokenizer are
defined via regular expressions. The result of the tokeniza-
tion is a list of tokens and their categories. This list is an
input to the regular grammar tool which actually annotates
the text if necessary. At the tokenization level our goal is to
segment the text into a list of potential words, punctuation,
numerical expressions. We assume that abbreviations, sen-
tences, dates and similar entities are processed at the next
level although one can try to do this directly at the tokeniza-
tion level. Some of the trickier cases like several words
forming one token or multi-token words can be processed
later.

4.3. Frequency Word List Creation
Having a text archive and a reasonable tokenizer we can

select some tokens as a basis for the creation of a mor-
phological lexicon for automatic morphological annotation.
This can be done in several ways. We consider the creation
of a frequency list of tokens from the electronic texts as a
good initial start. Such a word list can be constructed in
CLaRK System with the help of Statistical tool. The tool
counts the number of occurrences for each token in the se-
lected textual elements. The result is an XML document
which contains a table. Each row represents the token it-
self, its category, the number of occurrences. Additionally,
the tokens can be normalized.

4.4. Morphological Lexicon Creation and
Morphological Analyzer

Each regular grammar in the CLaRK System has a rep-
resentation as an XML document. Using XSL transforma-
tion it is easy to construct a regular grammar over the word
list produced in the previous processing step. Each rule in
this grammar searches for a token in the text and substitutes
it with an XML fragment. The XML fragment represents
the morpho-syntactic annotation. For instance, the rule for
the English word ‘cost’ has the following form:

"cost" -> <w aa="NN;VB;VPP;VPT">\w</w>

Here the token is on the left side and the XML frag-
ment on the right. The fragment substitutes the to-
ken in the text when found. \w is a variable for
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the input found in the XML document, thus when the
rule succeeds the token ‘cost’ will be substituted with
<w aa="NN;VB;VPP;VPT">cost</w>. The value of
the attribute aa encodes all possible morpho-syntactic tags
for the given token.

In order to construct such rules for the tokens in the
word list the user needs a tagset for the language. The XSL
transformation converts the word list into a set of empty
rules like:

"cost" -> <w aa="">\w</w>

The user has to fill the appropriate morpho-syntactic in-
formation in them. The help which the system can pro-
vide is different sorting over the XML representation of the
rules. The sorting can ensure better observation over the
tokens. Here especially the reverse sorting (comparing the
tokens from right to left) can be useful for grouping the to-
kens on the basis of their endings. Additionally, one can
write conditional insertion operations in CLaRK which to
fill the appropriate tags. Such a rule can be if the token
ends in ‘lly’ then it is an adverb. Depending on the goal
each wordform can be assigned also a lemma. In this way
a morphological dictionary for the language is created.

The set of the ready rules is a regular grammar in
CLaRK System. It is compiled into a minimized determin-
istic finite state automaton and can be used for morpholog-
ical analysis of the texts.

4.5. Semi-automatic Disambiguation

Disambiguation is done with the help of constraints.
In the example we use ‘some attribute’ value constraints.
The constraints of this kind determine the value of some at-
tribute on the basis of the context in which the attribute ap-
pears. In our case the target attribute is ana attribute which
represents the morpho-syntactic analysis of the word. The
value of the attribute depends on two things: (1) the value
of the attribute aa for the word in our case which deter-
mines all the possible tags, and (2) the analyses of the other
words in the text. Thus the first very general constraint
states that the value of ana attribute is a member of the
tokenized value of the aa attribute for the same word. This
constraint can be used, as it was mentioned above, in two
modes: validation mode and insertion mode. When used in
insertion mode it will support the manual disambiguation
of the annotated text by stopping at each ambiguous word,
tokenizing the value of aa attribute and offering the user
possibility for choosing the right tag. In validation mode
the constraint checks whether the values of ana attribute is
among the tags encoded in the value of aa attribute.

Additionally the user can write rules for automatic dis-
ambiguation imposing in the constraint more restrictions on
the context in which the word appears. For instance, if the
word before ‘cost’ is the determiner ‘the’, then the value of
ana attribute for ‘cost’ is NN. Such rules can significantly
reduce the amount of human intervention in the process of
compiling a morpho-syntactically annotated corpus.

5. Conclusion
In the paper we presented a strategy for the creation of a

morpho-syntactically tagged corpus for less-processed lan-

guages. The strategy is described within a certain imple-
mentational environment — the CLaRK System. The im-
plementation is done as a sequence of steps. All these steps
are done in CLaRK System for English. They are described
as demos and are part of the distribution of the system. Al-
though the described strategy requires a lot of manual work
we think it is a good starting point for the development of
more sophisticated approach in CLaRK System. The ad-
vantage is that the users have in one place all the necessary
machinery for the implementation of each step. It is worth
mentioning that the XPath engine of the system also pro-
vides an extensive library of mathematical functions which
allows the implementation of statistical taggers in the sys-
tem as well.
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Abstract 
Ladin, a Rhaeto- Romance language spoken in the Dolomites, is an official language in South Tyrol and in Trentino. The department 
“Language and Law” of EURAC has created CLE (Corpus Ladin dl'EURAC), a trilingual corpus with texts in Ladin, German and 
Italian. It consists of a monitor sub- corpus, intended for terminology research, and of a reference sub- corpus, which will be used for 
the development of NLP- applications. CLE is stored in a relational database, designed in parallel to the XCES corpus standard. The 
corpus is accessible via internet through BISTRO, the Juridical Terminology Information System of Bolzano. Queries can be made 
using regular expressions, and searches can be restricted by further criteria like legal system, passing date, or document type. 
BISTRO also offers term tools that can be called for the query results: a term recognizer, a term extractor, and a concordancer. 
 

1. Introduction 
Ladin is a Rhaeto-Romance language spoken in five 

valleys of the Dolomites (North-East of Italy). The 
variants in the five valleys differ with respect to their 
lexis and spelling conventions. Recently a standardized 
form of Ladin has been developed (SPELL, 2001; 
SPELL, 2002). 

The recognition of Ladin as official language for 
administration, legislation and jurisdiction in South 
Tyrol, and the general advancement of computer-
linguistic techniques, have given rise to a number of 
milestones in the automatic processing of Ladin. Among 
them are CD-ROM dictionaries of the Ladin varieties 
Badiot (Mischì, 2001), Gherdëina (Forni, 2003) and 
Fascian (Istitut cultural Ladin, 2001), internet dictionary 
interfaces for Standard Ladin1, Badiot2 and Fascian3, the 
workbench for Ladin lexicography4, and spelling 
checkers for Fascian and Standard Ladin5. However, 
important components which are necessary to render a 
language operational in electronic communication and 
publications are still lacking. 

The department “Language and Law” of EURAC 
has a longstanding tradition in the elaboration of 
German and Italian legal terminology, having lead 
among others, a 4-year project on the standardization of 
German for its official usage in South Tyrol6. For this 
purpose the so-called CATEX, the Italian-German 

                                             
1 http://tales.itc.it:9000/spell/index.html 
2 http://din.micura.it/voc_vb/lad/index.html 
3 http://tales.itc.it:9000/webdilf/index.html 
4 http://tales.itc.it/resources.html 
5 http://www.spell-termles.ladinia.net/ld/download.html 
6 http://www.eurac.edu/About/Projects/2003/index?which=191 

corpus of national and regional legislation has been 
created and made accessible trough BISTRO7. 

Among the research partners which promote and 
facilitate the use of Ladin, EURAC is assuming the task 
of developing administrative terminology for the 
variants of Badiot (BA) and Gherdëina (GH). In 
addition, EURAC aims at providing computational-
linguistic software for these two variants. The 
cornerstone of the activities is the newly created tri-
lingual parallel corpus of Ladin, Italian and German 
(CLE, Corpus Ladin dl’EURAC). 

2. Corpus Design, Annotation and Storage 
The trilingual corpus is principally made up of 

official documents. Part of them have been written in 
municipalities such as orders, regulations and decrees, 
others are official translations of the Provincial 
legislation. The Corpus includes also non-legal 
documents, such as trilingual news reports from the 
local government and publications provided by the 
institutes for the development and the conservation of 
Ladin. Although they do not have the characteristics of 
legal documents, they are the most authoritative texts in 
Ladin. The corpus is divided into two sub-corpora: the 
“Reference Sub-corpus of Modern Ladin” RC and the 
“Monitor Sub- corpus of Modern Ladin” MC. 

The “Reference Sub corpus of Modern Ladin” 
includes just authoritative texts, which will be used for 
the development of NLP-applications. The “Monitor 
Sub-corpus of Modern Ladin” instead is made up of 
official trilingual and monolingual documents where the 
source is not necessarily a Ladin language authority. 

                                             
7 http://www.eurac.edu/bistro 
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The Monitor Sub-corpus will be constantly updated 
with monolingual and trilingual texts and will be used at 
EURAC mainly for the descriptive research on 
terminology. The entire corpus, however, is publicly 
available in order to promote research on Ladin 
language. With a trilingual corpus, not only corpus 
linguistic studies, but also studies in translation science, 
multilingual drafting and language interference become 
possible (e.g. Ploner, 2002). Some statistics on the 
corpus will feature its principal properties (data from 
25.03.2004). 

The corpus is intended to be balanced according to 
several criteria. It contains documents from all 
municipalities of the Ladin valleys. All different kinds 
of administrative texts such as orders, regulations and 
records are contained. The subject area treated refers 
basically to what is the main issue of town halls, i.e. 
administrative law. In order to create a balance between 
specialized terminology and common language, as many 
documents as possible from the Ladin Cultural Institutes 
are added. 

 

 

 

 

 

 

 

 

Figure 1: (a) Number of documents per 
language (b) word types per language (c) word 
tokens per language (d) type token ratio 

 
 
 

 

 

 

 

Figure 2: Documents per legal system 
 
 
 
 
 
 
 
 
 
 

Figure 3: Number of documents per language 
and publication date 

 
Beside the annotation of the aligned text segments as 

paragraphs (<p> </p>), the corpus is not annotated. The 
POS-tagging of the reference corpus will be realized in a 
follow-up project as soon as resources are granted. From 
the tagged reference corpus a spelling and syntax 
checker for both the BA and GH variants of Ladin are to 
be developed. In addition, the Reference Sub-corpus is 
to be converted and made publicly available in TMX, in 
order to comply with the local demand for trilingual 
translations8. For this purpose, however, no linguistic 
annotation is required. 

The corpus is stored in a relational database for 
reasons of maintenance and searchability. Following 
Bourret (2003) XML is used for data transport only. The 
set of tuples which are returned as answer to an SQL-
query are converted into XML, from which appropriate 
output structures (XHTML, SVG, PDF) are created 
(Streiter and Voltmer, 2003). To guarantee a smooth 
conversion to and from the XML corpus standard 
XCES9, the relational database is designed in parallel to 
this standard. One table corresponds to the document 
header and describes the meta-data of the document. 
The meta-data include, e.g., the location of a copy of the 
original document, in case a validation of the annotated 
data should be necessary. A second table contains the 
corpus content, where each cell corresponds to a 
‘<p></p>’. A third table contains the alignment. These 
three tables are unified into a view which can be updated 
and queried conveniently (cf. Fig. 4). The character 
encoding of the corpus is Unicode utf-8, as Unicode is 
the only international standard which covers all diacritic 
characters used in Ladin spelling.  

                                             
8 TMX stands for Translation Memory Exchange. It is an open 
standard for storing and exchanging translation data between 
tools with little or no loss of critical data.  
9 The XML-standard XCES contains specifications for the 
linguistic annotation, alignment and metadata. XCES 
distinguishes two types of annotation, e.g. a minimal text 
encoding (sentence, paragraph, heading, etc...) and linguistic 
annotation (inflection, phrases, etc...). 
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3. Corpus Search Interface 
The interface to the corpus is provided by BISTRO, 

the Juridical Terminology Information System of Bolzano 
which, among others, offers the interface to the CATEX 
corpus and to the database of legal and administrative 
terminology for Italian, German and Ladin. Tools for 
corpus-based terminological work such as Internet meta-
searches, term extraction and term recognition are equally 
integrated. 

The main purpose of the corpus is to find text 
segments which contain keywords in one of the three 
languages. The query is formulated as regular 
expression. Whenever the query string contains 4 or 
more consecutive characters of the Roman alphabet, an 
additional inverted index of character 4-grams speeds-up 
the search (cf. Damashek, 1995). The first index-search 
with n-grams approximates the target tuples. The second 
search with regular expressions refines the search result. 
N-gram index search doesn't apply to negative, 
disjunctive or facultative parts of the search term. 

Table 1: Operators for the corpus search with 
regular expressions 

 Example Explanation 
Ø scuola shortcut for ~* ‘scuola’ 
~ ~ ‘scuola’ matches scuola , case 

sensitive 
* ~* ‘scuola’ matches scuola, case 

insensitive 
! !~ ‘scuola’ does not match 

scuola, case sensitive 
! !~* ‘scuola’ does not match the 

string scuola,  
[ ] ~* ‘scuol[ae]’ matches scuola and 

scuole 
| ~* ‘Kinder|Schule’ matches Kinder or 

Schule 
| !~* ‘Kinder|Schule’ matches neither 

Kinder nore Schule 
? ~* ‘lagh?[io]’ optional h, e.g. lago or 

laghi 
* ~* ‘cun*laburé’ matches zero or more 

n’ 
+ ~* ‘col+egament’ matches one or more 

‘l’ 
^ ~* ‘^scuola’ matches scuola at the 

beginning 
$ ~* ‘scuola$’ matches scuola at the 

end 
Keywords can be searched in more than one 

language (e.g. in Italian and in German). This may be 
useful to disambiguate the searched terms, in the case 
they have different meanings. The Italian term ‘asilo’ 
(kindergarden, asylum, etc), for example, is successfully 
disambiguated when including the German term ‘Kind’. 

As a result the Ladin equivalent ‘scolina' is returned and 
words like “asil” (en: asylum) are excluded. 

The negation marker “!” may be used to find 
alternative translations, which might otherwise escape 
our attention among the mass of commonly chosen 
translations. Figure 5 may serve as an example: Once 
the standard translation for the Italian ‘refezione’, the 
Ladin “refeziun” or “refezion” are excluded, alternative 
translations show up. 

The query may be further restricted by (a) the Ladin 
variants (BA or GH), (b) the publication date of the 
document, (c) the legal system, (d) the passing date, (e) 
the document type and (f) paragraph numbers. A query 
which involves the publication date will provide 
diachronic insights. Restrictions on the communities 
will yield insight into regional variants. 

4. Term Tools 
All corpus segments, monolingual or trilingual, are 

accessible via proper URLs. Therefore, the term tools of 
Bistro, i.e. the term recognizer, term extractor, and 
concordancer, which operate on URL identified 
documents, can be called for the query results. 

Term recognition refers to the task of identifying the 
terms and variants of a term base in a text. Term 
extraction recognizes unknown terms in a text. The 
example-based method for the term extraction in Bistro 
is described in Streiter et al. 2003.  

5. Corpus Compilation 
The original documents have been converted with 

the help of the open source tools antiword and abiword 
from DOC-files into two separate TXT.files. Both 
conversion tools provide different representations which 
are joined into one “rich” TXT-file. The documents 
varied from containing perfectly aligned text segments 
to documents where parallel text segments were disjoint 
and mixed up with graphics, tables and listings. The 
extraction of interlingual text segments ("Jahr/Anno/ann 
2002" instead of Anno 2002/Jahr 2002/ann 2002) was as 
common as the toggling of the order of languages 
("Jahr/Anno/ann 2002" and "Anno/Jahr/ann 2002") in 
the same document. 

Due to these difficulties, a semi-automatic approach 
has been followed for the alignment: A program 
suggests the alignment of 3 document sections on the 
basis of their position in the document and linguistic 
triggers. After an interactive confirmation by a linguist, 
the program stores the decisions and applies them to 
similar cases. With this approach, regular documents 
can be processed almost automatically, while irregular 
documents require the permanent intervention of the 
linguist. If no model can be applied to the document 
structure, document sections are aligned manually. 
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Figure 4: Sense disambiguation with an additional search term. 

 

Figure 5: Search of Alternative Translations, Term Extraction and KWIC on mouse click. 
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Abstract
There is a growing need for linguists working with small and endangered languages to be able to provide documentation of those
languages that will serve two functions, not only the analysis and presentation of examples and texts, but also the means for others to
access the material in the future. In this presentation I describe the workflow developed in the course of writing a description of South
Efate, an Oceanic language of Vanuatu for a PhD dissertation. This workflow steps through (i) field recording; (ii) digitising or
capturing media data as citable objects for archival purposes; (iii) transcribing those objects with time-alignment; (iv) establishing a
media corpus indexed by the transcript; (v) instantiating links between text and media using a purpose-built tool (Audiamus); (vi)
exporting from Audiamus to interlinearise while maintaining timecodes; (vii) extracting citable example sentences for use in a
grammatical description; (viii) exporting from Audiamus in XML, Quicktime or other formats.

Background
Linguists working on small and endangered languages are
being exhorted to produce their data in reusable forms (see
for example Bird and Simons 2003) and at the same time
to increase the scope of the recorded material so as to
document as much as possible of the language and the
knowledge encapsulated in the language (see
Himmelmann (1998) and Woodbury (2003)). A PhD
dissertation focussed on an indigenous language requires a
grammatical description that covers the traditionally
accepted components of phonology, morphology and
syntax. With the use of appropriate tools we can ensure
that our normal workload is not significantly increased but
that the results conform to those desiderata broadly
labeled as language documentation.

In my PhD dissertation, a grammatical description of a
language of Vanuatu, I wanted to provide source
information for each example sentence and text that would
allow the reader to locate the example within the field
recordings so as to be able to verify that the example
actually did occur in the data. I wanted the fieldtapes (both
audio and video) themselves to be accessible To do these
relatively simple tasks it was first necessary to link the
transcripts of the fieldtapes to their audio source. This
audio source needed to be citable with an archival location
and a persistent identifier that would endure in the
longterm. In 1998 when I began doing this work there
were principles and methods pointing in the direction of
reusability of linguistic data (as later formulated by Bird
and Simons (2003), but the tools to do the work were
either nascent or non-existent. By conforming to these
principles I have now been able to capitalise on the
general linguistic community's development of tools (such
as Transcriber, for example). A suitable linking tool has
not yet been developed and so I continue to use
Audiamus1 (described further below). The thesis was
presented together with a DVD of some 3.6 Gb of data,

                                                       
1 On Audiamus, see:
http://www.linguistics.unimelb.edu.au/contact/studentsites
/thieberger/audiamus.htm

representing over 18 hours of transcribed and linked
media data.

Digitisation of the audio file
I conducted fieldwork on the language of South Efate in
Central Vanuatu in several fieldtrips from 1996-2000.
These fieldtapes contained monologic narratives,
conversations and court hearings and were recorded on
analogue tape and some digital video with a range of male
and female speakers of different ages.

On my return from fieldwork I began digitising my
analogue tapes using the built-in soundcard of a desktop
computer. This was a mistake! I ended up with digital
audio files that I then used to align with the transcript.
However, these were not good quality audio files and
when the opportunity arose to have the analogue tapes
digitised at a higher, and archival, resolution it resulted in
me having two versions of the digital data. These two
digital versions of the same tape did not correspond in
length due both to stretching of the audio tape, and to
being played on different cassette players, with slightly
different playback speeds. There was no simple
correlation between the timecodes in the old version and
the corresponding location in the archival version. While I
linked all subsequent transcripts to the archival version of
the audio file, due to the time constraints of dissertation
writing I have kept the non-archival versions for
presentation of the thesis data. Archival versions have
been lodged with PARADISEC.2

The lesson from this experience is that I should have
digitised my fieldtapes at the best (archival) resolution
possible and then used those files, or a downsampled
version, as the basis for linking to transcripts.

                                                       
2 Pacific And Regional Archive for Digital Sources in
Endangered Cultures (PARADISEC),
http://paradisec.org.au
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Linked transcription of the digital media
Audiotapes were transcribed, mainly by a speaker of
South Efate, using a ghetto blaster. He wrote the
transcripts in exercise books with translations in Bislama,
the national language of Vanuatu. These South Efate
transcripts were then typed and imported into text/audio
alignment software. When I began doing this work in
1998 I used Michel Jacobson's SoundIndex from
CNRS/LACITO to align the transcript to the media file
(the current tool is Claude Barras' 'Transcriber').

The transcribing software produces a number of different
outputs, among them a simple text file which has the
utterance chunk together with the start time and end time
in the audio file. These linked transcripts are an index of
the content of the fieldtape and can be archived together
with the media file. However, for the purposes of analysis
of the data the links need to be instantiated, that is, we
need to be able to click on a sentence and hear it. Using
the transcription tool it is possible to do this for each
individual file. However, I needed a corpus of all
transcripts, with a concordance showing all word forms.
There was no such tool available at the time so I used
HyperCard to construct the links in a way that allowed the
data to be imported and exported easily, using Quicktime
to instantiate the links to points within large data files.
This tool is called Audiamus. Using HyperCard may
appear to be a retrograde step, but it capitalised on my
existing knowledge of the software, and also allowed me
to use a well-developed concordancing tool written by
Mark Zimmerman, called 'Free Text'. Combining these
tools resulted in a keyword-in-context concordance of
texts that played the audio of the context of the selected
items (typically the context sentences). The HyperCard
tool developed over several years to provide access to the
media for the purposes of linguistic analysis.

Audiamus
Audiamus is designed with the key principles of
reusability of and accessibility to the data, with the basic
premise that every example quoted in the thesis should be
provenanced to an archival  source if possible. A sample
workflow for using Audiamus is outlined below, showing
that the input is a linked text file and a digital media file
and the outputs can be in several textual formats.

Figure 1: Audiamus workflow

Audiamus allows the user to select an example and to clip
either its time codes or both the text and the time codes to
the clipboard for pasting into a document. The timecodes
are specified as follows: (audio filename, start time, end
time) or (98002b,1413.9999, 1419.3600).

Examples can also be clipped with timecodes in a
format suitable for processing in Shoebox, e.g.:

\aud 98002b

\as 1413.9999
\ae 1419.3600

The time-aligned text is then available for interlinearising
in Shoebox while maintaining the time-codes.

Another export routine provides Quicktime text tracks
with time codes in the appropriate format
(hr:min:sec:frame) which can be used as subtitles to
Quicktime movies.

Examples can be added to a playlist, for use in a
presentation for example. The playlist itself can be stored
for future use while another playlist is constructed. In the
presentation of my dissertation, each chapter was a
playlist consisting of numbered examples.

In 2002 Audiamus was rewritten (as version 2) in Runtime
Revolution, a cross-platform application that builds
standalone distribution versions of Audiamus. Version 2
can identify media files by their type and by their
samplerate, unlike Version 1 in which these needed to be
specified for each media file. Version 2 can also play
linear mp3 files derived from archival master copies as the
same timecodes apply to both.

Conclusion
By adopting the principle of data reusability, I have been
able to produce an archivable, citable, extensible set of
data and to construct links between my field recordings
and the grammar.

For some years now I have observed practitioners using
computers for language work of various kinds and, in
general, we use what we are most familiar with and what
is easiest for us to incorporate into our normal work flow.
While this need not be 'bad practice', the crucial point is
that the underlying principles of reusability and
interoperability of the data are observed regardless of
what tools are employed. In the absence of a concerted
training effort we must avoid purist dictates about what is
THE correct way to proceed and to encourage appropriate
use of existing tools until we have purpose-built tools that
are generally used and accessible to ordinary working
linguists.

If we build data linkage into our workflow as part of
normal linguistic analysis, we end up with richer
descriptions based on contextualised and verifiable data
which has more archival use than does a set of media files
or cassette tapes alone.
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Abstract
The paper presents a parser and disambiguator for North Sami, and effort aimed at porting the work on Sami to other Uralic languages.

1. Introduction

In the past, portability within grammar-based morpho-
logical analysis and disambiguation has been hampered by
commercial interests linked to good systems. The literature
on finite state transducer based analyses typically only de-
scribes the mathematical properties of the model, or if more
concrete, they only provide toy examples.

Even if the source code of commercial systems used for
majority languages were available, they would not have all
the characteristics required by new projects aimed at ana-
lysing minority languages. Often, they have a long history,
thereby containing code written for older systems and they
tend to be very large, containing information and resources
inappropriate to new parser projects starting from scratch.
New parser projects for languages not analysed so far will
typically start with contemporary (open-source) tools, and
they will start out analysing the core parts of the grammar.

This paper will present a morphological parser and
disambiguator for North Sami, a Uralic language spoken
in the Northern parts of Norway, Sweden and Finland
(the project’s home page ishttp://giellatekno.uit.no/. The
parser uses Xerox tools (www.fsmbook.com) for morpholo-
gical analysis, and constraint grammar for disambiguation
(sourceforge.net/projects/vislcg/). The paper will also re-
port from the experiences with porting the system for North
Sami to other Uralic languages.

2. The Tromsø disambiguation project

2.1. Morphological analysis

The morphological analyses of the project are based
upon a two-level analysis with finite state automata, cf.
(Koskenniemi, 1983). We use Xerox software, (lexc
for lexical analysis and segmental morphology,twolc for
morphophonological processes,perl for preprocessing and
xfst for case conversion and integrating the parts into a
whole (cf. e.g. (Beesley and Karttunen, 1954) and
http://www.fsmbook.com). The lexical analysis and the seg-
mental morphology operate on two levels, one surface level
for roots and affixes, and one underlying level for lex-
emes and grammatical properties. The surface level again
becomes the underlying level for the morphophonological
rule set, taking a root- and suffix string as input, enriched
with morphophonological information, and transforms it
to the wordform we know from the written language (cf.
(Karttunen, 1994)).

2.2. Suffixes

The lexicon contains all the roots of the language. The
roots are classified according to part of speech (POS) and
stem class, directing words taking the same suffixes and
undergoing the same morphophonological processes to the
same continuation lexica.

2.3. Morphophonology

The dominating morphophonological process in Sami
is consonant gradation. Originally, this was a phonological
process, where onset consonants in open syllables altern-
ated with a weaker version when the syllable was closed by
a syllable-final consonant. Today, the process is fully mor-
phologised. Thus, there is no structural distinction between
the suffixes for essive (-n) and locative (-s) that are added to
a noun such asviessu, ’house’, still, the locative demands
consonant gradation, whereas the essive does not. The cor-
rect forms areviessunandviesus. In order to generate this
we equip the locative suffix with a diacritical mark indicat-
ing weak grade, (WG), and make a two-level rule stating that
syllable-initial s (and some other consonants) are deleted
(Cx:0) in contexts where it occurs between an identical con-
sonant and the diacritical markWG(V = vowel, C = conson-
ant):

"Gradation: Double Consonant"
Cx:0 <=> V: _ Cy V (C:) (:C) WG:;

where Cx in (d1 f l m n n1 r s s1 t1 v)
Cy in (d1 f l m n n1 r s s1 t1 v)
matched ;

The rule set for North Sami contains 33 rules, and it is
ordered according to consonant gradation type, each rule
generalising over a smaller or larger set of alternating con-
sonants (in the rule above, 11 consonants may get the value
Cx, and thus be deleted.

In practice, this way of doing it led to a time costy com-
pilation process. Lule Sami differs from its closest relative
North Sami in having a "Polish", rather than a "Czech" or-
thography. Where North Sami aims at one letter per phon-
eme, Lule Sami uses digraphs. When North Sami writesš
(writtens1in the rule above), Lule Sami writessj. Since the
two-level rules generate over pairs of letters, not over phon-
emes, Lule Sami get far more consonant alternations than
North Sami. The Lule Sami rule set was thus rewritten,
from generalising over alternating consonant, to general-
ising over alternating context for the same consonant. The
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Lule Sami rule taking care of the corresponding alternation
(ss:s) thus looks as follows:

‘‘Consonant gradation s:0’’
s:0 <=> V: s _ ([j|k|m|n|t]) V: (C:) WG:;

V: s _ j [k|m|v] V: (C:) WG:;
V: [b|j|l|m|n|r|v] _ s V: (C:) WG:;
V: [r|l|m] _ s j V: (C:) WG:;
V: [r|l|n] _ s k V: (C:) WG:;
V: [j|m|n|v] _ s t V: (C:) WG:;
V: r s _ j t V: (C:) WG:;
V: s: _ #:;
V: _ Q1: X1: n ;

The rule deletess in 9 different contexts. The context
corresponding to the north Sami context above is ound in
the first line: s is deleted betweens and a vowel followed
by the weak gradie diacritical mark.

During compilation, the compiler must resolve a num-
ber of conflicts. the number of cuch conflicts is much smal-
ler when we generalise over context rather than over altern-
ating letter, and the compilation process for Lule Sami was
much faster than for North Sami (ca. 2 sec. against ca.
2 min 15 sec. on a 640 MHz processor), even though the
North Sami rule set contains less consonant gradation rules
(33 against 59 for Lule Sami).

3. Disambiguating Sami
Parallel with the work on morphological analysis we

started work on disambiguation in the autumn 2003. Due
to a recent phonological change (word-finalp, k were re-
duced tot) there is more homonymy in North Sami than
in the other Sami languages (cf. (Trosterud, 2001) for an
overview). In languages like Norwegian or English, hom-
onymy is often found across POS boundaries, so that some
word-form may be a verb or a noun, but if you know which
one it is, you also know the placement within its respective
paradigm (we know thatwalksis plural if it is a noun, and
that Norw. landa is definite plural if it is a noun and not a
verb). North Sami homonymy is different. Here, derivation
is not done via conversion, but via suffixation, and the hom-
onymy is found within the same POS, and only marginally
across POS borders. Whereas disambiguation in English
and Norwegian thus may be seen as the task of finding some
starting point ("if I am a verb then you must be the noun")
the Sami homonymy is grammatical, and more dependent
upon neighbouring morphosyntactic properties than upon
neighbouring POS disambiguation. ’to throw’ isbálkestit
and ’a throw’ isbálkesteapmi. The former must be a verb,
and the latter must be a noun, but in addition to being an
infinitive bálkestitmay also represent first and third persun
plural, and past tense second person singular. Distinguish-
ing verb forms from each other differs from distingushing
verbs from nouns, since the contextual differences are smal-
ler in the former case.

As an example, let us take the clauseMii eat leat dan
muitalan ’We haven’t told it’, with the verbsleat ’to be’
andmuitalit ’to tell’. The sentence is given the following
analysis, prior to disambiguation:

‘‘<Mii>’’

‘‘mun’’ Pron Pers Pl1 Nom
‘‘mii’’ Pron Interr Sg Nom

‘‘<eat>’’
‘‘ii’’ V Neg Ind Pl1

‘‘<leat>’’
‘‘leat’’ V Ind Prs Pl1
‘‘leat’’ V Ind Prs Pl3
‘‘leat’’ V Ind Prs Sg2
‘‘leat’’ V Inf
‘‘leat’’ V Ind Prs ConNeg

‘‘<dan>’’
‘‘dat’’ Pron Dem Sg Acc
‘‘dat’’ Pron Dem Sg Gen

‘‘<muitalan>’’
‘‘muitalit’’ V PrfPrc
‘‘muitalit’’ V Act
‘‘muitalit’’ V Ind Prs Sg1

‘‘<.>’’

The only unambiguous word iseat, first person plural
of the negation verb. In reality the sentence does not have
60 readings (2 x 5 x 2 x 3), but one:

‘‘<Mii>’’
‘‘mun’’ Pron Pers Pl1 Nom

‘‘<eat>’’
‘‘ii’’ V Neg Ind Pl1

‘‘<leat>’’
‘‘leat’’ V Ind Prs ConNeg

‘‘<dan>’’
‘‘dat’’ Pron Dem Sg Acc

‘‘<muitalan>’’
‘‘muitalit’’ V PrfPrc

‘‘<.>’’

Here are the rules that were used to arrive at the cor-
rect reading (the rules are given according to constraint
grammar conventions, the numbers identify positions in the
clause, 0 is the wordform to be disambiguated, 1 is the first
word to the right and -2 the word two posistions to the left,
*-2 to a word two or more positions to the left (for an intro-
duction to the rule formalism, see (Tapanainen, 1996)).

SELECT Pers IF (0 ("mii"))
(*1 V-PL1 BARRIER NON-ADV);

SELECT ConNeg IF
(*-1 Neg BARRIER VFIN);

SELECT Acc IF (*-1 LEAT-FIN-NON-IMP
BARRIER NON-PRE-N) (1 PrfPrc);

SELECT PrfPrc IF (*-1 Neg
BARRIER CONTRA);

The pronounmii may be a personal or interrogative.
The rule states that if there is a PL1 verb to the left, with
no other words than adverbs between the two, then the per-
sonal pronoun reading is selected. In order to get the correct
reading for copula, the ConNeg form (the form connected
to negative verbs) is chosen if a negation verb may be found
somewhere to the left, before we find any other finite verb.
The rule for perfect participles is similar, but here the bar-
rier is a a set of words cancelling negation, like the word
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muhto’but’. This set has been listed earlier, and is labelled
CONTRA. The rule for accusative demands a finite copula
to the left, and with nothing but NP-internal pre-modifiers
intervening, and a perfect participle to the right. In order
to disambiguate running text, approximately 1500 to 2500
such rules are needed.

4. Extending the work on Sami to other
languages

4.1. Sharing infrastructure

The main advantage of extending one’s work to other
languages is of course the benefit of just copying the infra-
structure and the makefiles to the next language. We have
tested out our solutions on 8 different Uralic languages,
in each case reusing the makefiles and the directory struc-
ture. File naming procedures are the same for each lan-
guage, as are the sets of shared grammatical tags. For
each new language we have cut the production time by sev-
eral months, compared to the previous languages. Also,
fully or partly language-independent resources, such as pre-
processors, tokenizers, databases for names, unassimilated
loan words and abbreviations, may be reused.

Porting existing hand-made parsers to new, but gram-
matically similar languages, offers advantages also when
crafting the transducers for the morphophonological and
morphological core processes of the languages. Solutions
for the structure of continuation lexica, and for similar
morphophonological rules, may be reused. And there are
many groups of such similar languages. Seen in a dia-
chronic perspective, it takes more than a millennium to cre-
ate far-reaching structural differences between languages.
This means that we should expect to fine closely related
languages as a result of large migration and diffusion waves
during the last millennium and a half. Such language fam-
ilies are e.g. the Romance, the Turkic and the Bantu lan-
guages. Especially in the two latter cases, where several of
the languages do not have the same access to written cor-
pora as do many European languages, there are large bene-
fits in working in parallel on several languages.

4.2. Building transducers as opposed to using
stochastically-based approaches

Grammar-based disambiguation has been known to
provide good results, compared to stochastically-based ap-
proaches (Samuelsson and Voutilainen, 1997).

Looking at minority languages, the arguments in fa-
vour of grammar-based approaches are even stronger. In
the cases of the Sami languages or the Uralic languages
of Russia, there is not a choice between using the multi-
million electronically available corpus or not. There is no
such corpus. Rather, what is available is a grammar, and
in most cases a reasonably good dictionary. With these
two tools (especially if the dictionary is electronically avail-
able, it is possible to build good transducers and disambig-
uators within a couple of years, or, after a while, within
even shorter time. For inflectional languages with hun-
dreds of inflected forms for each lexeme (and sometimes
more), transducers based on stem classes and inflectional
paradigms are the only way of ensuring good coverage of
the language.

4.3. Working on similar languages

One of the main arguments for statistically-based pars-
ing methods has been that it is labour-saving, i.e. that
the computer draws the correct conclusion from previously
tagged texts (or for certain applications, even from running
text only), rather than having the linguists writing the rules
by hand. As we have seen, this is not an option for most
languages of the world.

With the latest version of the Xerox tools, it is now pos-
sible to use UTF-8 in the source code, and thus have ac-
cess to the full range of Unicode characters. Within the
Sami language technology project, we have started experi-
menting with parsers for languages written with the Cyril-
lic alphabet (Komi, and partly also Udmurt). Working with
UTF-8 on UNIX platforms is still not unproblematic, but
the experiences with the core transducers are good.

Another option than the manual writing of transducers
is to apply to a combined version of human elicitation and
machine learning, as argued by (Oflazer et al., 2000). This
approach should be more suited to families of very similar
languages, like the Turkic or Bantu languages. Whether
these semiautomatic transducers are as easy to update as
hand-made ones, or whether they will look more like a
"black box", remains to see.

5. Summary
The present article has given an an overview of work

with morphological transducers and disambiguators for
some related Uralic languages. The work conducted so far
shows that the building of transducers and disambiguators
will benefit from sharing code written in an as language-
independent way as possible.
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