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Abstract 
Considerable work has been done regarding usability evaluation of task-oriented unimodal spoken language dialogue systems 
(SLDSs). However, there are still important gaps in our knowledge even in this area. If we move to multimodal task-oriented SLDSs, 
there are more challenges ahead primarily due to the combination of different modalities. For non-task-oriented conversational SLDSs, 
a major challenge is the new evaluation issues brought up by the nature of conversation. This paper presents a state-of-the-art in 
usability evaluation of these new types of SLDSs and conclusions based on the experience we have today. 
 

1. Introduction 
Various metrics and strategies have been proposed for 

evaluating the usability of spoken language dialogue 
systems (SLDSs). By contrast with technical evaluation, 
usability evaluation of SLDSs is to a large extent based on 
qualitative and subjective methods and (mostly) concerns 
the system as a whole. Ideally, we would prefer quanti-
tative and objective usability evaluation scores which, 
furthermore, can be compared to scores obtained from 
evaluation of other SLDSs. However, many important 
usability issues seem unlikely to be subjected to objective 
quantification in the foreseeable future, and expert 
evaluation is sometimes highly uncertain or unavailable. 
Nevertheless, although important problems remain, there 
actually exists a rather strong baseline for evaluating the 
usability of task-oriented unimodal SLDSs, cf. Section 2. 

The picture is quite different when we consider multi-
modal task-oriented SLDSs and non-task-oriented conver-
sational SLDSs, whether unimodal or multimodal. We call 
the latter domain-oriented systems since these systems 
have to work without the powerful constraints provided by 
the task. Multimodal SLDSs which allow the use of other 
modalities in addition to speech are proliferating in cur-
rent research but not yet in commercial applications. How 
to evaluate their usability remains an open research issue 
in many respects. We are not clueless in addressing this 
issue, however, since it would seem obvious, for a start, to 
draw on methods and criteria from SLDS usability evalua-
tion. The issue then becomes one of deciding what is (not) 
transferable and which new evaluation criteria and metrics 
are required. An analogous situation may obtain as regards 
usability evaluation of (unimodal and multimodal) 
domain-oriented SLDSs, except for the intriguing fact that 
conversation is very different from task-oriented dialogue. 

This paper presents what we view as the current base-
line in SLDS usability evaluation, including some unsolv-
ed problems (Section 2). Section 3 reviews some existing 
experiences and results in multimodal SLDSs evaluation. 
Section 4 concludes on today’s challenges in developing 
usable multimodal and domain-oriented SLDSs. 

2. Evaluation baseline 
A usable SLDS must not only offer appropriate func-

tionality but must also satisfy user needs which go beyond 

functionality needs, and it must be easy to understand and 
interact with, not least when it comes to walk-up-and-use 
systems. As a rule, usability should be factored in from 
the very beginning of the SLDS development process. It is 
therefore recommended to have close interaction with 
representative users throughout the development process 
although this does not in itself guarantee good usability. 
To build usable SLDSs we need knowledge about issues, 
such as users’ linguistic, para-linguistic and non-linguistic 
behaviour, their comprehension of a given system’s beha-
viour, user reactions to SLDSs in the field, and the main 
factors which determine overall user satisfaction.  

Today’s baseline for SLDSs usability evaluation may 
be viewed as a range of evaluation methods and approa-
ches and a series of more specific evaluation criteria. 
Methods and approaches support usability evaluation from 
early on and throughout the development process. Design 
analysis using, e.g., mock-ups and walkthroughs, can be 
done early in the process to evaluate dialogue model sket-
ches. Wizard of Oz data analysis may also help evaluate 
the dialogue model prior to implementation, while con-
trolled user tests and field studies require a largely imple-
mented SLDS. Following methods like these, usability in-
formation is collected by means of, e.g. logfiles, transcrip-
tions, observations, notes, interviews and questionnaires. 

Many projects have carried out usability evaluations of 
task-oriented SLDSs on a small scale focusing on diffe-
rent evaluation criteria, see [Dybkjær et al. 2004] for an 
overview. A few projects have gone a step further and 
proposed recommendations and guidelines for usability 
evaluation by collecting and building on experience and 
results from many other projects. These include the EAG-
LES and DISC projects and the PARADISE framework. 

2.1. The EAGLES project 
The EAGLES (Expert Advisory Group on Language 

Engineering Standards) project (1993-1998, http://lingue.-
ilc.pi.cnr.it/EAGLES96/home.html) included several wor-
king groups one of which addressing evaluation recom-
mendations, cf. [Gibbon et al. 1997]. A drawback for this 
group was that only a few SLDSs had been evaluated by 
the mid-1990s when EAGLES collected their information. 
Focus was on both technical and usability evaluation in 
terms of glass-box and black-box evaluation. The propo-
sed black-box evaluation includes the following quantita-
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tive and qualitative measures, many of which are of clear 
relevance to usability although some of them may be (too) 
cumbersome to follow: average number of exchanges to 
obtain relevant responses, task completion rate, transac-
tion success rate, system response time, terseness of the 
system’s answers, user satisfaction, ability to adapt to new 
users, ability to adapt to the same user, and ability to 
handle multimodality. Black-box evaluation is also recom-
mended for comparative system evaluation. The proposed 
key comparative evaluation measures include dialogue 
duration, turn duration, contextual appropriateness, 
correction rate, and transaction success rate. 

2.2. The DISC project 
The EU DISC project (1997-1999, www.disc2.dk) 

analysed the effort made in a wide range of unimodal and 
multimodal projects, producing an overview of current 
development and evaluation practice and proposing a best 
practice guide for the development and evaluation of 
SLDSs. DISC had the advantage of being able to draw on 
more finished SLDS projects than EAGLES. Moreover, 
DISC went a step further and took a comprehensive look 
at development and evaluation best practice for all major 
SLDSs components as well. SLDSs usability evaluation 
was among the issues investigated by DISC. The results 
are reported in [Dybkjær and Bernsen 2000]. They propo-
se a set of 15 quantitative, qualitative, and subjective usa-
bility evaluation criteria, i.e.: modality appropriateness; 
input recognition adequacy; coverage of user vocabulary 
and grammar; output voice quality; output phrasing ade-
quacy; feedback adequacy; adequacy of dialogue initiative 
relative to the task(s); naturalness of the dialogue structure 
relative to the task(s); sufficiency of task and domain cov-
erage; sufficiency of the system’s reasoning capabilities; 
sufficiency of interaction guidance (information about sy-
stem capabilities, limitations and operations); error hand-
ling adequacy; sufficiency of adaptation to user differen-
ces; number of interaction problems; and user satisfaction. 
Some of these criteria are based on existing theory, such 
as modality theory for modality appropriateness [Bernsen 
2002] and co-operativity principles for output phrasing 
and interaction problems [Bernsen et al. 1998, Grice 
1975], while most of them are empirical and judgmental. 

The list is not complete – e.g., politeness and cultural 
differences are not included – but it probably covers a 
good deal of usability basics for task-oriented SLDSs. An 
important problem is that we still know too little about 
how each of the listed system properties affect general 
system usability.  

2.3. The PARADISE framework 
Most of the criteria listed above require qualitative or 

even subjective evaluation. Subjective evaluation is less 
reliable than objective evaluation. Thus, it is not surpri-
sing that several attempts have been made to avoid 
subjectivity in the evaluation of user satisfaction and use 
quantitative metrics instead, such as elapsed time, number 
of turns, and number of repairs, each of which in some 
way may contribute to user satisfaction.  

The most well-known attempt to measure user satis-
faction by quantitative metrics is probably the PARADISE 
framework [Walker et al. 1997] which has been used for 
the evaluation of several SLDSs, e.g., the DARPA Com-
municator systems [Walker et al. 2002]. The PARADISE 

framework views user satisfaction as a measure of system 
usability and assumes that the primary objective of an 
SLDS is to maximise user satisfaction. Task success and 
various dialogue costs relating to efficiency and quality 
contribute to user satisfaction. To maximize user satisfac-
tion, one must maximise task success and minimise dialo-
gue costs. Modelling user satisfaction as a function of task 
success and dialogue cost is intended to lead to a predic-
tive performance model of SLDSs, enabling prediction of 
user satisfaction based on measurable parameters which 
can be found in log-files. Thus, the idea is that, eventually, 
costly and hard-to-interpret subjective user evaluation can 
be avoided. For the moment – since the predictive perfor-
mance model does not yet exist - users are asked questions 
on various aspects of their interaction with the system and 
have to rate the aspects on a five-point multiple choice 
scale. The response values are summed, resulting in a user 
satisfaction measure for each dialogue. 

Currently, there is no better proposal of its kind. How-
ever, the framework has several weaknesses: (i) In real 
life, user satisfaction is not identical to usability. (ii) It is 
not known exactly which are the criteria that contribute to 
user satisfaction and by which weight they do so. (iii) As 
long as there is no predictive model, the framework can 
only be used in controlled user tests since users must fill 
in a questionnaire. Moreover, we still know too little about 
user uptake of commercial applications. Compared with 
test users, real users may react quite differently to an ap-
plication. If this is the case, the predictive model to be 
generated may be wrong. (iv) A fourth unsolved problem 
relates to the questionnaire which is probably the most 
commonly used tool for gathering users’ opinions. Ques-
tionnaire results are interpreted as expressions of how 
satisfied users are with the system. In common practice, 
however, questionnaires are not validated before being 
used, to verify that the “right questions” are being asked 
nor is it verified that the results obtained are representative 
[Larsen 2003]. (v) Questionnaire interpretation is subjec-
tive, adding an additional layer of uncertainty.  

EAGLES, DISC and PARADISE illustrate that sub-
stantial work has already been done regarding usability 
evaluation of task-oriented unimodal SLDSs. Important 
gaps in our knowledge remain to be filled, however, such 
as which parameters actually contribute to usability and to 
which extent. 

3. Towards usability evaluation of 
multimodal and domain-oriented systems 

When we turn to domain-oriented conversational 
SLDSs or to multimodal SLDSs we can re-use (part of) 
what is known about usability evaluation of task-oriented 
unimodal SLDSs. We are faced, however, with a number 
of new issues depending on the type of system we are 
dealing with. For task-oriented multimodal SLDSs, a main 
challenge is criteria for evaluating the combinatorial con-
tribution to usability and user satisfaction of the non-
speech input and/or output modalities. For domain-orient-
ed unimodal or multimodal SLDSs, usability evaluation 
must be based on the nature of conversation rather than 
that of information-seeking dialogue, which poses new re-
quirements as to which familiar criteria are relevant at all. 
In the following, we review experience and results from 
usability evaluation of a number of multimodal and do-
main-oriented SLDSs. Due to space the overview of mul-
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timodal SLDSs is quite limited and only gives examples. 
But we hope it gives an idea of where we are today. 

3.1. Evaluation of multimodal SLDSs 
When speech is the only input/output option, there is 

no doubt for the user about which modality to use, no mo-
dality is ignored, and no modality preferences are catered 
for. With the addition of modalities, this situation changes, 
raising the need for usability evaluation of the appropria-
teness of the offered modalities in relation to application 
and user group, and of the clarity in presentation to the 
user of what they can be used for. In multimodal SLDS 
projects, modality evaluation is often a focal point and has 
been done from different perspectives. 

[den Os et al. 2001] conducted an expert evaluation of 
a speech and pen input, text and speech output directory 
assistance service running on an iPAQ. The evaluation 
showed that it must be unambiguous which modalities are 
available when during interaction, if this may vary. If, 
e.g., speech has been available at some point, users will 
expect speech to remain available unless explicitly told 
that this is no longer the case. It is a design challenge to 
clearly convey which modalities are available and when. 
The authors subsequently made a user test of the same 
system. The test showed that users have different modality 
preferences, which affect the way they interact with an ap-
plication. Some users prefer pen-based input to spoken in-
put simply because they feel more familiar with GUI-style 
interfaces as confirmed by [Sturm et al. 2002] who ana-
lysed the behaviour and satisfaction of subjects interacting 
with an SLDS offering speech input/output, pointing input 
and graphics output. Depending on the target user 
group(s), alternative modalities may have to be enabled 
due to different user preferences. This is just one reason 
why user involvement from early on is recommendable 
and why on-line user modelling may be attractive. 

To get an idea of how well different modalities work 
in combination and of their effect on users, several com-
parative studies have been made of users interacting with 
two different systems. Often, the three ISO-recommended 
usability parameters are used in the evaluation, i.e. effec-
tiveness (measured as dialogue success rate), efficiency 
(measured as time to task completion), and user satisfac-
tion (measured by a questionnaire) [ISO]. Thus, [Sturm et 
al. 2003] compared a user-driven and a mixed initiative 
multimodal SLDS on a train timetable information task. 
Both interfaces offered spoken and pen-based input and 
display output. The mixed initiative version used speech 
to guide the dialogue whereas, in the user-driven version – 
which is mainly for expert users - the user communicated 
via tap-and-talk, i.e. the user indicated on the screen 
which field to fill in next. The effectiveness was found to 
be approximately the same for the two interfaces whereas 
the efficiency was higher for the user-driven interface 
which was also the interface preferred by most users. 

[Cohen et al. 2000] compared the use of a standard 
GUI interface and an interface with pen and voice input 
and graphics and voice output. The application was a mil-
itary task in which units and control measures had to be 
placed on a map. They showed that the pen/voice SLDS 
interface was faster – even regarding error correction - and 
strongly preferred by users. 

[Heylen et al. 2002] made controlled experiments on 
the effects of different eye gaze behaviours of a cartoon-

like talking face on the quality of human-agent dialogues. 
The most human-like behaviour led to higher appreciation 
of the agent and more efficient task performance. 

[Bickmore and Cassell 2004] evaluated the effects on 
communication of an embodied conversational real-estate 
agent vs. an over-the-phone version of the same system 
where only the apartments and not the agent could be seen 
on a screen next to the phone. The perception of efficiency 
seemed to be gender dependent, but users generally liked 
the system better in the speech-only condition. Probably, 
the lack of natural human behaviour of the agent had a 
negative effect on users.  

The parameters of efficiency, effectiveness and user 
satisfaction are basically also those we find at the bottom 
of the PARADISE framework. In the German SmartKom 
project, PARADISE has been extended for the purpose of 
usability evaluation of task-oriented multimodal SLDSs. 
SmartKom allows input speech and gesture and output via 
speech and screen graphics. SmartKom operates in three 
environments, i.e. home, mobile, and public. The ques-
tionnaire used was adapted to collect information on the 
different SmartKom scenarios. It includes and extends the 
usability survey developed in PARADISE. Also, the mea-
surement of dialogue costs, such as dialogue quality, is 
modified to take into account that the system includes 
several modalities which may be used in different combin-
ations [Beringer et al. 2002]. However, apart from cate-
ring for more modalities, the adapted framework would 
seem to suffer from the same weaknesses as PARADISE. 

Usability evaluation is often done by some kind of 
user testing, cf. the descriptions above. However, the ap-
proach of [Elting et al. 2002] in the Embassi project is a 
heuristic one. The Embassi system is meant for interaction 
with home entertainment systems and allows for speech 
and gesture input and acoustic and graphical output. 
Heuristic evaluation is motivated as being less time-
consuming and expensive than user testing. Based on the 
modality properties in [Bernsen 2002], they derive a set of 
guidelines which are used together with GUI design 
guidelines [Nielsen 1994] to evaluate modality 
appropriateness. There is an overwhelming number of 
modality combinations which could be compared. Maybe, 
much effort could be saved on comparative studies if we 
can establish a solid set of guidelines based on, e.g., 
modality theory as suggested by [Elting et al. 2002]. This 
would seem to be a powerful approach to usability evalua-
tion of modalities at an early stage. User tests of the actual 
design will still be needed, just as for unimodal SLDSs. 

3.2. Evaluation of domain-oriented SLDSs 
Few domain-oriented SLDSs have been developed and 

little has been done so far regarding their usability evalua-
tion. Some of the usability criteria mentioned in Section 2 
are clearly irrelevant, such as sufficiency of task coverage, 
and probably also efficiency and informativeness. Instead, 
other issues arise, such as conversational naturalness.  

The August system [Gustafson et al. 1999] which allo-
wed users to interact via speech input, and speech and 
graphics output with the Swedish author August Strind-
berg about various topics, was developed in the late 1990s 
but did not lead to novel usability evaluation metrics. 

The NICE project [Bernsen et al. 2004a] develops a 
domain-oriented multimodal SLDS enabling interaction 
with life-like fairytale author Hans Christian Andersen via 
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speech and pointing gesture input and speech and graphics 
output. The usability evaluation criteria proposed in the 
project include several known from unimodal SLDSs 
(Section 2.2), but extended to include modalities other 
than speech, e.g., quality and adequacy of all input and 
output modalities. However, new challenges are being 
considered, including metrics for conversational adequacy 
and naturalness, such as common ground, interlocutor 
contribution symmetry, and topic shift adequacy; educa-
tional value; entertainment value; and a novel notion of 
transaction (or concept) success [Bernsen et al. 2004b]. 

It is clearly too early to make any firm conclusions 
regarding usability evaluation of domain-oriented SLDSs 
but, surely, novel and, in some cases re-defined, metrics 
will be needed as suggested by NICE. 

4. Conclusion 
We have presented a baseline for usability evaluation 

of task-oriented unimodal SLDS and reviewed the ap-
proach to usability evaluation in several finished and on-
going projects on multimodal task-oriented and domain-
oriented SLDSs. There is a growing body of results from 
very different projects which have built and evaluated va-
rious aspects of next-generation task-oriented multimodal 
SLDSs. Often, the evaluation is done in much the same 
way as for unimodal SLDSs but with additional focus on 
modalities. It may be worthwhile to try to establish a set 
of theory-based guidelines which can save the effort of 
comparative studies of modality combinations. Concer-
ning domain-oriented SLDSs, usability evaluation is in its 
infancy. There are proposals for usability metrics but no 
clear trend yet. 
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