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Abstract
The OPUS corpus is a growing collection of translated documents collected from the internet. The current version contains about 30
million words in 60 languages. The entire corpus is sentence aligned and it also contains linguistic markup for certain languages.

1. Introduction
OPUS is a growing multilingual corpus of translated

open source documents available on the Internet. The
main motivation for compiling OPUS is to provide an open
source parallel corpus that uses standard encoding formats
including linguistic annotation. A public collection of par-
allel corpora that can freely be used and distributed makes
it possible for everyone to run experiments on bitexts and
their results can easily be compared.

2. OPUS Version 0.2
We base our corpus collection on open source documen-

tation and their translations. Many open source projects
include a large amount of textual data and invite people
around the world to localise products and their documen-
tation. Similarly to the software itself, the entire documen-
tation is freely available and may be used in any way by
anyone.

In the current version (v 0.2), the OPUS corpus includes
about 30 million words in 60 languages which have been
collected from three sources:

• OpenOffice.org documentation
(http://www.openoffice.org)1

• KDE manuals including KDE system messages
(http://i18n.kde.org)2

• PHP manuals
(http://www.php.net/download-docs.php)3

The OpenOffice.org sub-corpus (OO) contains about
2.6 million words in six languages. The corpus is com-
pletely parallel, i.e. all English source documents have been

1OpenOffice.org is an open source office suite.
2The K Desktop Environment (KDE) is a free graphical desk-

top environment for UNIX workstations.
3PHP:Hypertext Preprocessor (PHP) is a widely-used general-

purpose scripting language which is available as open source.

completely translated into five languages. The KDE man-
ual sub-corpus (KDEdoc) includes 24 languages with about
3.8 million words in total. The translation initiative at KDE
is an on-going project. Hence, documents are only partly
translated for many languages. New languages are added
constantly. KDE system messages have been compiled into
a separate sub-corpus (KDE) containing about 20 million
words in 60 languages. Even this translation initiative is
on-going and translations into many languages are still in-
complete. The sub-corpus of PHP manuals (PHP) is de-
rived from the HTML version of the on-line documentation
of the scripting language PHP. It contains about 3.5 million
words in total in 21 languages.

3. Corpus Encoding
All corpus files have been encoded in Unicode UTF8

and sentence aligned for all possible language pairs (e.g.
1830 language pairs for KDE) using a length-based ap-
proach (Gale and Church, 1993). Sentence alignments
are stored in XCES format4. Corpus files are stored in
XML using the original markup from the source docu-
ments with added linguistic markup. Additional markup
includes sentence boundaries (for all documents since this
is needed for sentence alignment), word boundaries (for
all languages except Asian languages such as Chinese for
which no tokeniser was available), part-of-speech tags (for
English, French, German, Italian, and Swedish in parts of
the corpus) and shallow syntactic structures (for English
in parts of the corpus). We are grateful for the tools that
have been provided by external researchers for adding this
markup (Baldrigde, 2001; Brants, 2000; Megyesi, 2001;
Matsumoto et al., 2000; Schmid, 1994).

More information will be added gradually as tools be-
come accessible to us. Figure 1 shows an example of lin-
guistically enriched corpus data from the OPUS corpus.

4XCES is the XML version of the Corpus Encoding Standard
(Ide and Priest-Dorman, 2000).
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<ul class="L2">
<li class="">

<p class="P4" id="8">
<s id="s8.1">

<chunk id="c8.1-1" type="NP">
<w grok="NNP" tree="RB" lem="over" tnt="IN">OVER</w>

</chunk>
</s>

</p>
<p class="P5" id="9">

<s id="s9.1">
<chunk id="c9.1-1" type="NP">

<w grok="NNP" tree="VBP" lem="overwrite" tnt="NNP">Overwrite</w>
<w grok="NN" tree="NN" lem="mode" tnt="NN">mode</w>

</chunk>
<chunk id="c9.1-2" type="VP">

<w grok="VBZ" tree="VBZ" lem="be" tnt="VBZ">is</w>
<w grok="VBN" tree="VBN" lem="enable" tnt="VBN">

enabled</w>
</chunk>
<w grok="." tree="SENT" lem="." tnt=".">.</w>

</s>

Figure 1: Linguistic markup in OPUS. A small example from the English part of the OpenOffice.org corpus

The example in the figure is taken from the English part of
the OpenOffice.org corpus which has been annotated with
several linguistic tools.

First of all, a sentence splitter using simple regular ex-
pressions has been used to add sentence boundaries in form
of <s> tags in the markup. Existing markup such as para-
graph boundaries have also been used to identify sentence
boundaries. Each sentence in each documents has a unique
ID which is used for the sentence alignment. In the next
step, a tokeniser has been used to mark words and other
tokens with<w> tags. In the case of English we used the
Tree-Taggerfor English (Schmid, 1994) which includes a
tokenisation module. This tagger produces also lemmas for
each recognised word together with the part-of-speech tag.
Lemma and part-of-speech are stored as attributes (lem and
tree ) within the XML tags for words (<w>). A similar to-
kenisation has been done for all languages for which appro-
priate tools have been available to us (theTree-Taggerfor
English, French, German, Italian andchasenfor Japanese).
A simple pattern-based tokeniser has been used for other
languages as default5.

Figure 1 also illustrates how several variants of similar
markup is stored in OPUS documents. The attributesgrok
and tnt refer to part-of-speech tags which have been as-
signed to each word by two other taggers, the one included
in the Grok library (Baldrigde, 2001) and the TnT tagger
(Brants, 2000). Including multiple versions of the same an-
notation type may seem redundant. However, in OPUS we
try to avoid expensive manual work which is necessary for
correcting errors done by automatic annotation tools. Addi-
tional information of the same annotation type can be seen
as another “view” on uncertain items that can be used as an
indication about the correctness of the annotation. Similar

5The PHP corpus has not been tagged yet. It is simply tok-
enized using our default tokeniser for all languages.

to voting techniques in classification tasks the majority of
identical tags may support a certain decision. For example,
the word “Overwrite” in figure 1 is twice correctly tagged
as a noun and once as verb. Hence, the noun tag should be
preferred.

Finally, we also applied a shallow parser to our English
text documents. The parser is taken from the Grok libraries
which has been trained on the Penn Tree Bank6. The shal-
low parser depends on part-of-speech tags. In our case, we
decided to use the tags assigned by the Grok system as they
come from the same software package. The shallow parser
identifies flat chunk structures which are marked with the
<chunk> tags in the XML document. Each chunk has a
unique ID and a type attribute to describe the chunk type.

As mentioned earlier, existing markup is not removed
from the original documents before any additional process-
ing. The original markup provides valuable information
such as paragraph boundaries (see<p> in figure 1), head-
ers, lists (<ul> and<li> in figure 1) and tables. Main-
taining this markup and the original file structure makes it
possible to go back to the original source, makes it easy
to produce sub-sets of the corpus, and also increases the
performance of the automatic sentence alignment by reduc-
ing follow-up errors. The OPUS corpus contains a large
number of fairly small documents. Aligning each pair of
documents separately is much more accurate than working
with large concatenated files where corrupted and incom-
plete translations may cause alignment errors in the fol-
lowing parts of the corpus. Furthermore, existing markup
such as paragraph boundaries can easily be used as “hard
boundaries” for synchronising the length-based alignment
algorithm.

6The model has been trained by Jörg Tiedemann using the
maxent-module in the Grok-libraries. There is no published refer-
ence available about this model.
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iso639 da de enGB es et fr hu it ja nl nn pt ptBR ro ru sk sl sr sv tr uk wa xh zhTW iso639
da - test test test test test test test da
de - test test test test test test test test test test test test test test test test test test test test test testde

en GB all - test test test test test test test test test test test test test test test test test test testen GB
es all all - test test test test test test test test test test test test test test test test test test test testes
et all all all - test test test test test test test et
fr all all all all - test test test test test test test test test test test test test test test test test testfr
hu all all all all all - test test test test test test test test test test test test test test test test testhu
it all all all all all - test test test test test test test test test test test test test test testit
ja all all all all all all - test test test test test test test test test test test test testja
nl all all all all all all all all - test test test test test test test test test test test test testnl
nn all all all all all - test test test test test test nn
pt all all all all all all all all all all - test test test test test test test test test test test pt

pt BR all all all all all - test test test test test pt BR
ro all all all all all all all all all - test test test test test test test test test test ro
ru all all all all all all all all all all all all - test test test test test test test test test ru
sk all all all all all all all all all all all all all all - test test test test test test test test sk
sl all all all all all all all all all all all all all all all - test test test test test test test sl
sr all all all all all all all all all all all all all all - test test test test test sr
sv all all all all all all all all all all all all all all all all all - test test test test test sv
tr all all all all all all all all all all all all all all all all - test test test test tr
uk all all all all all all all all all all all all all all all all all - test test uk
wa all all all all all all all all all all all all all all all all all - test test wa
xh all all all all all all all all all all all all all all all all all all all all all - test xh

zh TW all all all all all all all all all all all all all all all all all all all all - zh TW
iso639 da de enGB es et fr hu it ja nl nn pt ptBR ro ru sk sl sr sv tr uk wa xh zhTW iso639

Figure 2: Available bitexts from the KDEdoc sub-corpus. Sentence-aligned HTML files can be downloaded from this
matrix (complete bitexts=all, small sample files=test). Languages identifiers are coded using ISO 639-1.

4. Contents of the corpus
Using open source documentation makes it very easy to

include material in a freely available corpus without having
to deal with complicated copyright issues. One of the main
problems with this approach is that most of the projects that
supply documentation are on-going projects with partly fin-
ished material especially among manuals and their transla-
tions. OPUS is certainly not meant to serve as a represen-
tative collection of texts for the languages involved. Docu-
ments in our collection so far come from specific domains
representing similar text types. Furthermore, one should
not expect to find entirely correct translations of high qual-
ity in all cases. Localisation of open source software is done
voluntarily by a large number of people around the world.
Qualifications and skills of individuals certainly varies a lot.
A quality check of the translations has not been done and is
not intended to be done within the project. Furthermore, the
amount of translated material also differs a lot. These draw-
backs have to be taken into account when working with the
material in OPUS.

The main benefits (besides being free of charge) include
the variety of languages in the corpus and the alignment be-
tween all possible language pairs in the corpus. These fea-
tures make OPUS a unique source of linguistic data for all
kinds of investigations. Translation studies and other lin-
guistic examinations are possible as well as machine learn-
ing techniques for the acquisition of linguistic parameters
in natural language processing. The specificity of the cor-
pus may also invite studies on certain sub-languages and
their translations to other languages.

5. Tools
Within the project several tools have been used for con-

version, annotation and data management. We do not pro-
vide any tools for the time being but we plan to include a
collection of scripts and tools within OPUS in the future.
They will include tools for collecting data from the web,

for corpus annotation, and for processing files in the cor-
pus. There are some search facilities freely accessible from
the project home page. We plan to add further on-line tools
for larger parts of the corpus. We also work on tools for the
automatic retrieval of translation data from the web and for
the extraction of multi-lingual terminology from the cor-
pus. Tools and term databases will be available from the
project.

6. Availability
The entire corpus is freely available from the project

homepage (http://logos.uio.no/opus/). It can be down-
loaded in its native XML source format or compiled as
sentence aligned HTML-documents (see figure 2). Parts
of the corpus are accessible via on-line search facilities.
Multi-lingual concordancers using the Corpus Work Bench
(Christ, 1994) are available for the OpenOffice.org sub-
corpus (except the Japanese translation). The result of an
example query is shown in figure 3.

We are currently working on adding further material.
The contents of the collection will be updated continuously,
and updates will be announced on the project web page.
The next release will include the EUROPARL corpus7 en-
coded and annotated in the OPUS style. We also work with
additional on-line documentations and multilingual news
which will be added to the corpus soon. Furthermore, we
will extend the on-line query system to include larger parts
of the corpus in the near future.

7. Feedback and contributions
The main advantage of open source projects is the possi-

bility of unrestricted co-operations between interested peo-
ple around the world. Similarly to other open source initia-
tives we invite everybody to contribute to the project. We

7EUROPARL includes proceedings of the European Parlia-
ment in 11 languages (Koehn, 2003). It is provided by Phillipp
Koehn from http://www.isi.edu/˜koehn/europarl/
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Figure 3: A multilingual concordance tool for the OpenOffice.org corpus.

would like to collect suggestions and other kinds of feed-
back for improving OPUS and its contents. We would also
like to ask for contributions in terms of data, tools and qual-
ity control. Please let us know if you use any part of OPUS
and what your experiences were with the data. Feel free to
contact the members of the project.
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