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Abstract
The existence, public availability, and widespread acceptance of a standard benchmark for a given information retrieval (IR) task are
beneficial to research on this task, since they allow different researchers to experimentally compare their own systems by comparing the
results they have obtained on this benchmark. Reeters-21578 test collection, together with its earlier variants, has been such a
standard benchmark for the text categorization (TC) task throughout the last ten years. However, the benefits that this has brought about
have somehow been limited by the fact that different researchers have “carved” different subsets out of this collection, and tested their
systems on one of these subsets only; systems that have been tested on B&atergs-21578 subsets are thus not readily comparable.
In this paper we present a systematic, comparative experimental study of the three suBsmiters-21578 that have been most
popular among TC researchers. The results we obtain allow us to determine the relative difficulty of these subsets, thus establishing an
indirect means for comparing TC systems that have, or will be, tested on these different subsets.

1. Introduction and test documents) very few training examples, making

The existence, public availability, and widespread accepihe inductive construction of a classifier a hard task. All of
tance of a standard benchmark for a given information rehese properties have maideuters-21578 the benchmark
trieval (IR) task are beneficial to research on this task, sinc@f choice for TC research in the past years.

they allow different researchers to experimentally compare  Unfortunately, the benefits to TC research that
their own systems by comparing the results they have obReuters-21578 has brought about have been somehow
tained on this benchmark. limited by the fact that different researchers have “carved”

The Reuters-21578 test collection, together with its different subcollections out of this collection, and tested

earlier variants, has been such a standard benchmark for t{B€ir Systems on one of these subcollections only. The
text categorization (TC) task (Sebastiani, 2002) throughou{“OSt frequent direction for extracting a s_ubcollectlon .out
the last ten yearsReuters-21578 is a set of 21,578 news of Reuters-21578 has been that of restricting the attention
stories appeared in the Reuters newswire in 1987, which arl® @ subset of categories only. The subsets that have been
classified according to 135 thematic categories, mostly conMost frequently used in TC experimentation‘are
cerning business and economy. This collection has several o the set of the 10 categories with the highest number of
Eharacterlstlcs that make it interesting for TC experimenta-  pgitive training examples (hereaftR(10));
ion:
¢ the set of the 90 categories with at least one positive
e similarly to many other applicative contexts, it is training example and one positive test example (here-
multi-label, i.e. each documeidf may belong to more after,R(90));

than one category; . . -
gory ¢ the set of the 115 categories with at least one training

e the set of categories is not exhaustive, i.e. some docu-  example (hereafteR(115)).

ments belong to no category at all; Systems that have been tested on these diffé&enters-

o the distribution of the documents across the categorie@1578 subsets are thus not readily comparable. In this
is highly skewed, in the sense that some categoriepaper we present a systematic, comparative experimental
have very few documents classified under them (“pos-Study of the above-mentioned three subset&etters-
itive examples”) while others have thousands; 21578. We test the relative difficulty of these subsets in

a variety of experimental TC contexts, generated by two

» there are several semantic relations among the catetifferent term weighting policies, three different feature se-
gories (e.g. there is a categoryH&AT and a category |ection functions, three different “reduction factors” for fea-
GRAIN, which are obviously related), but these rela- tyre selection, three different learning methods, and two
tions are “hidden” (i.e. there is no explicit hierarchy
defined on the categories). !As for whichReuters-21578 documents are used as training

examples, we here refer to the “ModApsplit”, a partition of the
This collection is also fairly challenging for TC systems cojlection into a training set and a test set that has almost univer-
based on machine learning (ML) techniques, since severaally been adopted by TC experimenters. See Section 2. for more
categories have (under any possible split between trainingetails.
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different experimental measures, in all possible combina- Reasons for using one or the other subset have been dif-
tions. Our results allow us to obtain a reliable estimation offerent. The only clear fact is that the 10 most frequent cat-
the relative difficulty of these subsets, thus establishing aregories provide an easier testbed than the other two sets,
indirect means for comparing TC systems that have, or willalthough it is not clear exactlyow easier. Furthermore, it

be, tested on these different subsets. is not clear at all whethd®(90) is any easier thaR(115).

This paper is structured as follows. In Section 2. weThe experiments that we describe in this section are exactly
describe in some detail tHeeuters-21578 test collection aimed at answering these two questions, and in general
and the subsets of it that have been used most often iat establishing the relative difficulty of the three relevant
TC research. Section 3. presents a systematic experimeReuters-21578 subsets.
tal study in which we test the relative difficulty of these
subsets and give theoretical justifications for these results. 3. Experiments

Section 4. concludes. The experiments we have conducted test the relative dif-

. . ficulty of the three above-mention&®kuters-21578 sub-

2. TheReuters-21578 collection and its sets inall experimental TC contexts corresponding to any

subsets combination of a learning method, a term selection func-

The data contained in theReuters-21578, Distribution  tion, a reduction factor, a term weighting policy, and an
1.0” corpus consist of 21,578 news stories appeared on theffectiveness function, chosen from the following.
Reuters newswire in 1987 The Reuters-21578 docu-
ments actually used in TC experiments are only 12,902, ® As for thelearning methods, we have used a choice
since the creators of the collection found ample evidence ~ among (i) a standard Rocchio method for learning lin-
that the other 8,676 documents had not been considered for ~ €ar classifiers, (ii) a standafetNN algorithm, and
labelling by the people who manually assigned categories (i) the support vector machine (SVM) learner as
to documents (“indexers”). In order to make different ex- implemented in the SVMIGHT package (version
perimental results comparable, standard “splits” (i.e. parti- ~ 3.5) (Joachims, 1999). For reasons of brevity we
tions into a training and a test set) have been defined by the ~ do not discuss these methods in detail; the interested
creators of the collection on the 12,902 documents. Apart ~ reader will find detailed presentations of them in (De-
from very few exceptions, TC researchers have used the  bole and Sebastiani, 2003a).
“ModApte” split, in which 9,603 documents are selected
for training and the other 3,299 form the test set. In this
paper we will always refer to the ModAgsplit.

The TOPICS group of categories contains 135 cate-
gories. Among them, 20 have (in the ModAapplit) no
positive training documents; as a consequence, these cate-
gories have never been considered in any TC experiment,
since the TC methodology requires deriving a classifier ei-
ther by automatically training an inductive method on the
training set only, and/or by human knowledge engineering
based on the analysis of the training set only.

Since the 115 remaining categories have at least one
positive training example each, in principle they can all
be used in experiments. However, several researchers have o : X
preferred to carry out their experiments on different subsets Cho"cﬁ in the TC literature, defined ... (tx) =
of categories. Globally, the three subsets that have been ™MaX;—; (tk, ci)-
most popular are

e As for the term selection functions, we have used
a choice among the three functiofg?, IG,GR}
(see (Debole and Sebastiani, 2003a) for their math-
ematical form). The first two (chi-square and in-
formation gain) are standard tools-of-the-trade in the
term selection literature, while the third is an entropy-
normalized version of information gain whose use as a
term selection function was first proposed in (Debole
and Sebastiani, 2003b). Each of the three functions
has been used according to the global policy (see [Sec-
tion 5.3](Sebastiani, 2002)), essentially for efficiency
reasons. Globalization has been achieved by means
of the f,... function, the globalization function of

e As for the reduction factors for feature selection,
we have used a choice among the three values
{0.90,0.50,0.0}, where &).0 reduction factor means
no reduction at all.

e The set of the 10 categories with the highest number
of positive training examples (hereaft®(10)).

e The set of 90 categories with at least one positive train-
ing example and one test example (hereaR¢@0)).
This appears to be the most frequently chosen subset.

e As for the term weighting policies, we have used a
choice between a standard, cosine-normalized form of
t f=idf , or asupervised termweighting policy (Debole

e The set of 115 categories with at least one positive and Sebastiani, 2003b), consisting in replacing lfe

training exampleR(115)). component ot f * idf with the function that, in the
same experiment, has been previously used for term
It follows from this discussion thaR(10) C R(90) C selection (this yields e.g. cosine-normalizgdx GR
R(115). if G R has been previously used for feature selection).
2The Reuters-21578 corpus is freely ¢ As for theeffectiveness functions, we have considered
available for experimentation purposes from both the microaveraged and macroaveraged version of
ht t p: / / www. davi ddl ewi s. coni r esour ces/ the F; function.
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| | Microaveraged F; | Macroaveraged F, | (unsurprisingly, given that the train/test partition was

Avg StDev Avg StDev obtained by a random split) the same categories that
R(10) || 0.852 0.048 0.715 0.097 have the highest number of positivaining examples,
R(90) || 0.787 0.059 0.468 0.068 i.e. are the categories R(10). Note that the 10 cat-
R(115) || 0.784 0.062 0.494 0.118 egories inR(10) have altogether 2787 test examples,

while the other 80 categories R(90) have altogether

. o just 957 of them; this shows that the former set of cat-
Table 1: Average effectiveness and standard deviation  egories contributes three times as much as the latter in

scores averaged across all the text classifiers tested in our  determining microaveraged recall &¢90).

experiments on the thrdeeuters-21578 subsets.
e Microaveraged precision is the proportion of the pos-

itive classification decisions taken that are indeed cor-
In all the experiments discussed in this paper, stop words  rect, and it can be expected that most positive classi-
have been removed using the stop list provided in (Lewis,  fication decisions taken concern categories that have
1992, pages 117-118), punctuation has been removed, all many positive test examples, which are, as noted
letters have been converted to lowercase, numbers have above, the same categories that have many positive
been removed, and stemming has been performed by means training examples.
of Porter’s stemmer.
As a result, the microaveraged performance obtained on

3.1. Experimental results R(90) is heavily influenced by the performance obtained

For reasons of space the detailed results of our expeton the 10 most frequent categories, and much less heav-
iments are omitted; the interested reader can consult (Ddly by the performance obtained on the remaining 80 cat-
bole and Sebastiani, 2003a). Figure 1 summarizes thesegories. This explains why the above-mentioned decrease
results by averaging them for each studied technique. Foin microaveraged effectiveness is not very sharp. Instead,
instance, the curve marked “SVM” reports the average remacroaveraged effectiveness is, by definition, not domi-
sults of all the experiments run with the SVM learner. This nated by any category in particular. Since each of the 80
means that the average is computed across all possible cori¢ast frequent categories counts the same as any of the 10
binations of term weighting policies, feature selection poli- most frequent ones, the fact that the former categories are
cies, feature selection functions, and reduction factors foimore difficult than the latter weighs heavily on macroaver-
feature selection; separate plots for microaverajeand aged effectiveness, and the decrease in performance is more
macroaveraged’, are given. Table 1 reports mean and marked.
standard deviation scores obtained acri$si8 different A second fact that also emerges clearly from the experi-
experiments, and can thus be considered fairly representanents is thaR(115) is not significantly harder thaiR(90)
tive. Finally, Table 2 reinterprets the results of Table 1 in when effectiveness is computed through microaveraging (-
terms of relative difficulty of the threlReuters-21578 sub- ~ 0.3%), while it is even easier (+5.5%) if macroaveraging
sets studied; the values contained in the table can be usdg used. Both facts seem, on the surface, surprising, since
for computing the likely performance that a given method the 25 additional categories have on average much fewer
tested onReuters-21578 subsetz could approximately —training examples (2.52 each) than the other 90 (107 each).
have obtained if tested on subget However, arguments similar to the ones expoused above

The fact that emerges most clearly from these experishow that there is indeed a rationale for this. Microaver-
ments is thaR(10) is the easiest subset, regardless of theaged effectiveness is marginally hurt by the performance
choice of learning method, feature selection function, ef-obtained on the 25 additional categories, since these cate-
fectiveness function, etc. This was largely to be expectedgories contain no positive test examples: this means that
given that its categories are the ones with the highest nummicroaveraged recall is by definition unaffected, while mi-
ber of positive examples, and as such allow taming thecroaveraged precision is (for the same reasons discussed
“curse of dimensionality” more effectively. below re: macroaveraged precision) hurt only scarcely.

On average, the decrease in performance in going from  The fact that macroaveraged effectiveness deesfits
R(10) to R(90) is much sharper for macroaveraging (- fromthe added 25 categories is less obvious, but can be ex-
53.1%) than for microaveraging (-7.6%). This can be ex-plained by the following fact. The value df;, is equal to
plained by the fact that microaveraged effectiveness is dom1 for each category; on which no negative test examples
inated by the performance of the classifiers on the most freare incorrectly classified undey (it is 0 otherwise). In or-
quent categories. To see this, note that microaveraged der for this to happen, the threshelgdneeds to be set high
is an increasing function of microaveraged precision andenough that for no test documehtthe CSV will exceed it.
microaveraged recall, and that: This indeed happens frequently, since the validation set on

which 7; is tuned also contains very few positive examples
e Microaveraged recall is the proportion of correct pos- (if any — these 25 categories have, on average, 2.52 training
itive classification decisions that are indeed taken, andr validation examples); this means that, in order to cor-
most correct positive classification decisions by defi-rectly classify the validation examples, high values for
nition concern categories that have many positive testend to be chosen.
examples. IrReuters-21578 the 10 categories that A fact that emerges clearly from the low values of stan-
have the highest number of posititest examples are  dard deviation reported in Table 1 is that these conclusions
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Figure 1: Plots of micro-averagdd, (leftmost) and macro-averagdd (rightmost) obtained by averaging across term
weighting policies, feature selection policies, feature selection functions, reduction factors for feature selection, and learn-
ing methods. Th&X axis indicates the three subsetdRiuters-21578 described in Section 2..

Microaveraging Macroaveraging
R(10) | R(90) | R(115) || R(10) | R(90) | R(115)
R(10) - +8.2% | +8.6% - +46.8% | +44.6%
R(90) || -7.6% - +0.3% || -53.1% - -5.2%
R(115) || -7.9% | -0.3% - -50.5% | +5.5% —

Table 2: Values of relative difficulty dReuters-21578 subsets as derived from the average effectiveness values of Table 1.
The value in a given entry measures how easier the subset in the row proved with respect to the subset in the column.

are largely independent of the techniques employed, re- The cumulative results we have obtained, which are
gardless of whether they are concerned with learning, oconveniently summarized in Table 2, finally allow the com-
feature selection, or weighting, etc. Figure 1 tells us thatparison, albeit indirect, of different text classifiers which, in
while for macroaveraging some exceptions to the generaindividual experiments, had been or will be tested by their
trend do exist (e.g. the Rocchio learner performs worse orproponents on differefReuters-21578 subsets.

R(115) than onR(90)), microaveraging displays little or

no variance across different techniques. This suggests that 5. References
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