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Abstract 
We report on a data model developed for the representation of lexical knowledge for the Duden ontology. The model is the result of a 
cooperation between the publishing house Duden and the software company intelligent views. Our general aim is to create an asset 
pool in which all the information present in the Duden dictionaries is integrated in order to support reusability for different print and 
electronic products, provide solutions for language technology applications as well as support the efficient maintenance of the Duden 
dictionary data. 
 

                                                      

1. Introduction 

1.1. Motivation 

* Since April 2002 at SFS, Universität Tübingen, Germany. 

 
In this paper we describe the data model developed for 

the representation of lexical knowledge for the Duden 
ontology. Duden is a well-known publisher of language 
reference products in both print and electronic form as 
well as products for language technology for the German 
language. It belongs to the publishing house 
Bibliographisches Institut und F.A. Brockhaus AG 
(BIFAB). The model described here is the result of a 
cooperation project between Duden and the software 
company intelligent views, which is a spin-off company of 
the Fraunhofer Integrated Publication and Information 
Systems Institute (IPSI).  

Our general aim is to create a rich computational 
resource in which all the information present in the Duden 
dictionaries is integrated in order to support  

• the reusability for both print and electronic 
products, 

• the development of language technology 
applications as well as 

• the efficient maintenance of the Duden dictionary 
data, for example the ten volume Duden 
dictionary (Duden, 1999) or the Duden spelling 
dictionary  (Duden, 2000).  

Two further considerations have been important in 
developing this model:  

• it should be flexible enough to adjust to new 
emerging requirements with regards to both the 
dictionary structure itself as well as the 
production of different titles and different types 
of dictionaries, and 

• it should at a later stage allow the representation 
of encyclopedic information. 

Note that a significant requirement has been that the 
Duden print dictionaries can be produced from the 

constructed computational resource at least as efficiently 
as is currently the case.  

Furthermore, an important prerequisite has influenced 
the modeling of the data a great deal: the computational 
resource to be created should not only be useful for the 
production of print and electronic (both on- and off-line) 
dictionaries. It should also be useful for solving problems 
such as lexical and semantic ambiguity and reference 
resolution for knowledge intensive and real natural 
language applications such as, for example, a question 
answering system for German, for which broad-coverage 
of the morphological, grammatical and semantic 
information of the language is necessary.  

Although the majority of the Duden dictionary data are 
in SGML format, the markup of each dictionary is 
strongly print oriented rather than content oriented. For 
each of the SGML-based dictionaries there is a Document 
Type Definition (DTD) according to which the 
lexicographers maintain their data. Corrections or other 
modifications of existing lemmas and their properties as 
well as addition of new lemmas take place separately for 
each Duden title. This means that if, for example, a 
lexicographer modifies a lemma for the Duden dictionary 
Duden – Fremdwörterbuch (Duden, 2001a), the reference 
volume for the correct spelling of foreign words in 
German, each entry for the modified lemma in other 
Duden dictionaries, e.g. the Duden spelling dicitionary 
(2000)  or Duden (2001b), has to be modified or updated 
manually. This is not only inefficient with regard to time 
but it is also prone to errors and inconsistencies. In 
contrast, the formal explicit representation of the Duden 
dictionary entries in a single knowledge base supports the 
administration and maintenance of dictionary data in an 
efficient, consistent and systematic manner.  

 



A further aspect concerns the additional possibilities 
offered by an explicit representation of all information 
relevant to each dictionary entry of the Duden data: 
depending on the quality of the data model it will be 
possible to generate different ‘sub-lexicons’ from a single 
data pool. These are, in principle, nothing more than 
different ‘views’ of the knowledge stored in the data pool. 
Examples of such sub-lexicons may be a list of all 
compounds in the Duden dictionaries, or a differentiated 
system of lexemes with their morphological (e.g. part of 
speech, gender), grammatical (e.g. subcategorization) and 
semantic (e.g. synonyms) information.  

1.2. 
2. 

2.1. 

Related work 
The work described in this paper relates to research on 

knowledge representation for lexical and semantic as well 
as for ontological information for the purposes of 
dictionary production and for natural language 
applications. It has to be emphasized, though, that it is our 
particular needs as publisher, our abilities and the tools 
supporting our work which guide the reported work in the 
first instance and not theoretical considerations. For this 
reason our main focus  is not to construct the most 
expressive model for the representation of lexical and 
semantic representation but rather the construction of a 
large scale  resource to be used for the efficient production 
of our dictionaries and for NLP applications.  

Unlike Wordnet (Fellbaum, 1998), EuroWordNet  
(Vossen, 1998) and GermaNet (Hamp & Heldweg, 1997; 
Kunze, 2000) the Duden Ontology integrates extensive 
morphosyntactic properties of denotations with 
ontological information about their senses (see section 2). 
With regard to morphosyntactic information, this is 
represented in an extensive manner in the Duden 
Ontology, whereas WordNet and WordNet-like systems 
use elementary part-of-speech information and sub-
categorization frames. 

In contrast to the project WiW - Wissen über Wörter 
(Müller-Landmann, 2000; 2001), instead of a relational 
model we have opted for an object-oriented approach, 
which is advantageous for factorizing common 
information and supports inheritance of relations and 
attributes. A further point which distinguishes our work 
from the WiW-project is that we make use of the existing 
dictionary assets of Duden and therefore do not start from 
scratch. This allows us to build a comprehensive resource 
within a relatively short time and even more importantly 
to evaluate the expressiveness and suitability of the 
implemented model for our needs. 

There are similarities between our approach and that of 
the  Mikrokosmos project (Mahesh & Nirenburg, 1995): 
We too make a clear distinction between the 
representation of language-specific and language-neutral 
information. In our terminology language specific 
information is represented by term objects, whereas 
concept objects are used for representing language-neutral 
information (see section 2.1). One of the differences 
between the two projects  is that the Duden Ontology 
integrates both kinds of information within a single 
resource, whereas the Mikrokosmos project uses two 
apparently separate databases, one for the lexicon and one 
for the ontology, for storing denotations and denotation-
neutral concepts. 

There are parallels of our work with the TransLexis 
conceptual schema (Bläser, 1995) with the distinction 
between lemma, homograph and sense. TransLexis is 
based on a relational model and has been driven by 
requirements  for multilingual terminology management. 

Currently, the Duden Ontology does not include an 
automatic classifier for classifying defined concepts on the 
basis of formal concept definitions, as for example the 
GALEN ontology and its related technology does (Rogers 
et al., 2001, Rector et al. 1998).  With the exception of 
simple inference mechanisms, such as inheritance or 
relation path definition, the Duden Ontology does not 
feature a full-fledged inference engine.  

Data model for the Duden Ontology 
The Duden data model is based on a concept-oriented 

representation which offers the possibility of defining 
semantic relations between the concepts. In addition, it 
provides the hook for an integration of encyclopaedic data 
as well as for the representation of factual knowledge at a 
later phase. 

To this end, the vocabulary of the Duden volumes is 
classified in a rigid manner according to a generic 
hierarchy relation. This is similar to WordNet where the 
synsets play the role of the concepts. In order to provide 
the hook for representing facts an explicit distinction 
between individuals and concepts (word senses) is 
necessary, which results in the creation of an ontology. 
According to our definition there are two essential 
features of an ontology: 

- a classification of concepts according to a rigid 
generic hierarchy relation (SUBCONCEPT_OF 
relation) and  

- the distinction between individuals and concepts, 
whereby an individual is related to a concept by 
means of an INSTANCE_OF relation. 

Individuals in our data model are representations of 
concrete persons, geographical places, organizations, 
institutions, events etc. For example, ‘Immanuel Kant’, 
‘EU’, ‘Gran Canaria’, ‘Olympic Games 2004 in Athens’ 
are all denotations of individuals.  

Lemma-Term-Concept: roles of words in 
the language game 

An ontology offers a formal method to structure sets of 
individuals with a set of individuals being an extension of 
a concept. Concepts are related to other concepts by 
means of a rigid hierarchy relation. This supports the 
factorizing of common information (see section 2.2.1) to 
more abstract levels.  

Our idea is to represent the words of a language 
formally as individuals, called lemmas within our model. 
We consider morphosyntactic and word usage classes, e.g. 
information about the part-of-speech class of a word, its 
subcategorization frame, pragmatic  usage, etc., formally 
as concepts and use them to group and classify the 
lemmas. This results in a further ontology, a kind of 
‘morphosyntactic ontology’ about the ‘world of words’, 
which may be considered  as a kind of further dimension 
of the first ontology described above, representing word 
senses and real world objects. 

We bridge the two ontologies by using a denotation 
relation for connecting lemmas to one or more senses. 



Each sense of a lemma can be considered a role that 
this lemma plays in the language game, whereby each role  
played is represented by a single object, which we call 
term. In general, a lemma has more than one sense and 
thus a single lemma has more than one term assigned to it. 
Each sense of a lemma is represented by a single concept 
object.  

On the other hand, a concept can be related to more 
than one term and thus to more than one lemma. This 
establishes the synonymy relation: Two lemmas are 
synonyms, if one of their corresponding terms points to 
the same concept.  

We illustrate this in Figure 1: the top level concepts of 
the Duden Ontology are shown with the concept “Topic” 
being the root of the first ontology and “Bezeichnung” 
(denotation) being the root for the morphosyntactic 
ontology. The gap between the lemmas and concepts is 
bridged by means of a specific object class, i.e. “Term”. 
All common information to all three object types is 
factorized at the “BasisObjekt”. 

2.2. 

2.2.1. 

2.2.2. 

2.3. 

Granularity gains 

Factorizing of common information 
One of our goals is to support the lexicographer in 

avoiding redundancy as this is one of the most important 
means for efficient maintenance, data consistency and 
multiple usage of the data. The means to avoid 
redundancy is the factorizing of common information: all 
information common to all objects should be stored in 
some more general object; when more general  
information is needed by the more specific object, this can 
be inherited (during runtime) from the more abstract one. 
Note that redundancy free storage does not hinder a 
redundant presentation of the data. The latter is not only 
useful for the lexicographer, but it is also advantageous 
for electronic products for which space restriction is not as 
rigid as in print products. 

Obviously, it is not always possible to achieve a 
completely redundancy free data representation. 
Redundancy may, however, increase error-proneness in 

lexicography work. It has to be noted though that if 
redundant storage is required as a means for improving 
system performance, redundancy should be maintained 
by the system itself and be completely hidden from the 
user. The question of redundant storage is therefore 
“simply” a matter of the concrete implementation and not 
relevant to the model. 

 
Figure 1: Top level of the Duden Ontology 

In our data model, the lemma is where the word-
related information common to all its terms is factorized. 
A concept factorizes the meaning-related information 
common to all its synonymous lemmas. A term, though,  
may overwrite factorized information inherited by its 
corresponding lemma. In this way, we represent grammar 
and usage exceptions of particular lemmas, e.g. that a 
lemma in a particular sense may have no plural form. 

Fine-grained relations 
 By representing terms as separate objects we gain 

granularity for the relations. In particular, we can link 
usage examples and citations for the dictionary entries to 
terms and not just to lemmas. By doing this, we 
disambiguate the meaning of the lemma in the usage 
example. Since we import data from the Duden 
dictionaries, the usage examples are already assigned to 

the particular meanings of a dictionary entry (for details 
see section 4.2.). With such information formally 
represented, one may get all usage examples of a concept 
simply by the union of all usage examples of  all its terms.  

In a similar manner, the representation of the 
decomposition of compound nouns on a term level and not 
only on a lemma level brings gains in granularity. This is 
advantageous when using such a resource for parsing or 
information retrieval tasks as the components of 
compounds are already disambiguated. 

Concrete example  
We explain the above model by means of an example 

from the Duden dictionary. The word “Bar” has three 
separate entries in the ten volume Duden dictionary 
(Duden, 1999): 

 
1Bar,  die; -, -s [engl. bar, urspr. = Schranke, die Gastraum u. 

Schankraum trennt < afrz. barre, Barre]: 1. a) intimes 
[Nacht]lokal, für das der erhöhte Schanktisch mit den 
dazugehörigen hohen Hockern charakteristisch ist: eine B. 
besuchen, aufsuchen; in einer B. sitzen; b) barähnliche 
Räumlichkeit in einem Hotel o.ÿÄ. 2. hoher Schanktisch mit 
Barhockern: an der B. sitzen; Monsieur de Carrière lud mich ein, 
mich zu ihnen an die B. zu setzen (Ziegler, Labyrinth 258). 

2Bar,  das; -s, -s <aber: 3ÿBar> [zu griech. báros = Schwere, 
Gewicht]: Maßeinheit des [Luft]drucks; Zeichen: bar (in der 
Met. nur: b). 

3Bar,  der; -[e]s, -e [H. u.]: regelmäßig gebautes, 
mehrstrophiges Lied des Meistergesangs. 

 
There are three lemmas for “Bar” in the sense of (1) 

pub or bar, (2) measurement unit for (air) pressure and (3) 
a special form of song. The first entry, 1Bar, has three 
senses (pub, hotel bar and counter) whereas 2Bar and 3Bar 
each have only one sense. Although all three lemmas are 
nouns, each lemma belongs to a different gender and 
declination class shown in the entry with the article and 
the genitive and plural form suffixes, e.g. “1Bar,  die; -, -s” 
is feminine and forms the plural with a final ‘s’.  



For each of the five senses there exists a separate term 
and a corresponding (separate) concept. Each sense 
definition, e.g. “intimes [Nacht]lokal, …” for 1(a), is 
stored at the concept level. The usage examples and 
citations, e.g. „an der B. sitzen“ (English translation: 
sitting at the bar) and „Monsieur de Carrière lud mich ein, 
mich zu ihnen an die B. zu setzen (Ziegler, Labyrinth 
258).“ (English translation: Monsieur de Carrière invited 
me, to join them at the bar  (Ziegler, Labyrinth 258)), are 
connected to the term 1Bar (2).  

Only the lemma, 2Bar is synonymous to the lemma 
“2bar” as well as to the meteorological use of the sign 
“b”. If we wish to extract all usage examples for say the 
concept “night bar” only those examples of the lemma 
“Bar” belonging to the term 1Bar (1a) will be extracted. 
All other usage examples belong to terms, whose concepts 
are either hyponyms of the concept “night bar” or the 
concept “night bar” itself.   

3. 

3.1. 

3.2. 

Tools and implementation 

Ontology as a knowledge network 
The data model is implemented with the intelligent 

views software system K-Infinity, which offers broad 
support for object-oriented knowledge modeling as well as  
for the creation, maintenance and use of a knowledge 
network. The software distinguishes between concepts and 
individuals and allows for the definition of relations and 
attributes both of which are inherited via the concept 
hierarchies.  

The way we define ontology in our model fits well 
with the definition of a knowledge network in K-Infinity. 
The cornerstone of a knowledge network is a collection of 
concepts that structure information and allow the user to 
view it. The concepts are organized into hierarchies where 
each concept is related to its super- and subconcepts.  This 
forms the basis for inheriting defined attributes and 
relations from more general to more specific concepts. 

Concepts, individuals, attributes and relations are 
central to the construction of the knowledge network. A 
means for handling multiple inheritance are the so-called 

extensions or roles, the terms, which we use to represent 
the different senses of a lemma. 

K-Infinity Tools 
The Knowledge Builder is K-Infinity's main compo-

nent. It allows knowledge engineers and lexicographers to 
create, delete, rename and edit both objects and relations, 
as well as to relate objects to each other according to 
defined relations. This can be done in two different 
workspaces: 

• The Graph Editor (shown in Figure 1) provides a 
graphical view of the network of objects and the 
relations between them. The network may be 
expanded according to the defined model. The 
Graph Editor supports the monitoring of the data 
by means of implemented consistency rules. One 
of the Editor’s basic functions is an interactive 
network layout algorithm for the exploration of 
the knowledge network. 

• The Concept Editor (see Figure 2) allows the 
user to focus on one object and its semantic links 
to neighboring objects. It is a supplement to the 
Graph Editor in that it allows the user to survey 
links and their attributes in detail, and to modify 
them if necessary. 

Along with the tools for editing the knowledge 
network, there is the K-Organizer which supports 
administration, navigation, search and query formulation. 
The K-Organizer (Fig. 3) can be used to classify and 
group objects, either manually or by using existing object 
properties: for example, to organize all objects created 
before a certain date or all superconcepts with more than 
10 subconcepts into a single folder. 

Given the work context of the particular project, 
namely dictionary maintenance, an additional tool has 
been developed as a special extension for viewing and 
editing network objects from the perspective of a 
dictionary entry, called Term Editor. The Term Editor 
displays a lemma together with its associated terms and 
concepts in a single window in a comprehensive and 
compact way.   

 

 

 
Figure 2: Concept Editor 

 

 
Figure 3: K-Organizer 



3.3. 

4. Import 

Defined classes 
There is a set of ca. 290 defined grammar classes, e.g. 

“noun which has a plural form”, “masculine noun with 
declination type X”, etc., ordered in a polyhierarchy. From 
these there are 160 classes which are assigned to lemmas; 
all the other classes are used to complement the poly-

hierarchy as a means for flexible navigation and access.  
 

 
Figure 4: Example of pragmatic classes 

Moreover, there are ca 1000 pragmatic classes, which 
are also ordered in a polyhierarchy, of which ca 250 are 
“basic pragmatic classes”. The rest are combinations of 
pragmatic classes, such as for example, the class “Sport 
Jargon” shown in Fig. 4, which is a subclass of both 
“sport” and “jargon” classes. The class “jargon” is a 
subclass of “style” (StilPrag in Fig 4) whereas the super-
class of “sport” is the pragmatic class “domain” 
(FachPrag).  All in all there are at the moment over 200 
relations defined in the model.  

The defined grammar classes represent various aspects 
of the morphosyntactic nature of words. Starting from the 
general distinction of non-inflected and inflected word 
classes we divide the latter into conjugatable and 
declinable classes such as pronoun, article, adjective and 
noun and proceed to organize them extensively, which is 
necessary due to the rich morphology of German. 

The noun hierarchy, shown in Figure 5, includes some 
abstract classes such as “noun by gender”, “noun by type 
of declension”, “noun with plural”, “noun without plural”, 

“noun derived from adjective”, to classify the concrete 
noun classes such as the noun class the word “Aubergine”  
belongs to, namely, “feminine noun, declension type IX”. 

As an additional example of the polyhierarchies 
consider the structure of the adjective classes (see Figure 
6): In addition to the regular adjectives, we have defined 
subclasses for those with an explicit comparative form, 
with Umlaut and for those forming the superlative with “-
e-“. In the figure, the lemma “miserabel” is shown 
classified as an adjective belonging to the adjective 
subclass with an irregular comparative form, because of 
the elision of its -e-. 

To populate the Duden Ontology we first imported the 
data from the ten volume Duden dictionary (Duden, 
1999), which contains ca. 200,000 lemmas, followed by 
the import of the entries of the  Duden spelling dictionary 
(2000) with over 110,000 lemmas. Although there is a 
significant amount of overlap between the two 
dicitionaries, the former contains not only far more 
definitions than the latter, but also more grammatical, 

 
Figure 5: Example of noun classes 

 

 
Figure 6: Example of adjective classes 



etymological and pragmatic information.  Importing and 
merging of further volumes are planned for the future. 

The result of the complete import of the above data is 
a huge object network representing the information of 
over 200,000 entries from different dictionaries, whereby 
the entries themselves are decomposed into interlinked 
objects.  

4.1. 

4.2. Mapping 

4.2.1. 

4.2.2. 

4.2.3. Cross-references 

4.3. Enriching 

SGML dictionary data  
As already mentioned, for each Duden dictionary, e.g. 

Duden (1999) or Duden (2000), there exists an SGML 
DTD. The basic structure of the dictionary articles is 
similar, however: Each dictionary article has a start and an 
end tag and each article element is divided into two parts, 
the head and the body. The head contains mainly 
information relevant to the lemma object of our data 
model and the body contains more detailed information 
concerning the senses of a lemma. The elements for 
phonetic, grammatical, etymological and pragmatic 
information are included in the head element. The body 
contains the substructure of the article and within this part 
there are elements containing definitions, examples, 
explanations, proverbs, idioms and idiomatic phrases. This 
straightforward structure is often interrupted by so called 
“meta-tags” which may appear anywhere within the above 
elements and contain some kind of text fragments. 
Naturally, this adds to the complexity of the import task. 

There is, of course, no explicit tagging for terms and 
concepts, which is why a mapping from the existing mark 
up to the object types of our model is necessary. Because 
of the differences between the DTD(s) and our model it is 
not possible to write a simple context-free look-up table 
for mapping the DTD tags into the modeled object types. 
The content model of some elements is an iteration of a 
sequence of elements with optional parts, as shown in the 
example below for the element  defphr (definition 
phrases):  

 
<!ELEMENT defphr  - -  
((ph?,gr?,prag?,(def|erk),erg?)?,bsp?,uew?,
rw?,spw?,iw?,(kurzf+ | kurzw | abk+ | 
zeich+)?)+ > 
 
We map each iteration to a term, but since there is no 
explicit tag around this sequence of elements, the parsing 
process needs to exploit the contexts of the sequence in 
order to assign the information to the appropriate term.  

Creation of lemmas  
Each dictionary entry is mapped to a lemma object. 

Typically, the homograph entries are indicated in the 
printed dictionary by a superscripted digit, which is also 
explicitly marked up as an attribute value in the article 
element. In this case we create different lemma objects 
with the same name, but with a different homograph-ID. 
The orthographic variants, e.g. “Photo” and “Foto”, are 
marked up explicitly in the data. Separate lemma objects, 
which are related to the main lemma, are created for such 
variants. 

Idioms and proverbs form specific lemma types which 
are automatically created during import.  

Creation of terms and concepts 
The different senses of an entry are structured in the 

dictionary by numbers or letters. We map each sense to a 
term and for each definition element we create an 
additional concept object. The usage and citation 
examples are assigned to the term object.  

Grammatical or pragmatic information, which 
typically holds for the lemma, is modified in the sense 
description. Such modifications are stored in the 
corresponding term and overwrite the grammatical or 
pragmatic information inherited by the lemma. 

The examples and definition phrases of the dictionary 
entries are often condensed for space reasons, e.g. the 
lemma appears in an abbreviated form. For instance, the 
entry for “Bar” in section 2.3 contains the phrase “an der 
B. sitzen” the complete form of which is “an der Bar 
sitzen”. We expand such abbreviated forms during import 
and store the full form. Moreover – if necessary – we can 
generate the condensed form for export purposes. 

During import we take care that no information 
necessary for the export of the data for the production of 
the dictionaries, such as the cross-references, is lost. The 
dictionary data contain explicit SGML elements for cross-
referencing. We use the attribute values for the target 
article number and the subsection (the sense) in order to 
link the source and the target at the term level. We further 
check whether the subsection for the target lemma exists 
and whether the content of the cross-reference element 
can match the target lemma. In this way, we introduce an 
additional control for checking the correctness of cross-
references, which is obviously advantageous for the 
quality of the constructed pool. 

Due to the fact that the SGML data were originally 
created by an automatic conversion several thousands of 
the 80,000 cross-references solely refer to a subsection  
and have no reference to the article-ID. To resolve the 
missing cross-references we lemmatise the content of the 
cross reference elements and generate a list of target 
candidates, which is proofread by the lexicographers. 

Our aim is to populate the network with semantic 
relations, such as synonymy, hyperonymy, PART_OF or 
INSTANCE_OF relations. The SGML data contain no 
explicit mark up for such relations and a fully automated 
acquisition of semantic relations is not possible. We thus 
depend on maximal exploitation of our dictionary data in 
order to acquire semi-automatically semantic knowledge 
of this kind. For instance, the structure of the definition 
texts – which are stored at the concept level – is 
sometimes indicative for a synonymy relation holding 
between a given dictionary entry and its definition. As an 
example consider the dictionary entry “Yellow Press” in 
Duden (1999): 

 
Yel|low Press  ['™¤¨Øä '∞≤¤≥], die; - - (auch:) Yel|low|press, die; 
- [engl. yellow press, eigtl.ÿ= gelbe Presse] (Jargon): 
Regenbogenpresse: Längst ist die Witwe, von deren Auftritten 
einst die Y. P. profitierte, ruhiger geworden (FR 2.ÿ1. 99, 9). 
 
The word “Regenbogenpresse” (literary translation: 
“rainbow press”) is marked up as definition text of the 



term “Yellow Press”. We establish a synonymy relation 
between the two terms “Regenbogenpresse” and “Yellow 
Press” and their corresponding lemmas by assigning the 
same concept object to both terms. 

We further plan to exploit the definition texts in 
combination with the cross-references to acquire 
hyperonymy and INSTANCE_OF relations. 

A further method for extraction of hyperonyms is to 
automatically analyse compound words with the aim of 
extracting the heads of the compounds as these are in most 
cases the hyperonyms of the compounds.1 For example, 
by analysing the compound “Volkstanz” (folk dance) we 
can infer that it is a hyponym of the word “Tanz” (dance).  

For the representation of the morphological 
decomposition we define two relations and an attribute: 
hat_Bestimmungswort (has_modifier), hat_Grundwort 
(has_head) and the attribute hat_Fuge 
(has_join_morpheme). These relations are defined for 
both terms and lemmas. This is necessary since we cannot 
acquire all information we need in a single step. Rather we 
proceed iteratively to achieve a decomposition at the term 
level. In a first step all compound words of the dictionary 
are automatically morphologically analysed with the 
morphological analysis tool MPRO (Maas, 1996) to 
generate their components. As the decomposition of 
compounds is not always unambiguous, we disambiguate 
the analysis output by rejecting those compound analyses 
which have at least one component which is not a 
dictionary lemma.  To illustrate this, there are two 
possible decompositions of the word 
“Medizinaldirektorin” (medical director) when 
automatically analysed: 

 
medizinal – direktorin  (medical – director) 
medizin – aldi – rektorin (medicine – Aldi – rector) 
 

The second analysis is nonsensical: Aldi is the name of a 
well-known German supermarket chain. The second 
analysis is thus rejected on the basis that there is no 
lemma for the the name Aldi. This strategy, however, does 
not always work, for example, consider the automatic 
analysis of the word “Marineuniform”: 
 

marine – uniform (navy – uniform) 
marine – uni – form (navy – university – form) 

 
Again, the second decomposition is nonsensical, but in 
this case all three components are proper dictionary 
lemmas. The rule for selecting the correct decomposition 
is here a different one: the candidates for the right 
decomposition are those with the minimal number of 
components. 

This way we fill in the lemma relations for the 
components of compounds2. If the lemmas which are 
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1 Note that ca 50% of the dictionary entries are 
compounds, which is attributable to the productivity of 
compounding in German. 
2 It is interesting to add that compound analysis at the 
lemma level is also important to determine the 
grammatical class for the compound word. Due to space 
reasons the single grammatical information coded for 
compound words in e.g. the ten volume Duden  dictionary 
(1999) is gender. Whereas this is not problematic for a 

components of a compound have only one sense, we have 
also achieved a decomposition at the term level. This is 
only possible, however, for a small number of compounds. 
Further investigation is required to determine a method to 
support the decomposition of compounds at the term level. 

Conclusions and future work 
In constructing the Duden Ontology our aim is not to 

build a general ontology of the world, but rather to create 
a computational resource which both supports efficient 
dictionary production and aids real world NLP 
applications. The  creation of the Duden Ontology has 
been driven by our  products and needs as well as by the 
abilities within the context of our work and the tools 
chosen. 

This approach is guided by practical needs and has 
practical advantages for the lexicography work: by means 
of such an approach it is possible to maintain the 
dictionary data in a homogenous manner within a single 
data pool, something which was not previously possible 
for the Duden data. 

With regard to the data model presented here, we 
believe that this kind of integrated model of semantic and 
grammatical information helps to avoid redundancy in 
storage and to maintain data without losing the ability to 
filter different sets of data and to generate various views 
of them with different granularity.  The implementation of 
the data model is such that it allows modifications and 
further extensions, such as for example the definition of 
further semantic relations. 

The next steps of our work concern the enrichment of 
the ontology with subcategorization  information  as well 
as with further semantic information. In particular, we 
plan to exploit the definition texts in combination with the 
cross-references to acquire hyperonymy and 
INSTANCE_OF relations. 

For the future we plan to model further semantic 
relations to embed factual knowledge and encyclopedic 
information.   
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Abstract
In this paper we discuss the possible types of relationships between participant roles in related situation types. We first discuss
principles that might determine which roles are present in one type of situation, given the roles present in a related type of situation.
While no simple general rules seem to exist, there are useful rules for particular cases.  In addition, we discuss how relationships
between roles themselves parallel relations between other elements in ontologies.  Apart from the subrole relation, we consider
relations analogous to meronymy and antonymy, which are rare in the domain of roles, and a complementarity relation between roles,
which is fairly common.

1. Introduction
How are participant roles in one type of situation

related to the roles in another?  What implications do the
relations between roles in different situation types have
for the relations between other elements of ontologies?
We will focus here on two topics that bear on these issues.
First, we discuss which principles might determine, given
the set of roles appropriate for one situation type, which
subset of those roles are appropriate for a second, related
situation type.  Second, we examine the extent to which
relationships between roles parallel those we find between
other kinds of elements in ontologies.

2. Goals and assumptions
The way we have described the two topics above

presupposes certain characteristics of an ontology (or
related resource such as WordNet).  We first briefly
present these assumptions here, and pose the more
detailed questions that we will address in this paper.

2.1. Participant roles, situation types, and
hierarchies

We view participant roles for present purposes as
relations between an entity and a situation.1  Thus we will
often refer to the entity as a participant in the situation.2.
We also assume that for each role there can be type
restrictions on the kinds of entities and situations that are
appropriate arguments for that role.  A perceiver role, for
instance, is restricted to sentient entities in perception
situations.  This in turn rests on the assumption that
situations and entities can be grouped into types, a
strategy that has proven fruitful as a central organizing
principle in many ontologies (e.g., the Cyc ontology, the
SENSUS ontology, Mikrokosmos, the ontology developed
in Sowa (2000), and numerous more specialized

                                                     
1 We use the term situation to speak of events and states.  An
event type is merely a situation type whose instances are events.
2 We will not delve into the question of whether the entity
actually must exist, or if it does, must temporally and spatially
overlap the situation.

ontologies).  Here we assume that types of entities and
situations are hierarchically arranged, with multiple
inheritance permitted (multiple inheritance is pervasive in
the Cyc ontology but rare in WordNet).3

2.2. Subroles
In part because roles have type restrictions on the

entities and situations that can serve as their arguments, it
is reasonable to talk of subroles.  One advantage of
structuring roles in this way is that we can provide for
arbitrarily specific roles for situation types anywhere in
the situation-type hierarchy, while maintaining very
general roles, which prove useful, for example, in stating
the linguistic regularities in linking from semantic roles to
syntactic arguments of predicators.  The type restrictions
on a subrole’s arguments must be at least as restrictive as
those on its super-roles.  In addition, it is natural to
assume that a participant playing a role in a situation also
plays all of its super-roles:

(1) R ⊂  R'  implies ∀ x,e: R(x,e) � R'(x,e)

This entails a homomorphism under subsumption from
the hierarchy of situation types to the hierarchy of roles,
and from the hierarchy of entity types to the hierarchy of
roles.  The reverse implication—that all roles R and R' for
which the condition on the right hand side of (1) holds are
in the subrole-/super-role relation—is less obvious.  This
is an issue we briefly touch on below.

2.3. Role projectability between situation types
In section 3, we examine the problem of role

projectability; that is, what principles and structures in an
ontology determine, given the set of roles appropriate for
one situation type, the set of roles of a related situation
type.  For example, are there any general statements we
can make about the roles in subsituations, given the roles

                                                     
3 Examples from the Cyc ontology are from the OpenCyc release
of April, 2002, which can be examined or downloaded at
www.opencyc.org.  Version 1.7 of WordNet can be obtained
from www.cogsci.princeton.edu/~wn/.



in a situation?  This is particularly important in cases
where it is debatable whether to analyze one situation type
as a subtype of another or the second as a subsituation of
the first (for instance, is eating a meal a subtype of eating,
or is it better analyzed as containing a subevent of eating,
along with other subevents such as serving oneself, and if
the latter is the preferred analysis, how do the roles of the
eating subevent project to the roles of eating a meal?).
Another set of cases involves groups of similar situations,
such as a group of walking events, for which we might
wish to project some roles but not others.  Finally, we also
consider the interaction of role projectability and multiple
inheritance.

We can classify projectability issues along three
dimensions, as shown in the following table:

situations entities
type-level sub/super-types

of situations
sub/super-types

of entities
individual

level
sub-situations/
super-situations

sub-entities/
super-entities

Thus we can examine, for example, whether roles
appropriate for a particular type of situation are
appropriate for any subtypes of it, or we can examine
whether a role played by a particular entity in a situation is
also a role played by entities of which it is a part.  Type-
level projection is concerned with generalization and
specialization relations between types (or hypernymy and
hyponomy relations in lexical resources like WordNet),
while individual-level projection is concerned with
mereological (or meronymic) relations between individual
situations and entities.  One straightforward case is that of
roles projecting from situation types to their subtypes,
which is entailed by (1).  We will not examine all of the
possible options for projecting roles here (some of them
are highly implausible in any case), but the table helps to
situate the issues we examine in sections 3 and 4.

2.4. Parallelism in relations between roles and
relations in other elements of ontologies

Often independently of concerns about the relations
between concepts, scholars in linguistics and philosophy
have been concerned with determining and classifying the
roles of participants in situations.  When situations and
entities are arranged in type hierarchies, it is natural to
inquire whether participant roles can be similarly arranged
(see, among others, Parker-Rhodes (1978), Ostler (1979),
Somers (1987), Lehmann (1997), and Sowa (2000)).  In
addition to subtype-supertype relations, however, we also
find other types of relationships frequently modeled in
ontologies.  This leads to our second objective, which is to
compare the structures of the participant role hierarchy to
the other two.  To what extent does the role hierarchy
parallel the others, and which relationships commonly
posited among situation and object types are applicable to
roles as well? This will be discussed in section 4.

3. Some cases of role projectability
In this section we consider three cases of role

projectability between situations and subsituations.  The
first concerns the case of a situation that can be regarded
as composed of a group of situations of some common

type.  We suggest that roles of the group situation can be
systematically related to those in the subsituations; the
latter are subroles of the former.  We next examine a more
general case motivated by Lehmann’s (1998) discussion
of situations and roles, in which multiple inheritance in
the situation-type hierarchy is pervasive.  We argue that
freely allowing this kind of multiple inheritance creates
complications for the role system and should probably be
constrained more than Lehmann envisions, or recast as a
form of embedding the parent situation types as
subsituations in another type rather than as multiple
inheritance.  Finally, we note the case of related telic and
atelic situation types, which seems to require projection of
roles from situations to subsituations, rather than
inheritance from situation types to subtypes.

3.1. Groups of events of a common type
One frequent case of situations and subsituations is

that of a group of situations of a given types, treated as a
group, which itself can be regarded as a situation.  This
kind of operation is frequently represented in ontologies;
Cyc’s GroupFn is one example.4  What can we conclude
about the roles in the group situation, given the roles in its
elements?  One possibility is that they are identical.  But
this seems problematic.  Suppose that the role R is defined
for the situation type of the group’s elements, and that in
the group event g, the participant playing R is the
mereological sum of all the participants playing role R in
each of the elements of g.  We will write this as R(y,g),
where y is the sum of the individuals playing this role in
each of the elements.  This is simply a case of the
cumulativity or summativity property of roles (Krifka,
1992, 1998).  While for some roles this is a reasonable
move, it vitiates the definition of others.  It may not cause
any difficulties, for example, to regard a group of children
running around a playground as the collective agent in a
group running event.  However, the path role in such an
event is a discontinuous set of trajectories, while for a
single child running, and for motion of a single body in a
continuous time interval generally, the trajectory is
continuous.  This property of paths is important to
maintain; Krifka’s (1998) analysis of telicity in motion
event relies on it, for example.  Another example concerns
source and goal roles in groups of motion events.  It is
useful to have a rule that either the source and goal of a
motion event are distinct locations, or that the moving
object has not changed its position (if the motion is a
complete revolution in a circle, for instance).  But this rule
will not apply to groups of motion events; two runners
might exchange places, each ending up in the other’s
starting location.  The source and goal would then be
identical in the group event.

A more palatable alternative is to assume that for
every role R such that R(x,e) for some x in each element e
of g, there is a super-role of R, R', such that R'(g,y), where
g and y are the mereological sums, as above.  These super-
roles can have some of the properties of the original roles
but need not have all of them.  For example, the super-role
of the path role could have discontinuous trajectories as its

                                                     
2 This represents some kinds of group situations adequately, but
not all.  Situations involving joint action or intent, for example,
are not always readily decomposed into subsituations of a
closely related type.



value, and those of the source and goal roles would have
weaker distinctness conditions.  At the same time, nothing
precludes using the original roles to describe a situation
that can be regarded both as a group of subsituations and
as a single situation of the same type as those
subsituations; in this case the same participant (a group of
entities) will play the role R, and hence R'.  A potential
drawback to this approach is that, if we adopt the
definition of subrole in (1), we are then committed to
treating the type of groups of situations of type S as a
supertype of S (the two types could be identical in some
cases, such as at the top of the situation-type hierarchy).
However, we see no obvious problems with this move,
although this condition is not typically found in
ontologies.

3.2. Multiple inheritance and roles
When a situation type is a child of more than one

parent type, there are two possible outcomes with regard
to the roles in the parent types.  One is that two roles from
two parent types merge, so that a single participant in an
instance of the child type plays both of these roles.  From
two parent situation types such as eating in a restaurant
and eating breakfast we can construct a type inheriting
from both, eating breakfast in a restaurant, in which the
eater and eaten roles of both parent types are merged; that
is, there is a single eater participant and a single eaten
participant in a situation of eating breakfast in a
restaurant.  In this case, the roles in the child type must be
subroles of the roles in the parent types. This is
represented graphically in Figure 1.

Figure 1. Merged roles in situation-type inheritance

 A second possibility is that a role from one parent
type does not merge with any other role, remaining
distinct in the child type.  In Cyc, for example, the type
CausingAnotherObjectsTranslationalMotion is a subtype
of Movement-TranslationEvent, which has the roles
objectMoving and trajectory) and of ActionOnObject, with
the roles doneBy and objectActedOn.  The trajectory and
doneBy roles remain distinct in the child type.  As for the
participant that is caused to move, it plays the roles of
objectActedOn and objectMoving in an instance of
CausingAnotherObjectsTranslationalMotion, but these
two roles are not necessarily merged.  There is no role
reified within the Cyc system that inherits from these two
roles.  Instead, a rule states that the same participant plays
both roles in situations of the type
CausingAnotherObjectsTranslationalMotion. This second
possibility is shown in Figure 2.

This has some implications for some of the ontological
structures in Lehmann (1997).  Lehmann exemplifies a
situation-type hierarchy with increasingly complex types
that inherit from multiple parents.  For example, there are
event types labeled “father gets harmed and angry child
then gets revenge”, a subtype of the situation types “father
gets harmed” and “an angry child gets revenge”.5  Now if
roles are inherited from types to their subtypes, this
implies that the child type has all the roles of its two
parent types.  If this kind of type construction is fully
productive in the situation-type hierarchy, however, it
leads to the uncomfortable conclusion that roles always
project from subevents to the events they are part of, since
each conjunct can be considered a subevent.  Consider the
example of taking a trip in a car.  We define event types of
unlocking a car and driving a car in our hierarchy; the
former type has a key as an instrument.  Now we define
the type of taking a trip in a car, inheriting from these two
types of unlocking and then driving a car.  By inheritance,
this type also will have a key as an instrument, which is
the undesirable situation we encountered above.  This
issue becomes particularly acute when there are two
participants in the complex event type that are assigned
the same role as a result of inheritance.  Consider an event
of taking dictation, where one person is reading aloud and
another is copying down the words.  The reader or writer
in the parts of this event can both be considered agents,
but we will certainly wish to distinguish these two roles in
taking dictation.  One solution here, of course, is to
provide distinct, more specific roles, such as reader and
writer.  But this strategy is not always available; when two
events of the same type are combined, the roles in the
resulting type will be the same.  As an example of this,
picture a situation where two people compare versions of
a text by having one read aloud and then the other, or a
“call and response” situation where one person echoes
another's words.

Figure 2. Distinct roles in situation-type inheritance

We could circumvent these problems in several ways.
One is to postulate distinct roles for each situation type.
Thus a key would play a role in the complex event type
just mentioned, but it would not be the same role that it
plays in the simpler subevent unlocking a car.  This
                                                     
5 We disregard here the issue of how the temporal order of these
two events in the subtype is specified.  There must be some
mechanism for doing so, however, since the reverse temporal
order would describe a very different type of complex event.



allows us to be fully productive in creating complex
situation types, at a cost of complicating our system of
roles considerably.  The number of roles is obviously
indefinitely large, as the potential for creating
successively more complex event types is unlimited, and
there remains a problem of determining when two roles
are necessarily filled by the same participant.  For
instance, a subtype of unlocking a bicycle is unlocking a
bicycle that is locked with a Kryptonite lock.  We can
classify an instance of such an event in either fashion.
This subtype has a distinct role for the key, but we want to
equate the roles in the two event types, rather than
worrying about whether there are two distinct keys. This
representation, in which there are 4 roles, but only two
participants, is shown in figure 3.

The large number of roles, and their uniqueness to
individual situation types under this option, might become
more palatable if we adopt a feature-based analysis of
roles, along the lines of Somers (1987), Ostler (1979),
Parker-Rhodes (1978), or Sowa (2000).  From a linguistic
standpoint, for instance, something like such features
would be needed to account for regularities in the
mapping from roles to syntactic arguments of verbs and
nominalizations (see Dowty (1991) and Wechsler (1995)
for similar accounts that can cast in a feature-based
model).  But in some sense we have merely shifted the
problem from projectability of roles to projectability of
features.  If the features of a key as an instrument in
unlocking a car are projected to its role in driving, why is
it so odd to say that “we drove to the store with the key”?

Figure 3. Distinct roles, shared by identical
participants in subtype

Another option would be to structure the set of roles
more richly, so that both sets of roles are inherited in a
complex event, maintained as two separate structures
(with additional roles potentially added as well).  This
option is in the spirit of feature structure representations,
in which structures can be embedded recursively
(Lehmann may allude to something similar when he refers
to "structural specification").  A representation of this
kind, in which the role-sets of the parent events are
embedded within new role features in the child event, is
shown in figure 4.  The roles R3a and R3b within E3 are
filled by subevents; they might be relations such as cause
and effect, for example.  This allows roles to be inherited,
albeit in a non-uniform way, which depends on how the
parent situation types are combined in the child type.

Furthermore, it is necessary to specify when a single
participant fills roles in each part of the situation.  In the
type “father gets harmed and angry child then gets
revenge on perpetrator”, the same individual (the
perpetrator) plays a role in both subevents.

Yet another approach would be to restrict the situation-
type hierarchy to a set of types for which role inheritance
makes sense.  The trouble with this is that it seems too
restrictive for many purposes.  We sometimes do wish to
refer to “composite” event types, like commuting to work
on a bicycle, moving from one city to another, or holding
a presidential election.  But some kind of compromise
position may be possible.  We might maintain the kind of
role inheritance that appears useful by designating one
parent type as the “principal type”, whose roles are
inherited.  For commuting by bicycle, the principal parent
might be something like riding a bicycle, and the roles of
the bicycle, the rider, the origin, and the destination would
be inherited.  Other, “minor” events involved in
commuting, like locking and unlocking the bicycle, would
not be involved in role inheritance.  A subgraph of the
hierarchy of situation types, filtered by "main event" or
“principal type”, links might be homomorphic to the role
hierarchy.  This approach seems reasonable for many of
the situation types that we would be likely to reify in an
ontology.  It may apply less well to elaborate and complex
events with many participants, such as political elections,
which have many specialized roles, and would not
necessarily inherit many of them from their parents
representing their subevents.  In some of these complex
event types, the notion of a “main event” might not make
much sense.

Figure 4. Embedded role-sets in subtype

From a linguistic standpoint, multiple inheritance in
the situation-type hierarchy interacts with issues of
linking; that is, the syntactic realization of predicates and
their arguments.  Subject selection is one good example;
verbs denoting commercial transactions refer to situations
in which there are two agents, as do causative verbs in  the
many languages that allow causativization of verbs
denoting agentive situations.  In each of these cases an
accurate account of subject selection must appeal to more
than the agentive status of a participant, since more than
one participant plays an agentive role (see (Dowty 1991),
(Wechsler 1995).and the Framenet system developed by



Filllmore and others for some approaches to this problem).
Designating one of the subevents as the “main” or
“salient” event for linguistic purposes, as in Framenet,
accords well with the foregoing suggestion, although
linguistic evidence is only a rough guide in these matters.

3.3. The inheritance of  properties
One final issue regarding roles and subroles concerns

how strictly we wish to enforce inheritance of properties.
The OntoClean proposals of Guarino and Welty (2002),
for example, place high importance on transmitting
various properties dependably in inheritance.  For
instance, they argue against a pervasive characteristic of
Cyc, that individual object types commonly inherit from
the stuff types of which the objects are composed (thus
Ocean is a subtype of Water in Cyc).  When we examine
the comparable situation in the realm of situations, we are
led to the conclusion that telic situation types, such as
eating an apple or painting a wall, should not be regarded
as subtypes of atelic types such as eating or painting.  The
latter types are cumulative: two eating events may be
combined and treated as a single eating event, but two
events of eating an apple cannot be regarded as a single
larger event of eating an apple.6  This suggests that,
parallel to the object and stuff types, telic and atelic event
types should not be in a subtype-supertype relationship.  If
so, then telic event types will not inherit the roles of
corresponding atelic event types.  Instead, we could adopt
a projectability rule that states: if e is an event of telic
event type T, and T is "composed" of events of atelic type
A (just as oceans are composed of water), then e also has
those roles.  In some cases, there may be no roles
specified for events of type T, independently of type A.  In
others, such as many telic movement event types,
additional roles are present, including source and goal
roles.

In this case, then, we are led to a conclusion that is
roughly the reverse of what we advocated in the case of
groups of situations.  For group situations, a consideration
of roles for the group and for the subsituations comprising
it led us to suggest that the group situation type is a
supertype of the type of the elements.  For the case of
atelic and telic situation types, which might initially
appear to be in a supertype-subtype relation, a re-
examination of this assumption leads us to posit projection
of roles from (atelic) subsituations to (telic) situations.

In sum, we see that there are unlikely to be simple
general principles regulating the projection of roles
between situations and their sub- or super-situations,
although there do appear to be some useful, more specific
principles covering some cases of interest.

4. Parallelism between roles and other
elements in ontologies

In this section we explore what parallelisms may exist
between the hierarchy of participant roles and other types
of ontologies.  Besides supertype-subtype relations,
mereological relations are crucial in ontologies and in
lexical resources like WordNet.  Lexical resources also

                                                     
6 Note that one and the same event can be regarded as both atelic
or telic; eating an apple is certainly also eating.  The telicity
distinction is at the situation-type level, not at the individual
level.

frequently employ an antonymy relation between words,
though it is less clear that this is coherent ontological
relation and ontologies emphasize this much less.  In this
section we will investigate to what extent these other
relations can be applied to roles.  In doing so, we will
continue to mention issues of role projectability, this time
with respect to entities and their parts.

4.1. Specialization/generalization
(hyponymy/hypernymy)

Concept specialization is represented in WordNet with
hyponymy links, and in Cyc with the predicate genls (and
some extensions of it for relations).  These apply both to
entity types (or nouns in WordNet) and situation types (or
verbs in WordNet, which then refers to this relation as
“troponymy”).  The comparable relationship for roles is
simply the subrole relation; if one role is a subrole of
another, then any participant that plays the first role in a
situation necessarily also plays the second.  This is the
chief organizing relation for the hierarchy of roles, as it is
for object and situation types.

However, we would like to remark here on one more
linguistically relevant issue, since much of this same
machinery is brought to bear on computational lexicons,
including WordNet.  Because the mapping from semantic
roles to syntactic arguments is not completely
semantically determined and displays some arbitrary
variation, we cannot assume that hyponyms of a verb will
exhibit the same mapping as that of the verb itself.  In
some cases, for example, an argument is incorporated in
the verb (e.g., “spread butter on the bread” vs. “butter the
bread”, “put the money in the pocket” vs. the “pocket the
money”).  In others, the mapping is simply different (e.g.,
“eat oysters” vs. “dine/gorge on oysters”).  This means
that syntactic patterns are not necessarily reliable
indicators of participant roles, and although hyponymy
usually does imply inheritance of participant roles,
corresponding roles may not occupy corresponding
syntactic positions.

4.2. Partial roles (meronymy/holonymy)

Meronymy/holonymy, the lexical part/whole relation,
and other mereological relations in ontologies, appear to
be more complex, with several discernable subtypes.  For
example, Winston, Chaffin, and Hermann (1988)
differentiate seven types of meronym: component-object
(branch/tree), member-collection (tree/forest), portion-
mass (slice/cake), stuff-object (aluminum/airplane),
phase-process (adolescence/growing up), feature-activity
(paying/shopping), and place-area (Baltimore/Maryland).
Iris, Litowitz, and Evens (1988) acknowledge only four,
however: functional part (wheel/bicycle), segment
(slice/loaf), member (sheep/flock) and subset (meat/food),
which is really specialization rather than meronymy.
Likewise Cyc distinguishes numerous part/whole
relations, including ingredients, physical and abstract
parts, and subevents.  The WordNet hierarchies employ
just a single meronym link type, used only in the noun
hierarchy.  Meronymy applies just as usefully, however, to
situation types (or verbs in WordNet), as we have been
assuming throughout this paper. The type of meronymy
called “phase-process” by Winston, Chaffin and Hermann



(1988) relates pairs of nouns and gerunds such as
adolescence/growing_up.  Feature-activity meronymy
relates pairs of gerunds such as paying/buying or
steering/driving.  In short, events can be said to have
component parts just as objects have them.  The analogy
to meronymy in the domain of participant roles is much
less obvious than the specialization parallel, however.

We can begin by offering a definitions of “partial
roles”, as a mereololgical counterpart to the definition of
subroles in (1):

(2) R' is a partial role of R iff:
R(x,e) � ∃ x,e: x' is a part of x and e' is a
subsituation of e and R'(x',e')

Unlike physical part and subsituation relationships,
which are ubiquitous and obviously crucial to ontologies,
there are relatively few instances of roles in this
relationship that we are aware of, beyond the trivial case
where R = R', x = x'. and e = e'.  Two cases are
exemplified in the following sentences, where the
participant denoted by the object of ‘with’ or ‘by’ is a part
of another participant.  Thus the “instrument” role is a
partial role of agent in a. and the “body part” role is a
partial role of the grabbed participant (or theme, or
affected object) in b:

(3) a. I bumped the vase with my elbow.
b. I grabbed the iguana by the tail.

A third case of partial roles involves the moving object
in movement events.  In such events the parts of the object
also move during at least some subintervals of the event,
so the role moving object is partial to itself in a non-trivial
way.  In a parallel fashion, some roles in states are non-
trivially self-partial.  If someone owns a car for a year,
that person owns the engine for the first six months, and if
a beam supports a roof for a year, it is plausible to infer
that a section of the beam supports a section of the roof
for any period within that year.

Despite these cases, it appears that this type of
part/whole relationship between roles is rare, and not
particularly useful in inference.  Possibly this is due to the
relational character of roles, mediating between situations
and their participants.  We will now consider a more
widespread phenomenon, the projection of role from
participant entities to larger entities of which those
participants are parts.

4.3. Projection of roles from entities to super-
entities

We now examine the question of which roles can be
projected from parts to wholes and vice versa; that is, if an
object plays a role in a situation do larger objects of which
it is a part and smaller objects that are parts of it also play
that role in the situation?  It should be clear that when this
is the case, the role in question violates Krifka’s
uniqueness of objects property (Krifka 1992, 1998).  Two
kinds of roles for which this does seem to be true are roles
of source and goal in motion events.  For example, the
following inferences seem valid:

(4) I flew from Baltimore to Boston.  therefore,
I flew from Maryland to Boston.  and

I flew from Baltimore to Massachusetts.

This inference has limits, in that the super-region
cannot include both the origin and the destination of the
trip, however, so the following are aberrant:

(5) #I flew (from the U.S.) (to the U.S.) and,
#I flew from the U.S. to Boston.  and,
#I flew from Baltimore to the U.S.

The path role, in contrast, can be projected down to
parts of the trajectory, but not to larger paths:

(6) Kim hiked (all of) the John Muir Trail. therefore,
Kim hiked the Tahoe-Yosemite Trail.

As Krifka (1992, 1998) has pointed out, we can make
similar inferences from parts to wholes in the case of roles
that involve contact or perception, as the following
examples illustrate:

(7) John touched the door handle. therefore,
John touched the door.

(8) Kim rammed Sandy’s bumper. therefore,
Kim rammed Sandy’s car.

(9) The jar contacts the countertop. therefore,
The jar contacts the counter.

Note also that in situations involving both motion and
contact, the contact inference is allowed even if the
motion is not:

(10) I shook a link of the chain. therefore,
I touched the chain (even if I didn’t shake it).

As for roles involving perception, the same pattern
seems to apply, though the inference seems less solid:

(11) Fred saw the elephant’s trunk. therefore,
Fred saw the elephant.

(12) Alice smelled the roasted chicken. therefore,
Alice smelled the meal.

As the story about the blind men and the elephant
suggests, however, there is some uneasiness about such
inferences.  Perception differs from contact in this respect.

Finally, there are situation types in which one
participant stands in a relationship of superiority to
another, denoted by verbs such as ‘exceed’, ‘surpass’,
‘dwarf’, and verbs prefixed with ‘out-’.  In these cases, it
arises virtually a matter of definition that the superior
participant’s role projects to objects of which it is a part,
and the inferior one’s role to its parts.  This is exemplified
in the following sentences:

(13) Nitrous oxide levels exceeded the Federal
standards. therefore,
Smog levels exceeded the Federal standards.

(14) Bach outlived Vivaldi. therefore,
The Bach family outlived Vivaldi.



(15) Russia dwarfs Korea. therefore,
Russia dwarfs North Korea.

There are many roles for which projection to parts or
wholes does not follow, except in some metaphorical or
metonymic sense, including most roles involving agency,
motion, and affectedness. In sum, “spatial” roles
(including those that are appropriate for situation types
whose linguistic realization is metaphorically based on
spatial relationships) exhibit some projection properties
that should prove useful in inference.  But there is no
direct parallel among roles to part/whole relationships of
the type that apply ubiquitously to entities and situations.

4.4. Antonymy/opposition
Another relation in WordNet, more explicitly lexical,

is antonymy, although as Miller (1998) points out, it is not
a fundamental an organizing relation between nouns. True
antonymy is present in the verb hierarchy, as well as
among adjectives.  Change-of-state verbs, for example,
have antonymous counterparts quite similar to nouns,
although the verb pairs don’t normally share parents (e.g.,
‘lengthen’/’shorten’ and ‘strengthen’/’weaken’). Relations
of opposition occur as well, where there is no common
superordinate or entailed verb unique to the pair (e.g.,
‘give’/’take’, ‘buy’/’sell’).

Antonymy is closely tied to lexical properties and not
a coherent ontological relationship, but some aspects of it
can be singled out and represented as conceptual
relationships.  For example, reversative actions (zipping
and unzipping, loading and unloading, arriving and
leaving, creating and destroying) exemplify a fairly
coherent notion of opposition that bears on participant
roles.  We cannot say that the event types in each pair
have the same roles; for example, loading and arriving
both have a goal role, but may lack a source, while
unloading and leaving are the opposite.  But it is probably
fair to say that each role of an event type has a counterpart
in the corresponding reversative event type.  The same
may hold true for other sorts of opposites (e.g., helping
and hindering, benefiting and suffering, believing and
doubting), though in many of these cases we are more
likely to say that the role's counterpart is itself.  It seems
less meaningful to posit a counterpart relationship
between roles in some other types of situations sometimes
thought of as "opposites" (being awake or asleep, liking
and disliking, and many others), let alone antonyms in the
domain of properties and objects.

4.5. Complementary roles
Another relation between two roles that seems

worthwhile is what we term complementarity.  For some
situation types, we know that when one role is present,
another role must be also.  We then say that this second
role is complementary to the first.  Complementarity may
unidirectional or bi-directional, but most of our examples
will involve the latter case.  Some examples of such roles
are buyer and seller, buyer and payment, moving object
and path, driver and vehicle, and perceiver and perceived.
One application of a complementarity relation in inference
should be fairly clear; it allows us to postulate the
existence of a participant filling a role when the
participant playing the complement role is known to be
present.  However, this sort of inference is probably

equally simply performed with reference to situation
types, as long as they specify which roles are necessary
and appropriate.  The complementarity relation bears
some resemblance to meronymy and to the “partial role”
relations; it could even be considered a type of partial role
relation applied to situations, disregarding the requirement
in (2) that participants playing each role be in a part-whole
relationship.  Complementarity certainly has counterparts
in the entity and situation domains.  The existence of a
hole depends on the existence of a cavity wall, and the
two transfer subevents of a commercial transaction seem
complementary in much the same way that the roles are.

Roles that are complementary and that, in a given
situation type, are entailed to be filled by the same
participant, may violate the reverse of the implication in
(1).  That is, if R' is a complementary role of R, and a
situation type is constrained so that R(x,e) and R'(x,e) for
any situation e of that type, then a bi-directional
interpretation of (1) would treat R as a subrole of R'.7
There may be legitimate grounds, however, to distinguish
two participant roles in such situations.  For example,
someone who is talked into performing an action is both a
addressee and a performer (of the action).  It is possible in
such cases to create a role specific to that type inheriting
from the two roles R and  R', but it does not always seem
desirable to do so.  We leave this question open.

5. Conclusions
We have seen that an examination of the relations

among roles can be fruitful in illuminating other aspects of
ontologies and lexical resources.  Considering the
question of role projectability has shown that permitting
multiple inheritance to operate without constraint in the
situation-type hierarchy is problematic, and that other
mechanisms do not cause the same difficulties for
inheritance of roles from situation types to their subtypes.
We have also seen how role inheritance interacts with two
particular cases of situations and subsituations: a group of
like situations and telic situations composed of atelic
subsituations.  In these two cases, role projectability
reveals interesting relationships among situation types in
ontologies.

Roles parallel situation and entity types in constituting
a hierarchy, but, perhaps because of their inherently
relational nature, the parallelism beyond that is limited.
While we can formulate coherent definitions of
relationships between roles that parallel the mereological
relations that are so pervasive among situations and
entities, their usefulness is less apparent.  In contrast, the
complementarity relation between roles is widespread and
its utility in inference clear.8
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Abstract
In this paper we propose an analysis and a rearrangement of WordNet's top-level taxonomy of nouns. We briefly review Word-
Net and identify its main semantic limitations, in the light of the ontology evaluation principles lying at the core of the Onto-
Clean methodology. Then we briefly present a first version of the OntoClean Top (OCT) ontology, and show how WordNet can
be aligned with it. The result is a “cleaned-up” WordNet, which is meant to be conceptually more rigorous, cognitively trans-
parent, and efficiently exploitable in several applications.

1 Introduction
The number of applications where WordNet is being used
more as an ontology than just as a lexical resource seems
to be growing more and more. To be used as an ontology,
however, some of WordNet’s lexical links need to be in-
terpreted according to some formal semantics, which tells
us something about “the world” and not (just) about the
language. One of such links is the hyponym/hypernym
relation, which corresponds in many cases to the usual
subsumption (or IS-A) relation between concepts. An
early attempt at exploring the semantic and ontological
problems lying behind this correspondence is described in
(Guarino, N., 1998).
In the recent years, we developed a methodology for test-
ing the ontological adequacy of taxonomic links called
OntoClean (Guarino, N. & Welty, C., 2002; Guarino, N. &
Welty, C., 2002), which was used as a tool for a first sys-
tematic analysis of WordNet’s upper level taxonomy of
nouns (Gangemi, A. et al., 2001). The first version of
OntoClean was based on an ontology of properties (unary
universals), characterized by means of meta-properties.
We are now extending OntoClean with an ontology of
particulars called OCT (OntoClean Top ontology), which
is presented here in some detail, although still in an in-
formal way. The OCT will be the first module of a mini-
mal library of foundational ontology that we shall develop
within the WonderWeb1 project.
This paper is structured as follows. In the next section we
present an extension of our FOIS paper (Gangemi, A. et
al., 2001), concerning some ontological inadequacies of
WordNet’s taxonomy of nouns. Then we introduce the
most recent version of our OntoClean Top ontology, and
discuss the preliminary results of an alignment work
aimed at improving WordNet’s overall ontological (and
cognitive) adequacy, and facilitate its effective deploy-
ment in practical applications.

2 WordNet's Preliminary Analysis

2.1 Experiment Setting
We applied our methodological principles and techniques
to the noun synsets taxonomy of WordNet 1.6.To perform
our investigation, we had to adopt some preliminary as

                                                            
*In the process of moving to ISTC-CNR, Rome, Italy.
1 http://wonderweb.semanticweb.org/

sumptions in order to convert WordNet's databases2 into a
workable knowledge base. At the beginning, we assumed
that the hyponymy relation could be simply mapped onto
the subsumption relation, and that the synset notion could
be mapped into the notion of concept. Both subsumption
and concept have the usual description logics semantics
(Woods, W. A. & Schmolze, J. G., 1992). In order to work
with named concepts, we normalized the way synsets are
referred to lexemes in WordNet, thus obtaining one dis-
tinct name for each synset: if a synset had a unique noun
phrase, this was used as concept name; if that noun phrase
was polysemous, the concept name was numbered (e.g.
window_1). If a synset had more than one synonymous
noun phrase, the concept name linked them together with
a dummy character (e.g. Equine$Equid).
Firstly, we created a Loom3 knowledge base, containing,
for each named concept, its direct super-concept(s), some
annotations describing the quasi-synonyms, the gloss and
the synset topic partition, and its original numeric identi-
fier in WordNet; for example

(defconcept Horse$Equus_Caballus
:is-primitive Equine$Equid
:annotations ((topic animals)
(WORD |horse|)
(WORD |Equus caballus|)
(DOCUMENTATION "solid-hoofed herbivorous quadruped domes-
ticated since prehistoric times"))
:identifier |101875414|)

noun entries 116364

equivalence classes: synonyms, spelling variants, quasi-
synonyms

50337

noun synsets (with a gloss and an identifier for each one) 66027

nouns 95135

monosemous nouns 82568

polysemous nouns 12567

one-word nouns 70108

noun phrases 25027

Table1: Elements processed in the Loom WordNet kb

The elements processed in the Loom WordNet knowledge

                                                            
2 We used the Prolog WordNet database, the Grind database, and
some others from the official distribution.
3 Loom is a knowledge representation system that implements a
quite expressive description logic (MacGregor, R. M., 1991).



base are reported in Table 1. We report in Figure 2 an
overview of WordNet's noun top-level as translated in our
Loom knowledge base. The nine Unique Beginners are
shown in boldface.4

2.2 Main problems found
Once the Loom WordNet was created, we systematically
applied the OntoClean methodology to the upper taxon-
omy of noun senses. Let us discuss now the main onto-
logical drawbacks we found after applying this cleaning
process.

2.2.1 Confusion between concepts and individuals
The first critical point was the confusion between con-
cepts and individuals. For instance, if we look at the hy-
ponyms of the Unique Beginner Event, we'll find the syn-
set Fall - an individual - whose gloss is “the lapse of man-
kind into sinfulness because of the sin of Adam and Eve”,
together with conceptual hyponyms such as Social_Event,
and Miracle.5 Under Territorial_Dominion we find Macao
and Palestine together with Trust_Territory. The latter syn-
set, defined as "a dependent country, administered by a
country under the supervision of United Nations", denotes
a general kind of country, rather than a specific country as
those preceding it. If we go deeper in the taxonomy, we
find many other examples of this sort. For instance, the
hyponyms of Composer are a mixture of concepts and
instances: there are classes corresponding to different spe-
cial fields, such as Contrapuntist, or Songwriter, and ex-
amples of famous musicians of the past, such as Bach, and
Beethoven.
Under Martial_Art, whose top hypernym is Act, we find
Karate, and Kung Fu, but these synsets do not stand for
concepts, they represent individuals, namely particular
examples of martial arts.
If we look through Organization, under the branch whose
root is Group, we find conceptual hyponyms such as
Company, Alliance, Federation, Committee, together with
instances like Irish_Republican_Army, Red Cross, Tam-
many Society6, and so on.
We face here a general problem: the concept/individual
confusion is nothing but the product of an “expressivity
lack”. In fact, if there was an INSTANCE-OF relation, we
could distinguish between a concept-to-concept relation
(subsumption) and an individual-to-concept one (instan-
tiation).

2.2.2 Confusion between object-level and meta-level:
the case of Abstraction

The synset Abstraction_1 seems to include both object-
level concepts, such as Set, Time, and Space, and meta-
level concepts such as Attribute and Relation. From the
corresponding gloss, an abstraction “is a general concept
formed by extracting common features from specific ex-
amples”. An abstraction seems therefore intended as a
psychological process of generalization, in accordance to

                                                            
4 Note that the sense numeration reported in our Loom kb is
different from the WordNet's original one. Nevertheless, the
reader will easily recognize the synsets we are referring to.
5 In the text body, we usually do not report all the synonyms of a
synset (or their numeration), but only the most meaningful ones.
6 “A political organization in New York city (late 1800’s early
1900’s) seeking political control by corruption and bossism”.

Locke's position ((Lowe, E. J., 1998), p.211). This mean-
ing seems to fit the latter group of terms (Attribute, Rela-
tion, and possibly some hyponyms of Quantity), but not to
the former. Moreover, it is quite natural to consider attrib-
utes and relations as meta-level concepts, while set, time,
and space, seem to belong to the object domain.

2.2.3 OntoClean constraints violations
A core aspect of OntoClean is the analysis of subsumption
constraints induced by the identity, rigidity, and unity
meta-properties. In our analysis, we only found rigidity
violations. We suspect that there are two reasons why we
didn’t observe other kinds of violation: on one hand, we
limited our analysis to the upper levels, where the criteria
of identity and unity are very general; on the other hand,
WordNet tends, notoriously, to multiply senses, so the
chances of conflict are relatively limited.
The most common violation we have registered is bound
to the distinction between roles and types. A role cannot
subsume a type. Let's see an important clarifying example.
In its first sense, Person (which we consider as a type) is
subsumed by two different concepts, Organism and
Causal_Agent. Organism can be conceived as a type,
while Causal_Agent as a formal role. The first subsump-
tion relationship is correct, while the second one shows a
rigidity violation. We propose therefore to drop it.
Someone could argue that every person is necessarily a
causal agent, since ‘agentivity’ (capability of performing
actions) is an essential property of human beings.
Causal_Agent should therefore be intended as a synonym
of ‘intentional agent’, and considered as rigid. But, in this
case, it would have only hyponyms denoting things that
are (essentially) causal agents, including animals, spiritual
beings, the personified Fate, and so on. Unfortunately, this
is not what happens in WordNet: Agent, one of
Causal_Agent hyponyms, is defined as: "an active and
efficient cause; capable of producing a certain effect; (the
research uncovered new disease agents)". Causal_Agent
subsumes roles such as Germicide, Vasoconstrictor, Anti-
fungal. Instances of these concepts are not causal agents
essentially. This means that considering Causal_Agent as
rigid would introduce further inconsistencies.
These considerations allow us to add a pragmatic guide-
line to our methodology: when deciding about the formal
meta-property to attach to a certain concept, it is useful to
look at all its children.

2.2.4 Heterogeneous levels of generality
Going down the lower layers of WordNet's top level, we
register a certain ‘heterogeneity’ in their intuitive level of
generality. For example, among the hyponyms of Entity
there are types such as Physical_Object, and roles such as
Subject. The latter is defined as “something (a person or
object or scene) selected by an artist or photographer for
graphic representation”, and has no hyponyms (indeed,
almost any entity can be an instance of Subject, but none
is necessarily a subject)7.
For Animal (subsumed by Life_Form) this heterogeneity
becomes clearer. Together with classes such as Chordate,
Larva, Fictional_Animal, etc., we find out more specific
concepts, such as Work_Animal, Domestic_Animal,

                                                            
7 We can draw similar observations for relation_1 and set_5 with
respect to abstraction_1, etc.



Mate_3, Captive, Prey, etc. We are induced to consider the
formers as types, while the latters as roles.
Although problematic on the side of ontological distinc-
tions among event-classes, the hyponyms of Phenome-
non_1 represent another meaningful example of heteroge-
neity. At the same taxonomic level there are “reasonably”
general synsets like Natural_Phenomenon and Process
together with a specific concept like Consequence, which
could be modeled as anti-rigid (every event can be a con-
sequence of the occurring of a previous event, but we
could assume that this is not the essential characteristic of
the event itself8).
In short, intuitively some synsets sound too specific when
compared to their siblings. Look at them from the formal
point of view we are developing, we can pinpoint their
"different generality" by means of the distinction between
types and roles.

3 The OntoClean Top Ontology
Before presenting our (still preliminary!) OCT ontology, a
couple of clarifications may be useful. First of all, we do
not intend this as a candidate for a “universal” standard
ontology. Rather, we support the vision of a library of
foundational ontologies, reflecting different commitments
and purposes. In our opinion, the most important chal-
lenge today is not so much the agreement on a monolithic
set of ontological categories, but rather the careful isola-
tion of the fundamental ontological options and their for-
mal relationships. If general ontologies reflecting different
commitments and purposes are described in terms of these
formal notions, then we can hope they will form a library
of “foundational” ontologies accessible in a modular way,
keeping the necessity of largely shared ontological com-
mitments to the very minimum, and making the rationales
and alternatives underlying the different ontological
choices as explicit as possible. This is one of the goals of
the WonderWeb project, where the OCT ontology will be
linked to other foundational ontologies.
A second clarification concerns the general attitude un-
derlying our ontological choices. The OCT ontology has a
clear cognitive bias, in the sense that we aim at capturing
the ontological categories lying behind natural language
and human commonsense. Hence, we do not claim that
our categories have “deep” metaphysical implications
related to the intimate nature of the world: rather, they are
thought of as “conceptual containers” useful to describe
ontologies as cognitive artifacts ultimately depending on
human perception, cultural imprints and social conven-
tions. So, especially with respect to natural language, our
attitude is more “descriptive” than “revisionary”
(Strawson, P. F., 1959; Loux, M. J., 1998).
Finally, we have to point out that the ontology presented
here is an ontology of particulars. Properties and relations
are therefore not part of its domain. Some proposals for a
ontology of properties have been made in (Guarino, N. &
Welty, C., 2000). We are not aware of any systematic
work on the ontology of relations.

                                                            
8 For instance, the extinction of dinosaurs could have be the
consequence of the impact of an asteroid on the Earth, or of a
sudden glaciation, or of a mortal epidemic – scientists are not
sure about this – but in terms of ontology of events, it is a con-
clusive event, at most an annihilation event, and there is no need
(and here no possibility) to model it as a consequence.

3.1 General notions
Before introducing the OCT categories, let us first intro-
duce the general notions we shall use to characterize
them. Some of these notions (like rigidity and unity) have
already been defined in previous papers (respectively,
(Guarino, N. & Welty, C., 2002) and (Gangemi, A. et al.,
2001)), and will not be discussed here. So we shall limit
ourselves to the basic distinction between enduring and
perduring entities, and the varieties of dependence rela-
tionships involving particulars.9 We shall keep the discus-
sion to an informal, introductory level; a rich axiomatiza-
tion will be presented in a forthcoming paper.

3.1.1 Enduring and perduring entities
A fundamental distinction we assume in the OCT ontol-
ogy is that between enduring and perduring entities. This
is almost identical, as we shall see, to the distinction be-
tween so-called continuants and occurrents (Simons, P.,
1987), which is still being strongly debated both in the
philosophical literature (Varzi, A., 2000) and within on-
tology standardization initiatives10. Again, we must stress
that this distinction is motivated by our cognitive bias: we
do not commit to the fact that both these kinds of entity
“really exist”, and we are indeed sympathetic with the
recent proposal made by Peter Simons, that enduring enti-
ties can be seen as equivalence classes of perduring enti-
ties, as the result of some kind of abstraction mechanism
(Simons, P., 2000).
But let us see what this distinction is about. The difference
between enduring and perduring entities (which we shall
also call endurants and perdurants) is related to their be-
havior in time. Endurants are always wholly present (i.e.,
all their proper parts are present) at any time they are pre-
sent. Perdurants, on the other hand, just extend in time by
accumulating different temporal parts, so that, at any time
they are present, they are only partially present, in the
sense that some of their proper parts (e.g., their previous
phases) may be not present. For instance, the piece of pa-
per you are reading now is wholly present, while some
temporal parts of your reading are not present any more.
Philosophers say that endurants are entities that are in
time, while lacking however temporal parts (so to speak,
all their parts travel with them in time). Perdurants, on the
other hand, are entities that happen in time, and can have
temporal parts (all their parts are fixed in time).
This different behavior affects the notion of change in
time. Endurants can “genuinely” change in time, in the
sense that the very same whole endurant can have incom-
patible properties at different times; perdurants cannot
change in this sense, since none of their parts keeps its
identity in time. To see this, suppose that an endurant has
a property at a time t, and a different, incompatible prop-
erty at time t': in both cases we refer to the whole object,
without picking up any particular part. On the other hand,
when we say that a perdurant has a property at t, and an
incompatible property at t', there are always two different
parts exhibiting the two properties.
We have already mentioned that endurants and perdurants
can be taken as synonyms of the more common terms
                                                            
9 In the OntoClean taxonomy evaluation methodology only de-
pendence between properties is used.
10 See for instance the extensive debate about the “3D” vs. the
“4D” approach at www.suo.org.



continuants and occurrents . We prefer however the
adopted terminology, because the continuants/occurrents
distinction is sometimes considered only within so-called
concrete entities, while, as we shall see, we take it as
spanning the whole domain of particulars, including ab-
stracts that we shall consider as endurants. Finally, we
shall take occurrence, and not occurrent, as synonym of
perdurant, since it seems natural to use occurrent to de-
note a type (a universal), whose instances are occurrences
(particulars).
The endurants/perdurants distinction evidences the gen-
eral necessity of temporally indexing the relationships
within endurants. This means that, in general, it is neces-
sary to know when a specific endurant bears a certain re-
lation to other endurants. Consider for instance the classi-
cal example of Tibbles the cat (Simons, P., 1987): Tail is
part of Tibbles before the cut but not after it, i.e. we have
to “temporalize” the part relation: P(Tail, Tibbles, be-
fore(cut)) and ¬P(Tail, Tibbles, after(cut)).
With respect to a temporalized relation R, we can distin-
guish R-constant endurants from R-variable endurants. An
endurant e is called R-constant iff, when R(x1, … , xn, e, t)
holds for a temporal interval t, then R(x1, … , xn, e, t') also
holds whenever e is present at t'.
We can also strengthen this definition introducing the mo-
dal notion of an R-invariant endurant. An endurant e is
called R-invariant iff, if it is possible that R(x1, … , xn, e,
t) then necessarily R(x1, … , xn, e, t) holds whenever e is
present at t’.
For the purpose of characterizing the OCT categories, the
property of being constant (or invariant) with respect to
the parthood relation (mereologically constant (invariant))
has a special relevance. For example, we usually take or-
dinary material objects as mereologically variable, be-
cause during their life they can lose or gain parts. On the
other hand, amounts of matter are taken as mereologically
invariant (all their parts are essential part), and so on.

3.1.2 Dependence
Let us now introduce informally some useful definitions
based on the notion of dependence, adapted from
(Thomasson, A. L., 1999). We focus here on ontological
dependence (holding primarily between particulars, and
only by extension between properties), to be distinguished
from notional dependence, which only holds between
properties).
A particular x is specifically constantly dependent  (SCD)
on another particular y iff, at any time t, x can't be present
at t  unless y is also present at t. For example, a person
might be specifically constantly dependent on its brain.
A particular x is generically constantly dependent (GCD)
on a property φ iff, at any time t, x can't be present at t,
unless a certain instance y of φ is also present at t. For
example, a person might be generically constantly de-
pendent on having a heart.

1.2 The OntoClean Top Categories
The most general kinds of particulars assumed in the On-
toClean Top ontology are described in Figure 1. They are
assumed to be mutually disjoint, and covering the whole
domain of particulars. They are also considered as rigid
properties, according to the OntoClean methodology that
stresses the importance of focusing on these properties
first.

Quality
Quality Region
Aggregate

Amount of matter
Arbitrary collection

Object
Physical Object

Body
Ordinary object

Mental Object
Feature

Relevant part
Place

Occurrence
State
Process
Accomplishment

Abstract

Figure 1: Onto Clean Top Categories.

1.2.1 Qualities and quality regions
‘Quality’ is often used as a synonymous of ‘property’, but
this is not the case in the OCT ontology: qualities are par-
ticulars, properties are universals. According to our view,
every entity comes with certain qualities, which exist ex-
actly as long as the entity exists. These qualities belong to
different quality types (like color, size, smell, etc.), and are
characteristic (inhere to) specific individuals: no two par-
ticulars can have the same quality. So we distinguish be-
tween a quality (e.g., the color of a specific rose), and its
“value” (e.g., a particular shade of red). The latter is called
quale, and describes the “extension” (or “classification”)
of an individual quality with respect to a certain concep-
tual space (called here quality space) (Gärdenfors, P.,
2000), So when we say that two roses have the same color
their two colors are classified in the same way wrt the
color space (they have the same color quale), but still they
have two numerically distinct qualities.
The reason of this distinction between qualities and
qualia, which is inspired to the theory of tropes (with
some differences that can’t be discussed here11), is mainly
due to the fact that natural language – in certain constructs
– seems often to make a similar distinction. For instance,
when we say “the color of the rose turned from red to
brown in one week” or “the room’s temperature is in-
creasing” we are not speaking of a certain shade of red, or
a specific thermodynamic status, but of something else
that changes its properties in time while keeping its iden-
tity. This is why we assume that qualities are endurants.
On the other hand, when we say that “red is opposite to
green” or “red is close to brown” we are not speaking of
qualities, but rather of regions within quality spaces. The
specific shade of red of our rose – its color quale – is
therefore an atom in the color space.12

                                                            
11 An important difference is that standard tropes theories ex-
plain a qualitative change in terms of a substitution of tropes (an
old trope disappears and a new one is created). We assume in-
stead that qualities are a sort of “enduring tropes”.
12 The possibility of talking of qualia as particulars rather than
reified properties is another advantage of our approach.



Each quality type has an associated quality space with a
specific structure. For example, lengths are usually asso-
ciated to a metric linear space, and colors to a topological
2D space. The structure of these spaces reflects our per-
ceptual and cognitive bias.
Under this approach, we can explain the relation existing
between ‘red’ intended as an adjective (as in “this rose is
red”) and ‘red’ intended as a noun (as in “red is a color”):
the rose is red because its color is located in the red region
within the color space (more exactly, its color quale is a
part of that region).
As a final remark, we note that qualities are assumed to be
as specifically constantly dependent on the entities they
inhere to.

1.2.1.1 Location
In the OCT ontology, space and time are considered as
quality types like color, weight, etc. The spatial (temporal)
individual quality of an entity is called spatial (temporal)

location, while its quale is called spatial (temporal) region
and it belongs to the associated quality space (respectively
geometric space and temporal space). For example, the
spatial location of a physical object is just one of its indi-
vidual qualities: it belongs to the quality type space, and
its quale is a region in the geometric space. Similarly for
the temporal location of an occurence. This allows an ho-
mogeneous approach that remains neutral about the prop-
erties of the geometric/temporal space adopted (for in-
stance, one may assume a circular time).
Notice that quality regions can have qualities themselves
(for instance, the spatial location of a certain object can
have a shape), in particular we assume that all quality re-
gions are temporally located, and that their temporal
qualia coincide with the temporal universe, i.e. quality
regions are always present.

Abstraction_1
Attribute

Color
Chromatic_Color

Measure$Quantity$Amount$Quantum
Relation_1
Set_5
Space_1
Time_1

Act$Human_Action$Human_Activity
Action_1
Activity_1
Forfeit$Forfeiture$Sacrifice

Entity$Something
Anticipation
Causal_Agent$Cause$Causal_Agency
Cell_1
Inessential$Nonessential
Life_Form$Organism$Being$…
Object$Physical_Object

Artifact$Artefact
Edge_3
Skin_4
Opening_3
Excavation$…
Building_Material

Mass_5
Cement_2
Bricks_and_Mortar
Lath_and_Plaster

Body_Of_Water$Water
Land$Dry_Land$Earth$…
Location
Natural_Object

Blackbody_Full_Radiator
Body_5
Universe$Existence$Nature$…
Paring$Paring

Film
Part$Portion

Body_Part
Substance$Matter

Body_Substance
Chemical_Element
Food$Nutrient

Part$Piece
Subject$Content$Depicted_Object

Event_1
Fall_3
Happening$Occurrence$Natural_Event

Case$Instance
Time$Clip

Might-Have-Been
Group$Grouping

Arrangement_2
Biological_Group
Citizenry$People

Phenomenon_1
Consequence$Effect$Outcome…
Levitation
Luck$Fortune

Possession_1
Asset
Liability$Financial_Obligation$…
Own_Right
Territory$Dominion$…
Transferred_Property$…

Psychological_Feature
Cognition$Knowledge

Structure
Feeling_1
Motivation$Motive$Need

State_1
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Being$Beingness$Existence
Condition$status
Damnation$Eternal_Damnation

Figure 2: WordNet’s top Level



1.2.2 Aggregates
The common trait of aggregates is that they are endurants
and none of them is an essential whole. We consider two
kinds of aggregates: Amounts of matter and Arbitrary
collections. The former are mereologically invariant, in
the sense that they change their identity when they change
some parts. The latter are defined as “mere mereological
sums” of essential wholes which are not themselves es-
sential wholes (like the sum of a person’s nose and a
computer keyboard). They are essentially mereologically
pseudo-constant, in the sense that they change their iden-
tity when a member (i.e. a special part of a collection, see
(Gangemi, A. et al., 2001)) is changed, while a change in
the non essential parts of a member is allowed. We may
have called arbitrary collections groups, or perhaps sets;
but we prefer to use set for abstract entities, and group for
something having an intrinsic unity.

1.2.3 Objects
The main characteristic of objects is that all of them are
endurants and essential wholes. They have no common
unity criterion, however, as different subtypes of objects
may have different unity criteria. Often objects (indeed,
all endurants) are considered ontologically independent
from occurrences (discussed below). But, if we admit that
every object has a life, it is hard to exclude a mutual on-
tological dependence between the two. Nevertheless, we
can use the notion of dependence to distinguish between
objects that are not specifically constantly dependent on
other objects and have a spatial location (physical objects)
and objects that are generically constantly dependent on
persons (that are also objects) and do not have a spatial
location (mental objects). Among physical objects, we
further distinguish between bodies and ordinary objects.
Bodies are mereologically invariant, and then they are
material objects in the sense of physics.13. Ordinary ob-
jects (and mental objects even more) have a more cogni-
tive nature, as they are admitted to change some of their
parts while keeping their identity: they can have therefore
temporary parts. Among mental objects, we could distin-
guish between purely subjective mental objects, i.e. ob-
jects depending on a singular person (like an intention, or
a competence), and intersubjective mental objects, i.e.
objects depending on a community of persons (like a pro-
ject, a legal norm, a moral value, an aesthetic notion).

1.2.4 Features
Typical examples of features are “parasitic entities” such
as holes, bumps, surfaces, or stains, which are generically
constantly dependent on physical objects14 (their hosts).
All features are essential wholes, but no common unity
criterion may exist for all of them. However, typical fea-
tures have a topological unity, as they are singular enti-
ties. Features may be relevant parts of their host, like a
bump or an edge, or places like a hole in a piece of
cheese, the underneath of a table, the front of a house,
which are not parts of their host.

                                                            
13 Notice that differently from the amounts of matter they are
essential whole.
14 We may think that features are specifically constantly depend-
ent on their host, but an example like “a whirlpool” is very criti-
cal in this sense. Notice that we are not considering as features
entities that are dependent on mental-objects.

1.2.5 Occurrences
Occurrences are synonymous of perdurants. They com-
prise what are variously called events, processes, hap-
penings, and states. Occurrences can have temporal parts
or spatial parts. For instance, the first movement of (the
execution of) a symphony is a temporal part of it. On the
other side, the play performed by the left side of the or-
chestra is a spatial part. In both cases, these parts are oc-
currences themselves. Clearly objects can’t be parts of
occurrences, rather they participate to them.
Within occurrences, we consider two main ontological
dimensions of distinction: homeomery and relationality.
The first dimension has been introduced by Parsons,
Cresswell, and Mourelatos (see (Casati, R. & Varzi, A.,
1996)): intuitively, we say that an occurrence is homeo-
meric iff all its temporal parts can be described in the
same way used for the whole occurrence: for instance,
every temporal part of “my sitting here” for an hour is still
a “sitting here of mine”. But if we consider “Messner’s
ascent to Everest” (intended in the complete sense), no
parts of it are a “Messner’s ascent to Everest”. To formal-
ize this notion, we need to refer to a certain property that
holds for all the temporal parts of a certain occurrence o.
We individuate this property by considering the most spe-
cific occurrent of o, i.e. the most specific occurrence type
o is instance of. Then we can say that o is homeomeric iff
all its temporal parts are instances of the same most spe-
cific occurrent.
The second dimension takes inspiration mainly from
(Smith, B., 1982). An occurrence is said non-relational
when only one object participates to it, while it is rela-
tional when it has two or more objects as participants.
Occurrences involving qualities varying in time (i.e.,
which can change their qualia in time) are prototypical
examples of non-relational occurences: the change of
color of a rose has only one object as a participant (there
may be other participants, such as the rose’s color, but this
is a quality and not an object).
In our proposal, homeomery seems to be enough to ac-
count for the distinctions proposed in the literature (espe-
cially (Mourelatos, A., 1996)) among states, processes,
and accomplishments. It is easy to see that states are ho-
meomeric occurrences (e.g., "the air smelling of jas-
mine"), while accomplishments are non-homeomeric (e.g.
"the sunset"). Processes can be characterized as weakly
non-homeomeric, in the sense that some temporal parts of
them are instances of the same most specific occurrent,
and some are not. For instance, in the case of “running”, if
you consider that instantaneous temporal part of your run-
ning through the park in which your right foot touches the
ground while your left foot does not (think about photo-
finish in a race), this sub-event is no more a “running”.
Together, processes and accomplishments are often de-
scribed as dynamic events, just because of an (apparent)
change of some of their properties across their different
temporal parts.
In any case, we can further divide each of these categories
into relational and non-relational occurrences.

1.2.6 Abstracts
Like mental-object and their qualities, abstracts are en-
during entities that do not have a spatial location (indeed
they do not have any “physical quality”). Differently from
mental-object and their qualities, abstracts are independ-
ent from objects (and in particular from persons). Exam-



ples of abstracts are sets, symbols, propositions, struc-
tures, and physical laws.

4 Mapping WordNet into the OCT ontology
Let us consider now the results of integrating the WordNet
top concepts into our top-level. According to the Onto-
Clean methodology, we have concentrated first on the so-
called backbone taxonomy, which only includes the rigid
properties. Formal and material roles have been therefore
excluded from this preliminary work.
Comparing WordNet's unique beginners with our onto-
logical categories, it becomes evident that some notions
are very heterogeneous: for example, Entity looks like a
"catch-all" class containing concepts hardly classifiable
elsewhere, like Anticipation, Imaginary_Place, Inessential,
etc. Such synsets have only a few children and these have
been already excluded in our analysis.
The results of our integration work are sketched in Table
2. Our categories are reported in the first column; the sec-
ond column shows the WordNet synsets that are covered
by such categories (i.e., they are either equivalent to or
included by them); the third column shows some hypo-
nyms of these synsets that were rejected according to our
methodology. Finally, the last column shows further hy-
ponyms that have been appended under our categories,
coming from different places in WordNet. The problems
encountered for each category are discussed below.

4.1 Aggregates, Objects, and Features
Entity is a very confused synset. As sketched in the table,
a lot of its hyponyms have to be "rejected": in fact there
are roles (Causal_Agent, Subject_4), unclear synsets (Lo-
cation15) and so on. This Unique Beginner maps partly to
our Aggregate and partly to our Object category. Some
hyponyms of Physical_Object are mapped to our new top
concept Feature.
By removing roles like Arrangement and Straggle,
Group$grouping becomes a partition of the Ordinary Ob-
ject category. In fact, hyponyms like Collection , So-
cial_Group, Biological_Group, and so on, are nothing but
plural objects, supporting a clear unity criterion.
Possession_1 is a role, and it includes both roles and
types. In our opinion, the synsets marked as types (Asset,
Liability, etc.) should be moved towards lower levels of the
ontology, since their meanings seem to deal more with a
specific domain - the economic one - than with a set of
general concepts (except some concepts that can be
mapped to Mental Object, such as Own_Right). This
means that the remainder branch is also to be eliminated
from the top level, because of its overall anti-rigidity (the
peculiarity of roles).

4.2 Abstracts and Qualities
ABSTRACTION_1 is the most heterogeneous Unique Be-
ginner: it contains abstracts such as Set_5, mental objects
such as Chromatic_Color (an example of quality space16),

                                                            
15 Referring to Location, we find roles (There, Here, Home, Base,
Whereabouts), instances (Earth), and geometric concepts like
Line, Point, etc.).
16 By looking to the corresponding hyponyms, it becomes clear
that this synset could also be viewed as denoting a quality (by

qualities (mostly from the synset Attribute) and a hybrid
concept (Relation_1) that contains mental objects, con-
crete entities (as Substance_417), and even meta-level
categories (see §2.2.2). Each child synset has been
mapped appropriately.
Psychological_feature contains both mental objects (Cog-
nition18) and events (Feeling_1). We consider Motivation as
a material role, so to be added to lower levels of the tax-
onomy of mental objects.
The classification of qualities deals mainly with adjec-
tives. This paper focuses on the WordNet database of
nouns; nevertheless our treatment of qualities foreshad-
ows a semantic organization of the database of adjectives
too, which is a current desiderata in the WordNet commu-
nity (see (Fellbaum, C., 1998), p. 66).

4.3 Occurences
Event_1, Phenomenon_1, State_1 and A c t _ 1 are the
Unique Beginners of those branches of WordNet denoting
events. WordNet does not support the distinction between
relational and non-relational occurrences, so first of all, in
order to restructure this partition of the top level, we need
to separate the hyponyms of the above-mentioned four
synsets by means of our defined first dimension. We see,
for example, that State_1 maps in part to non-relational
state (condition$status, cognitive_state,  existence,
death_4, degree, skillfulness…), in part to relational state
(medium_4, relationship_1 and relationship_2, disorder,
order, hostility, conflict…). We register a similar behavior
for the children of Process (a subclass of Phenome-
non_1): decrement_2, increment and shaping could be
seen as kinds of process involving a single main partici-
pant, while chelation, economic_process, execution and
some hyponyms of Natural_Process (a direct hyponym of
Process) seem to denote relational occurrences. Under
Act_1 we find in general events of two kinds: processes
(see activity_1 and its hyponyms) and accomplishments
(see the homonymous synset under action_1). For sake of
simplicity, we consider the hyponyms of Act_1 as being
both relational and non-relational, depending on the con-
text in which they are used. Event_1 has a too much ge-
neric composition in order to be partitioned clearly in
terms of our approach (see, for instance, the beginning of
§2.2.1): to a great extent, however, its hyponyms could be
added to lower levels of the taxonomy of occurrences.

5 Conclusions
The final results of our integration effort are sketched in
Figure 3. Our results show that a serious taxonomy rear-
rangement is needed. The blind application of Onto-
Clean’s taxonomy evaluation methodology provides a
first guideline, but stronger ontological commitments
seem to be unavoidable in order to get a “disciplined”
taxonomy. In our opinion, strong (and explicit) ontologi-
cal distinctions do also reduce the risk of classification
mistakes in the ontology development process, and sim-
plify the update and maintenance process.
Our research is still in progress: we hope we have paved

                                                                                                  
means of this we decide to append it both under Quality and
Quality Region top concepts).
17 “The stuff of which an object consists”.
18 “The psychological result of perception, and learning and rea-
soning”.



the way for future work and possible cooperation.
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Table 2: Synsets marked with ‘*’ are heterogeneous (some of their children are to be moved elsewhere, some are roles, or
some are instances); those marked with ‘(!)’ have no hyponyms; those in upper case are WordNet Unique Beginners.

OCT Top Categories Covered Synsets Rejected Hyponyms Imported Hyponyms

Quality Attribute* Trait, Ethos, Inheritance, …

Temporal Location Time_interval$interval* Eternity, Greenwich_Mean_Time,
Present, Past, Future

Spatial Location Position$place

Color

…

Chromatic_color

Quality Region Attribute* Trait, Ethos, Inheritance, …

Time Region Time_1, Time_interval$interval* Eternity, Greenwich_Mean_Time,
Present, Past, Future

Space Region Space_1* Subspace, …

Color Region

…

Chromatic_color

Aggregate Aggregate_2 (!)

Amount of Matter Substance$Matter* Bedding_Material, Ballast, Atom,
…

Mass_5, Cement_2, Substance, …

Arbitrary Collection

Object ENTITY$SOMETHING* Anticipation, Causal_Agent,
Imaginary_Place, Substance

Physical Object

Body Natural_Object* Dead_Body, Constellation, Stone,
Nest, …

Ordinary Object Physical_Object*, Group* Finding, Catch, Vagabond;
Arrangement, Social_Group, …

Mental Object PSYCHOLOGICAL_FEATURE* Feeling_1, Motivation_1 Own_Right (!), Social_Group

Feature

Relevant Part Part$portion*, Fragment Substance_4 Edge_3, Skin_4, Paring$Parings, …

Place Opening_3,
Excavation$hole_in_the_Ground, …

Occurrence STATE_1*, PHENOMENON_1*,
ACT*

Utopia, Dystopia, Nature,
Consequence, Stay_1, …

State STATE_1* Utopia, Dystopia, Nature

Non-relational Condition$status,
Cognitive$State, Existence,
Death_4, Degree, …

Relational Medium_4, Relationship_1,
Relationship_2, Order, Disorder,
Hostility, Conflict, …

Process Process, Activity_1

Non-relational Decrement_2, Increment, Shaping

Relational Chelation, Execution, …

Accomplishment Accomplishment$achievement

Non-relational

Relational

Abstract Statement_1, Cognition, Arrangement_2,

Proposition Proposition_1

Set
…

Set_5



Quality
position$place
time_interval$interval
chromatic_color
…

Quality Region
space_1
time_1
time_interval$interval*
chromatic_color
…

Aggregate
Amount of matter

body_substance
chemical_element
mixture
compound$chemical_compound
mass_5
fluid_1

Arbitrary collection
…

Object
Physical Object

Body
blackbody$full_radiator
body_5
universe$existence$nature$creation
…

Ordinary Object
collection$aggregation
biological_group
kingdom
…
body_of_water$water
land$dry_land$earth$…
body$organic_structure
artifact$artefact*
life_form$organism$being$…

Mental Object
cognition$knowledge

structure
…

own_right
social_group
…

Feature
Relevant Part

edge_3
skin_4
paring$parings
…

Place
opening_3
excavation$hole_in_the_ground
…

Occurrence
State

Non-relational
condition$status
cognitive_state
existence
death_4
degree
…

Relational
medium_4
relationship_1
relationship_2
conflict
…

Process
Non-relational

decrement_2
increment
shaping
activity_1
…

Relational
chelation
execution
activity_1
…

Accomplishment
Non-relational

accomplishment$achievement
…

Relational
accomplishment$achievement
…

Abstract
statement_1

proposition
…

symbol
set_5
…

Figure 3: WordNet cleaned up: mapping WordNet into the OntoClean top-level.



Parallel Hierarchies in the Verb Lexicon
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Abstract
We discuss semantically heterogeneous manner-relations in the verb component of a lexical database. To make verb hierarchies more
consistent while at the same time including instances of links among verbs that are based on expectancy instead of logical necessity,
we propose to augment the lexical database with a parallel relation among hierarchically organized verbs. Possibilities for identifying
instances of para-troponymy in corpora are outlined and the advantages of an enriched lexical database for NLP are briefly discussed.

1. Introduction and Background
It has been pointed out that the noun hierarchies in

WordNet are built on heterogeneous subsumption relations
(Gangemi et al., 2001; Gangemi et al., 2002; Guarino and
Welty, 2001). The most common violation of the subsump-
tion relation is the failure to distinguish Types and Roles
(Guarino and Welty, 2002). Thus, WordNet lists as subor-
dinates of the synset dog, domestic dog, Canis familiaris
such synsets as poodle, poodle dog, Newfoundland, and
corgi, Welsh corgi along with synsets like cur, mongrel,
mutt, lapdog, hunting dog, and working dog. (Gangemi et
al., 2001; Gangemi et al., 2002) propose eliminating from
WordNet violations of strict subsumption (Type) relations
and moving Roles like student to lower levels of the taxon-
omy.

Some of WordNet’s verb hierarchies exhibit heteroge-
neous kinds of subordinates that seem intuitively similar to
the Type/Role distinction among the nouns. For example,
among the manner-subordinates of clean, we find steam-
clean along with brush, sweep, and wipe. One of our goals
here is to examine the heterogeneous manner-of relations in
WordNet’s verb component. Referring to work in progress,
(Gangemi et al., 2002) briefly outline a clean ontology of
events, categorizing them on the basis of criteria such as
aspect and intentionality. Their examples are all complex
events, such as conducting a symphony and running a 100-
meter race. The number and nature of the event’s partici-
pants as well as its spatial and temporal parts provide crite-
ria for the ontological status of the events.

WordNet’s verb entries are for the most part simple lex-
ical items and do not include the kinds of complex events
cited in (Gangemi et al., 2002). To the extent that WordNet
is an ontology, it is a strictly lexical ontology whose en-
tries are limited to concepts that are lexicalized in English1.
WordNet resembles a traditional dictionary or thesaurus in
that it does not explicitly account for aspectual or argument-
taking properties of verbs (though verbs that are hierarchi-
cally related frequently share the same valency and aspec-
tual properties). Therefore, the criteria for a clean ontology
of events outlined by (Gangemi et al., 2002) are not appli-
cable, and, indeed, may be complementary to the present
discussion. Our treatment of simple verbs must necessarily

1WordNet’s verb component contains a few non-lexicalized
nodes that are arguably occupied by lexical gaps. See (Fellbaum
and Kegl, 1989) for discussion.

be less ambitious, though we hope, no less interesting.
Besides offering some theroretical reflections, this pa-

per attempts to outline how the different manner relations
among the verbs could be constructively exploited and how
corresponding links might be added to WordNet. Distin-
guishing and introducing a second manner relation paral-
lel to the existing one would not only ensure semantically
consistent relations but also yield a richer and more tighly
interconnected network with a greater potential for NLP ap-
plications.

2. Hierarchies in WordNet’s Verb Lexicon
In WordNet (Fellbaum, 1998), a word’s meaning is rep-

resented by its membership in a group of cognitively syn-
onymous words (a synset), and labelled pointers among the
synsets that stand for semantic relations such as hyponymy,
meronymy, and opposition.

The semantic relation that organizes most of the verbs in
WordNet is the manner relation, or troponymy (Fellbaum,
1998). This relation allows one to build hierarchical struc-
tures akin to those found in the noun lexicon. Similar to the
hyponymy relation expressable by the formula “X is a kind
of Y”, the formula for troponymically related verbs is (1):

(1) to X is to Y in some manner/way

For example, stammer, lisp, and whisper are among the
many manner subordinates of speak, as the statement “to
stammmer/lisp/whisper is to speak in some manner” shows.

Thus, WordNet expresses (part of) the meaning of verb
X in terms of the meaning of its superordinate, Y. And the
meaning of verb Y is expressed, in part, as the sum of the
meaning of its subordinates (troponyms), such as X.

The manner relation is highly polysemous, as (Fell-
baum, 1998) notes. Depending on the semantic domain, the
differentiae distinguishing the superordinate from the more
specific subordinate may be dimensions like speed (walk-
run), direction (move-rise), volume (talk-scream), or inten-
sity (persuade-brainwash). Despite these differences, the
formula given in (1) seems to fit thousands of English verb
senses and could be used to construct WordNet’s extensive
net, which currently includes well over 13,000 verb synsets.

3. Heterogenous Troponymy Relations
Most verbs fit neatly into a given hierarchy and can be

assigned to a clearly identifiable superordinate (following



an initial stage of identifying and coding top-level concepts,
WordNet was constructed bottom-up). But if one examines
specific hierarchies, it becomes clear that the relation is not
just polysemous along the dimensions referred to above, but
semantically heterogeneous.2

For example, exercise has subordinates like jog, swim,
and bike. But these are clearly also manners of mov-
ing/travelling3. Both the following statements are true:

(2) to jog/swim/bike is to exercise in some manner

(3) to jog/swim/bike is to move in some manner

But clearly, there is a difference. The relation between
jog, swim, bike and exercise is defeasible: Not every jog-
ging/swimming/biking event is necessarily an exercising
event. By contrast, every jogging/swimming/biking event
is necessarily a moving event:

(4) She jogged/swam/biked but did not exercise

(5) *She jogged/swam/biked but did not move

The concept exercise is definable only by means of sub-
ordinates like swim, jog, and bike that are shared with an-
other subordinate, move. But move has many subordinates
that are not shared with exercise, such as fly and drive.

The relation of jog, swim and bike to their superordi-
nates move and exercise is similar to that between, e.g., dog,
cat, and goldfish to animal on the one hand and to pet on
the other hand:

(6) A dog/cat/goldfish is a kind of pet.

(7) A dog/cat/goldfish is a kind of animal.

(8) That’s my dog/cat/goldfish, but it is not a pet.

(9) *That’s my dog/cat/goldfish, but it is not an animal.

Just as one can recognize dogs, cats, and goldfish as an-
imals, but not (necessarily) as pets (Guarino, 1999), so one
can recognize instances of biking, swimming, jogging as
moving events, but not (necessarily) as exercising events.
Unlike moving, the exercise component of biking, swim-
ming, and jogging does not supply an identity criterion
and is notionally dependent. Applying the terminology
of (Guarino and Welty, 2001; Guarino and Welty, 2002)
for nouns to verbs, we could say that moving is a rigid
property, and exercising is an anti-rigid property of a bik-
ing/swimming/jogging event. Thus, verbs like exercise are
similar to role nouns like pet, and move is similar to type
nouns like animal.

2Some of the examples discussed here are not in fact coded in
the current version WordNet, 1.7.

3For the sake simplification, we omit other nodes that may in-
tervene; e.g., jog is linked to move via run.

3.1. Consequences for a Lexical Database

(Gangemi et al., 2002) propose an important criteria for
“cleaning up” an ontology like WordNet: An anti-feature
cannot subsume a feature. Thus, anti-rigidity cannot sub-
sume rigidity. (Gangemi et al., 2002) advocate eliminat-
ing all violations of this principle found among WordNet’s
nouns. This would cut out hierarchical links between synset
pairs like animal and fictitious animal, while leaving intact
the relation between pairs like animal and horse.

3.2. Arguments for Including Heterogeneous
Troponymy Relations

The verb component of WordNet contains (perhaps
many) cases of heterogeneous subsumption relations, and
these must be recognized and distinguished. But we ar-
gue for retaining the corresponding pointers and, in fact,
for coding more instances. Our arguments are grounded
largely in a pragmatic view of WordNet as an NLP tool,
rather than as an ontology that is perfectly consistent with
strict logical principles.

First, if links between verbs like bike and exercise were
eliminated in favor of links such as between bike and
move, travel, important and potentially valuable informa-
tion would be lost. In some cases, the semantic relation
between words that are not conforming to strict subsump-
tion principles is more salient than between words that are
properly linked. This point will be discussed further later
on.

Second, lexical databases that are useful for NLP gain
from a tight network of relations. Word sense disambigua-
tion, anaphor resolution, and applications relying on mea-
sures of textual cohesion can benefit from links such as be-
tween bike and exercise.

Finally, a random search in the WordNet shows up a
fair number of subsumption violations of the jog/swim/bike
as a manner of exercise kind. They are not simple lexico-
graphic errors, as demonstrated by the goodness of the for-
mula to jog/bike/swim is to exercise in some manner. But
at present, we don’t know how common such relations are,
nor whether they are distributed evenly throughout the lex-
icon. Eliminating them when found would preclude a sys-
tematic study of the range, variety, and distribution of these
relations and a better understanding of the structure of the
lexicon.

4. Representing Different Kinds of Verb
Hyponymy

Various possibilities exists for representing links be-
tween bike, swim, jog and superordinates like move on the
one hand and exercise on the other hand.

First, each verb could be linked to multiple parents by
means of the same labelled “manner” pointer. However,
this “tangled hierarchy” approach is clearly unsatisfactory,
as it implies that every jogging/swimming/biking event is
both an exercising and a moving event, when in fact only
the latter is true.

The second possibility is to posit two distinct senses
each for verbs like swim, bike and jog, each sense with
a different superordinate, here move and exercise. Some
traditional dictionaries take this route; for exampe, jog is



represented in the American Heritage Dictionary as having
distinct running and exercising senses. But this solution
has the undesirable effect of increasing polysemy. More
seriously, positing two distinct senses misses the fact that is
every instance of jogging-as-exercise is necessarily also an
instance of moving.

A better way to capture the relevant semantic facts is to
introduce two distinct kinds of super-/subordinate relation
linking a single verb to two superordinates. In addition to
strict hyponymy, there would be a parallel hyponymy rela-
tion with the appropriate properties.

4.1. Para-troponymy

(Cruse, 1986) proposes a relation dubbed para-
hyponymy for organizing nouns like dog and pet hierar-
chically. Like regular hyponymy, para-hyponymy admits
the formula Xs and other Ys, where X is the subordinate
and Y the superordinate: Both roses and other flowers and
dogs and other pets are good. This formula can easily be
adopted for verbs, and fits both strict hyponymy and para-
hyponymy:

(10) Biking/swimming/jogging and other manners of mov-
ing/travelling

(11) Biking/swimming/jogging and other manners of exer-
cising

To distinguish strict hyponymy from para-hyponymy
among nouns, (Cruse, 1986) cites the but-test:

(12) It’s a dog, but it’s not a pet

This test shows that the hyponymy relation between pet
and dog is first, expected, and second, defeasible.

Para-hyponymy can easily be applied to concepts ex-
pressed by verbs. The pairs walk and exercise, jog and ex-
ercise, bike and exercise etc. are all good in the but not
frame:

(13) It’s a walking/jogging/biking event but it’s not an ex-
ercising event.

To distinguish this relation in the verb lexicon from
para-hyponymy among nouns, we will call it para-
troponymy. Our proposal for WordNet or a similar lexical
database designed for NLP applications then is to include
among the verb relations both strict troponymy and para-
troponymy.

Other examples of verbs related by para-troponymy are
listed below4. Brush, wipe, sweep are para-troponyms of
clean and troponyms of rub; by contrast, steam-clean, dry-
clean are strict troponyms of clean. Nod, wink, scowl,
frown, pout are para-troponyms of gesture, communicate
and troponyms of move [a specific bodypart] (omitting sev-
eral intervening nodes).

4The examples of para-troponyms that we have found so far
intuitively suggest a similarity to the telicity of Role nouns in
para-hyponymic hierarchies; para-troponyms refer to events with
a specific purpose or goal, as noted in (Fellbaum, 2002)

5. Expectation
(Cruse, 1986) notes that para-hyponymy is defined not

by logical necessity but by “expectation.” While intu-
itively convincing, this notion immediately raises several
questions. How can expectation be characterized? Can
it be quantified? How can pairs of verbs related by para-
troponymy identified in the lexicon? And how do we know
whether, say, a verb token jog in a corpus refers to an exer-
cising event or (merely) to a running event?

To begin with, expectation is often context-dependent
rather than inherent in the concept. In some contexts,
a given verb’s interpretation as a para-troponym is more
salient, whereas in other context, its reading as a strict tro-
ponym of another superordinate is more appropriate:

For example, move is more salient in (14), but exercise
is more salient in (15):

(14) a. The boat capsized and we had to swim to the shore.

(14) b. My car is in the repair shop so I’ll bike to work.

(14) c. It started to rain heavily so she ran into the library.

(15) He swims/bikes/runs 3 miles every morning before
work.

Some contexts allow for an underspecified reading:

(16) He jogged to the store.

More specifically, the nature of the verb’s argument pro-
jection may play a role in setting up the expectation and the
appropriate reading in some cases. Clear dishes from the
table, where the Locatum entity is the direct object, seems
to favor the remove reading (the strict superordinate) rather
than the clean reading (the para-superordinate); clear the
table of dishes, with the Location entity in direct object po-
sition, appears to favor the clean interpretation.

Second, the degree of expectation may differ across
verbs independently of specific contexts. For some verbs,
the para-relation is stronger than the strict relation, and
the reverse may be true for other verbs. For example,
jog intuitively is more strongly associated with its para-
superordinate exercise than with its logical superordinate
run, move. This is reflected in the fact that some dictio-
naries have distinct running and exercising senses for jog,
as noted earlier. Conversely, walk seems be more strongly
associated with move that with exercise. Walk seems like a
less canonical form of exercise than jog, and thus exhibits
a weaker association with its para-hypernym and a corre-
spondingly stronger link to its strict superordinate.

The relative frequency of one reading as compared to
another presumably influences expectation. Just as, say,
hawks as pets may be more conventional in certain cultures
than in others, there are probably cultures where jogging is
not done for exercise purposes but, say, for pursuing game
in a hunt.

Of course, the higher frequency of one reading as com-
pared to the other makes the former more expected and
thus stronger. It would therefore be desirable to firm up
intuitions about the relative strength or weakness of the
(para)troponymy relation with the aid of corpus data.



Almost any verb that is a hyponym of move could be
made a para-troponym of exercise, just as any animal can
be called a pet. If one wants to code para-relations in the
database, it is important to avoid flooding it with links that
reflect readings with very low expectancy. Here, too, cor-
pus data would be useful to identify genuine from spurious
para-links.

6. Para-tronomymy in the Lexicon
This paper has cited only a handful of examples of para-

troponymy. At this point, we don’t know how prevalent this
relation is in the lexicon, or how many cases of concepts
that exist merely by virtue of contingent subordinates are
lexicalized in English. To find them, we need characteristic
syntactic frames and a tool to search a corpus for appro-
priate occurrences of such patterns5. This section merely
offers some thoughts and suggestions for future work.

We saw that para-troponyms pass the tests adapted from
the one for para-hyponymy; in this respect, para-troponyms
are indistinguishable from strict troponyms:

(17) X-ing and other manners/ways/methods of Y-ing.

(18) To X is to Y in some way/manner.

Using Google to search the Web for the string and other
manners/ways of, we turned up quite a few examples of
para-troponymy and para-hyponymy, as well as some cases
of regular troponymy and noun hyponymy, in addition to
cases of verbs co-occurring with nominalizations. Here are
some cases of para-troponymy:

(19) Flirtation, courting and other manners of
getting the attention of the opposite sex
is certainly a form of manipulation ...
www.mothersmagic.net/Goddess/maiden.html

(20) Befriending, listening and other ways of helping....
www.britishcouncil.org/sudan/science/ - 17k

(21) volunteering and other ways to help
www.fcs-sf.org/page5.html

(22) Home Cooking and other ways to save Money.
www.geocities.com/ dvsclothing/cooking.html

(23) Walking and other exercise use many muscles.
www.lungusa.org/diseases/exercise.html

(24) activities that repeatedly flex the knee (ie, jumping,
squatting, running and other exercise).
orthoinfo.aaos.org/fact/thr report.cfm?
Thread ID=252&topcategory=Knee

(25) Swimming, running, biking, walking and other exer-
cise that are at a time length of over 20 minutes..
www.pmssolutions.com/Hiddentruth.html

To limit the search to para-troponyms, we searched for
instances where the expected relation is negated, as in the
pattern in (26):

5Resnik, Fellbaum, and Olsen are currently developing a tool
to search the Web for specific syntactic patterns.

(26) It’s X-ing but not Y-ing
(e.g., it’s swimming but not exercising)

We found:

(27) ...and then spraying the action with a little WD-40 is
not cleaning. It is a slow methodical destruction of a
considerable investment. Like everything ...
www.doubleought.com/cleaning.html

(28) No, this is not “cleaning for the cleaning lady”, it’s
picking up so that the cleaning lady can clean ...
www.bitchypoo.com/2000/May/11.html - 7k

Similarly, on can search for cases where the para-
hyponymy is asserted, possibly over a negative presuppo-
sition, as in the pattern in (29):

(29) This X-ing is Y-ing
(e.g., This swimming is exercising)

A web search turned up examples like these:

(30) Shotblasting is a way of cleaning or preparing sur-
faces for recoating, using an abrasive material forced
through a jet nozzle...
www.westshotblasting.co.uk/

(31) ... shake hands, using the right hand, and explain that
this is a way of greeting one another. Pair up children
and allow them to practice shaking hands.
www.atozkidsstuff.com/math.html

(32) Tipping-leaving a gratuity-is a way of thanking people
for their service.
www.istudentcity.com/stages/3mannerstipping.asp

Another possibility is to examine co-occurrences of
verbs in contexts for cases of (defeated) para-troponymy,
without using any specific patterns. The following are ac-
tual examples:

(33) really get the job done. If the goal is to
have clean sidewalks, they’re going to have
to be swept and bagged, not just blown.
www.heartlight.org/two minute/2min 971015.html

(34) will be swept by City crews. Residential streets are
now swept once a month, while downtown streets are
cleaned three times a week...
www.ci.walnut-creek.ca.us/street

(35) These sociologists think that interrupting is a way of
exercising power. They say, “Here we are dealing
with a class of speakers ...
www.glc.k12.ga.us/qstd-
int/ancill/guidance/schoices/sc-f20.htm

We hope to develop more sophisticated and efficient
ways for finding para-relations in the lexicon in the near
future and to test their usefulness in applications.



7. Summary and Conclusions
We have argued for retaining instances of para-

troponymy in a lexical database like WordNet. Further-
more, we advocate collecting and adding naturally attested
cases of this relation. Semantic relations that are not based
on logical necessity but on expectations grounded in prag-
matics or world knowledge are an interesting area for re-
search in lexical semantics. Enriching a lexical database
with para-relations can not only shed light on the organiza-
tion of the lexicon, but may yield benefits for NLP applica-
tions relying on this database.
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Abstract
The analysis of examples of Logical Metonomy, where an event-taking verb is combined a non-eventive object, intuitively involves the
recovery or insertion of a missing verb generally known as a Telic Role. For example, for Mary enjoyed the meal, an appropriate might
be eat, i.e. Mary enjoyed eating the meal. The question for lexical semantics is where do telic roles reside and how are they accessed?
In this paper, we investigate the use of WORDNET, a widely used semantic network, both as an appropriate repository and also as an
organization suitable for the recovery or assignment of telic roles.

1. Introduction
The interaction of aspectual verbs such as begin or fin-

ish with simple, non-eventive noun phrases (NPs) has been
used to motivate an account of logical metonymy in which
telic (purpose/function) and agentive (creation) roles are
distinguished components of the lexicon, see (Pustejovsky,
1995). Others, e.g. (Lascarides and Copestake, 1995) and
(Verspoor, 1997), have highlighted the role of context and
convention. Consider (1).

(1) a. John began the novel (reading/writing)

b. The author began the unfinished novel back in
1962 (writing)

(1a) can mean John began reading the novel, accessing the
functional sense or telic role of novel, or John began writing
the novel, accessing the specific means of creation or agen-
tive role of novel. The telic/agentive role ambiguity seen in
(1a) can be made less apparent in context, either within the
same sentence, as in (1b) above, or through discourse or se-
mantic inference, as in (11) and (12), to be discussed below.
Note that there are important constraints, e.g. with respect
to boundedness and aspect, on the possible NPs that can
appear with begin. See (Verspoor, 1997) and the references
cited therein for discussion of the relevant factors.

Other verbs such as the subject-experiencer psych verb
enjoy, or verbs such as refuse, exclude the agentive role. 1

For example, contrast (2a) with (1a).

(2) a. Mary enjoyed the novel (reading)

b. Timmy refused the meal (to eat)

In (2b), refuse can access the telic role for meal, namely to
eat. However, there is room for ambiguity here; (2b) is also
compatible with the interpretation Timmy refused to accept
the meal, cf. (3) below.

(3) Timmy refused the present (accept)

1Enjoy can take write explicitly, as in Mary enjoyed writing
the novel. But this is not an instance of what Pustejovsky terms
“coercion”.

In (3), arguably the telic role of present, meaning gift,
is accept. However, the same account cannot be posited for
meal; its basic function (if one exists) is to be consumed
or eaten; thus creating a problem for enumeration in lexi-
cal representation. In other cases, such as (4), there is no
(felicitous) telic role at all.

(4) a. !John enjoyed the rock

b. !!John enjoyed the door

A physical object like rock has no obvious function. Yet
(4a) can be marginally interpreted in the context that some
(physical) aspect of the object gave John pleasure, e.g. its
appearance as in John enjoyed looking at the rock. Or we
can appeal to other perceptual properties, e.g. the tactile
sense as in the blind man enjoyed touching the rock. To
take one more example, consider (5):

(5) Mary enjoyed the garden

The prototypical definition of a garden as a pleasing ar-
rangement of plants and other natural (or non-natural) ob-
jects admits not only the (putative) telic role to see but also
a range of other possibilities, illustrated in (6).

(6) a. Mary enjoyed seeing the garden

b. Mary enjoyed inspecting the garden

c. Mary enjoyed visiting the garden

d. Mary enjoyed strolling through the garden

e. Mary enjoyed rollerblading in the garden

f. Mary enjoyed sitting in the garden

g. Mary enjoyed dozing in the garden

The ease of defeasibility of telic roles and the produc-
tivity of plausible alternatives is striking. In general, the re-
covery of appropriate contextual function falls outside the
domain of local or specific lexical knowledge. It belongs
more appropriately to systems that carry out reasoning and
inference about the real world.

In fact, the recovery of contextual function is more ide-
ally suited to ontological networks, which encode general
semantic relations between abstract and concrete concepts



in the real world. This paper explores the application of
such a network, WORDNET, to this problem. In particu-
lar, we will make use of the isa, or hypernymy, relation on,
assuming (as required) the existence of certain common-
sense, or real-world, properties of higher-level concepts, to
account for a range of data.2

2. Hypernymy
The idea that hypernymy may inform interpretation in

logical metonymy has already been hinted at, or tacitly as-
sumed, in several places in the literature. For example, this
is apparent from the summary of logical metonymy in the
BNC corpus, (Verspoor, 1997), excerpted in (7):

(7) eat FOOD/MEAL

drink LIQUID

tell STORY

play MUSIC

read/write WRITTEN OBJECT

take MEDICINE/TREATMENT

(The capitalized terms in (7) denote semantically relevant
concepts.)

(Lascarides and Copestake, 1995) assume the following
telic roles for artifacts:

(8) artifact:eventuality

��
represent-art:perceive

���������
���������

visual-rep:watch

��

literature:read

���������
��

film dictionary:refer book

Finally, (Asher and Pustejovsky, forthcoming) assert the
following complex types (
 a type constructor):

(9) a. p 
 see and p 
 hear to encode the fact that
objects with extension are typically visible, and
objects involving sound are typically audible,
respectively.

b. all artifacts inherit a general dependent type
that gives their cause.

c. wine: liquid
T drink (
T introduces the telic
role)

d. class: people
T teach

In this paper, we explicitly test the hypothesis using the
somewhat coarse-grained isa-relation available in WORD-
NET.3 In conjunction with two principles, specificity and
locality, defined with respect to hypernymy, we explain

2The idea of using WORDNET on object NPs to pick out con-
texts in which those NPs represent events on a class-based model
is not new. (Siegal, 1998) performed a (medical) corpus study in
conjunction with WORDNET to distinguish eventive and stative
have, e.g. the patient had a fever (stative)/blood loss (eventive).

3As (Gangemi et al., 2001), have noted, WORD-
NET’s hypernymy relation is a heterogeneous one, merg-
ing functional and non-functional isa-relations alike,
e.g. isa(tobacco,plant product) and isa(tobacco,street drug).

why telic/agentive roles are available for some cases but
not for others. If this is the case, the locus of variation
should be in ontological not lexical structure (as suggested
by lexical entries such as the following):

(10) novel(y): telic:�x.read(x,y) agentive:�x.write(x,y)

In fact, in generative grammar, the lexicon is generally
taken to be a repository of exceptions, see (Chomsky, 1965)
citing Bloomfield. In this framework, non-idiosyncratic
properties are factored out into grammar or further afield.
Obviously, the evaluation of properties implicating mech-
anisms peculiar to language must stay within the domain
of the language faculty. Non-language particular properties
are perhaps best assimilated to general systems of reason-
ing and cognition.

Ontological relationships play a large role in lexical se-
mantics and, more generally, semantic inference. Any ac-
count of language phenomenon involving the interaction of
lexical entries with inheritance and (semantic) class-based
behavior falls into this category. Computation involving de-
feasible reasoning and knowledge about the physical prop-
erties of objects in the real world should therefore fall out-
side the scope of the lexicon.

Furthermore, as (11), from (Lascarides and Copestake,
1995), illustrates, telic roles are easily overridden through
discourse priming:

(11) a. He really enjoyed your book (reading)

b. My goat eats anything. He really enjoyed your
book (eating)

Even in cases where arguably no felicitous telic role ex-
ists to be overridden, as in (12a), discourse may play a part
in supplying the missing event, as in (12b):

(12) a. !He enjoyed your shoe4

b. My dog eats everything. He really enjoyed your
shoe (eating)

3. The WORDNET Framework
3.1. The Hypernym Hierarchy

In WORDNET, nouns are grouped into synonym sets,
known as “synsets”, representing single concepts. For ex-
ample, cigarette, coffin nail, butt and fag are generally sub-
stitutable, and thus belong to the same synset. Concepts are
related through (possibly iterated) application of the hyper-
nymy (“!”) or isa-relation, illustrated in (13). 5 Inheritance
is strictly unidirectional in this model. For example, to-
bacco may be termed a street drug, but the reverse need not
be true. Furthermore, multiple inheritance may obtain for
some concepts. For example, tobacco is a plant product as
well as a street drug.

4In the framework described in this paper, shoe is a “foot cov-
ering”. The telic role is cover(NP,FOOT), which is incompatible
with prototype V(PRO,NP) defined in section 3.. The next higher
concept is “footwear” with telic role wear, perhaps accessed in
contexts like He enjoyed the comfortable shoes you lent him.

5For brevity, a dotted arrow (“ �� ”) will sometimes be

used to represent a hypernym sequence.



(13) cigarette, butt, fag, coffin nail

��
smoke

��

smoke�� �� �� �� �� �� �� ��

tobacco

����������
������������

plant product

��

street drug

��
substance

���������� artifact

		���������� create�� �� �� �� ��

physical object verbs of perception�� ��

In this paper, we will assume annotation of concepts
with characteristic verbs where relevant (to be indicated by
“ �� �� �� �� ”). For example, in (13) artifact, defined in the
gloss as a “man-made object”, is associated with the verb
create. Similarly, the noun smoke is associated with the re-
lated verb to smoke.6 Finally, the concept physical object,
defined as “a tangible and visible entity”, is characterized
by verbs of perception such as see/look at and touch.

3.2. Contextual Function Search Rules

In this paper, we employ two simple principles of con-
textual function search over the hierarchy outlined above.
In the following section, concepts will be denoted by (sub-
scripted) C. Ri will denote a characteristic verb for a con-
cept C i . Given a noun N 2 C, we have the rule of prefer-
ence (14):

(14) Principle of Specificity: Prefer Ri to Rj in the se-
quence

Ri

��
��

Rj

��
��

C
�� : : : �� Ci

�� : : : �� Cj
�� : : :

In other words, prefer a closer role R i over a more gen-
eral one Rj in the concept chain. The (one-way) hyper-
nymy relation relates a specific concept to a more general
concept, so the closer a matching concept is in terms of the
number of links, the more specific it will be. Next, given a
noun N 2 C and C> representing the top or most general
concept relative to N , we have the rule of evaluation of the
“goodness” of a characteristic verb R i (15):7

(15) Principle of Locality: Plausibility of R i scales
with m and inversely with l in

6Concepts in WORDNET have associated glosses. A gloss will
typically contain a brief definition and examples of use. In some
cases, the characteristic verbs can be inferred from the gloss or
from members of the synset. Further exploration of this idea is
beyond the scope of this paper.

7In WORDNET’s hypernym hierarchy there is no unique C>
concept. For example, dirt as material and as gossip have top
concepts entity and act, respectively. See (34).

Ri

��
��

C
�� : : : �� Ci

�� : : : �� C>

�� l �� �� m ��

Scalars l and m represent the length of sequences <

C; : : : ; Ci > and < C i ; : : : ; C> >, respectively. The
closer C i is to C (l small), the more plausible Ri will be.
On the other hand, if C i is close to C>, m will be small,
encoding the intution that Ri (then) is a general character-
istic that is not strongly associated with specific concept C.
Rules (14) and (15) operate in tandem. Although the clos-
est concept is always preferred, ceteris paribus, it will be
deemed implausible or requiring of strong contextual sup-
port if it is many links from C or close to C>.

3.3. Grammatical Constraints

In what follows, we will consider the problem of deter-
mining the value of the verb V in the configuration (16b)
given (16a), a restricted version of the telic role determina-
tion problem.

(16) a. EXP enjoy NP

b. EXPi enjoy [PROi [V(ing) NP]]

In (16), EXP is the experiencer subject of enjoy, NP the ob-
ject, PRO the controlled subject of V , and V a transitive
verbV (PRO,NP). The twin requirements that the NP as must
be the embedded object and that the subject be controlled
limits the possibilities for telic roles to appear as V , as will
be seen in the next section.

4. Worked Examples
Cigarette: Consider (17).

(17) Mary enjoyed the cigarette (smoking)

Given the hypernym hierarchy in (13),
smoke(PRO,cigarette) is the strongly preferred inter-
pretation since the concept smoke is highly specific (l
small) and distant from general concepts artifact and
physical object (m large).

Sonata: Consider the possibilities in (18).

(18) a. Mary enjoyed the sonata (listening to/playing)



b. Mary began the sonata (playing/composing)

According to (Asher and Pustejovsky, forthcoming), the
agentive and telic roles associated with sonata are compose
and play, expressed in their type logic notation as (19).

(19) sonata: (p � i)
 A;T (compose; play)

The hierarchy for sonata is given in (20). 8

(20) sonata

��
classical

music

��
music

��

perform,listen to�� �� ��

art

��
creation

��
artifact

��

create�� �� �� �� ��

physical
object perception verbs�� ��

(20) predicts that perform and listen to are preferred in
(18a). Verbs begin and enjoy differ in that begin allows an
agentive role. This excludes subject-experiencer listen to
but allows for perform and is also compatible with create.
Note that create is associated with the general concept ar-
tifact. We can turn to WORDNET’s verb hierarchy, shown
superimposed in (21), to pick out the music-specific sense
of compose.9

(21)
music

�� art �� creation �� artifact

compose,
write

�� create




��
��

(18b) is explained since compose (or write) and perform
are effectively equidistant from sonata.

Door: Consider (4b), repeated here as (22), with WORD-
NET hierarchy (23).

(22) !!John enjoyed the door

8Note, physical object ! entity in WORDNET. C> = entity
has been omitted in (20) since entity has no possible characteristic
functions.

9Compose and write belong to the same synset glossed as
“write music”. Thus the gloss locates this synset with the con-
cept music.

(23) door

�����������

�����������

movable
barrier

��

enter ���������� entrance

��
barrier

��

block�� �� �� �� �� �� access

��
obstruction

��

way

��								

create ������������ artifact

��perception
verbs

���� physical object

Specifically, a door can function both as an entrance
(enter) and a barrier (block) to an enclosure. However,
the telic verb block has form block(door,ENCLOSURE),
which is incompatible with the prototype V (PRO,door),
thus ruling out block. Similar reasoning applies to en-
ter(PRO,ENCLOSURE). At the other end of the hierarchy,
the canonical events associated with physical object are
predicted to be implausible (l large, m small).

Garden: Consider (5), repeated here as (24), with WORD-
NET hierarchy (25).

(24) Mary enjoyed the garden (seeing/visiting)

(25) garden

��







����������

plot

���������� yard

��
tract

��
location

��

visit/see�� �� �� ��

physical object

Assuming visit and visibility are characteristic of locations
in general, (24) is accounted for. General mechanisms
involved in reasoning about entailment may also play a
large role in grounding visit. Note that the possibilities
exemplified in (6) all entail visit.

Rock: Consider (4a), repeated here as (26).

(26) !John enjoyed the rock

(27) rock

��
natural object

��
physical object perception verbs�� ��

Unlike door in (22), rock has no obvious function, as the
simple hierarchy in (27) suggests. Hence, relatively speak-
ing, we predict that (26), when picking out perceptual look-
ing at or touching, is more acceptable than (22) (since l is
smaller). However, the value of m is still small, indicating
its acceptability can be improved significantly by contex-
tual (discourse) support.



Note that WORDNET does not classify rock as a loca-
tion, cf. garden in (5). Given the right context, the charac-
teristic function visit may also be felicitous for rock, as in
(28), where the rock in question is geographically signifi-
cant.

(28) Mary enjoyed Ayer’s Rock (visiting)

Wine: Consider (29) with hierarchy (30).

(29) Mary enjoyed the wine (drinking)

(30) wine

��
alcoholic beverage

�� ����������

drink ������������ drink

�����������

��

drug of abuse

��
liquid

���������� food

��

drug

��
substance

��

artifact

		���������

physical object

(30) strongly predicts (29) (l small, m large). However,
this assumes the branch containing drug of abuse (with telic
role (ab)use) is marginalized, i.e. wine as drink is preferred
over drug of abuse. Contrast (29) with (31).

(31) Mary enjoyed the amphetamine/sedative (using)

(31) is also strongly predicted in our analysis as the elabo-
rated WORDNET hierarchy fragment in (32) illustrates.

(32) alcoholic
beverage

����
��

��
��

��
��

�

tobacco

����������

drug of abuse (ab)use�� ��

sedative,
downer

��������

amphetamine
pep pill, upper

��

Dirt: Consider (33) with hierarchy (34).

(33) !John enjoyed the dirt

(34) dirt

���������
�� ����������

earth

����
��

��
��

body
waste

��

gossip

��
material

��

report

��

hear
read

�� �� ��

substance

��

speech act

��physical
object act

In (33), dirt as a natural substance has no plausible telic
role. The corresponding WORDNET hierarchy is shown
in (34). The relevant sense is given by the sequence
<dirt,earth,material,substance>; the elements of which
have no obvious purpose or function. Hence the status of
(33).

According to WORDNET, dirt is also, perhaps little
used, slang for fecal matter. Other (more common) words
sharing the same synset are crap, shit, poop and turd. The
telic role for body waste, perhaps discharge, is generally
available for the synset, as can be seen by substitution of
dirt in (33). So an appropriately annotated WORDNET

makes essentially the right prediction for the synset as a
whole. Finally, the right prediction is also made for dirt in
the sense of malicious gossip, as in (35).

(35) John enjoyed the dirt on OJ Simpson
(hearing about/reading about)

5. Conclusions
In this paper, we have argued for an ontological ap-

proach to the problem of logical metonymy using WORD-
NET’s hypernymy relation for non-eventive nominals. That
is, we interpret logical metonymy to be a phenomenon be-
longing to systems of semantic interpretation and general
reasoning, governed by simple rules of specificity and lo-
cality with respect to concept hierarchy. We have shown,
through worked examples, how such a mechanism accounts
for data of the sort commonly cited in the literature.

Interesting questions remain for future work. For ex-
ample, not all concepts in the WORDNET hierarchy have
simple lexical realization satisfying the grammatical con-
straints, the question of what happens with lexical gaps re-
mains. Since languages vary with respect to concept lexi-
calization, the question of whether the results obtained here
generalize to other languages exhibiting logical metonomy
remains open.
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Abstract
(Euro)WordNet, like all other semantic network based formalisms, does not contain differentiae specificae. In this article, I will argue
that this lack of differentiae specificae leads to a number of unsurmountable problems, not only from a monolingual point of view, but
also in a multilingual setting. As an alternative, I will present the framework proposed in my thesis: SIMuLLDA. The SIMuLLDA set-up
not just contains differentiae specificae (called definitional attributes), but differentiae specificae form the building blocks of the system:
the relations between meanings are derived from the application of Formal Concept Analysis to the set of definitional attributes.

1. Introduction
Given the many shortcomings of systems based on

semantic primitives, WordNet, like many other lexical
databases and knowledge bases, is based on semantic net-
works (see for instance Miller (?)). In semantic networks,
there is no need for anything like semantic markers or, as
you would call them from a lexicographers point of view,
differentiae specificae, since all information is formulated
in terms of relations between (in the case of WordNet)
synsets. In this article, I will argue that this lack of dif-
ferentiae specificae leads to a number of insurmountable
problems, not only from a monolingual point of view, but
also in a multilingual setting.

As an alternative, I will present the framework proposed
in my thesis (?): SIMuLLDA, a Structured Interlingua Mul-
tiLingual Lexical Database Application. The SIMuLLDA

set-up not just contains differentiae specificae (which are
called definitional attributes in the system), but differentiae
specificae form the building blocks of the system: the rela-
tions between meanings are derived from the application of
a logical formalism called Formal Concept Analysis (FCA)
to the set of definitional attributes.

After the presentation of the framework, I will indi-
cate why definitional attributes do not give these traditional
problems by showing that the resulting framework should
not be viewed as an ontological hierarchy, nor as a knowl-
edge base, but as a modest lexical database.

In this article, the following notational conventions will
be used: meaning-units, in the case of WordNet the synsets,
will be typeset in SMALL-CAPS, word-forms are set in sans
serif, differentiae specificae, as well as the relations in
WordNet, in bold-face.

2. The Need for Differentiae Specificae
One of the main aspects of the WordNet system is its

ontological hierarchy, provided by the is a links. Although
not de facto a separate system (the is a link is just a link
as any other), the hierarchy is often presented that way, and
many applications of the WordNet database only make use
of this ontology. So for the moment I will consider the
(ontological) hierarchy of WordNet as a system on its own.

The is a relation links a synset to its genus proximum
(to use the lexicographer’s term), hence strongly character-
ising the meaning of the synset by indicating what kind of

meaning it is. But on its own, the is a link does not fully
characterise the meaning of the synset: it fails to distinguish
the various hyponyms of the same synset. From the point
of view of the hierarchy we also need differentiae specificae
to keep the meanings/synsets within the same genus apart.

In the WordNet approach, this differentiation is done by
means of the other links. As an example, one could de-
fine the synset ACTRESS by means of an is a relation to
ACTOR, and a female relation the other way around (or
alternatively a is relation to FEMALE). But although the
other links in WordNet do provide additional information
about the synset, they are not designed to provide differen-
tiae specificae. This shows in two ways: firstly, the other
links give information independent of the is a link, which
means that they are independent of the information already
provided by the is a link. So they cannot structurally sup-
plement the information lacking from the is a link.

Secondly, not all differentiating information can be
modelled by means of these other links. Consider for in-
stance the word millpond, which is a AREA OF WATER. But
a millpond is not just any area of water, it is specifically
one used for driving the wheel of a watermill (according to
LDOCE). And there are no WordNet links for this type of
differentiating information.

So differentiae specificae as such do not exist in Word-
Net, even though in some (or many) cases the differentiat-
ing information will be present or can be provided some-
how. This absence of a structural modelling of differentiae
specificae leads to serious problems. Let me illustrate this
using three examples.

The first example is that, according to Vossen & Copes-
take (?), (Euro)WordNet has problems dealing with verb
nominalisations: SMOKER is a hyponym of PERSON, but so
are RUNNER, SLEEPER, JOGGER, etc. The point here is not
so much that distinguishing these nominalisations is impos-
sible in WordNet: in principle, these can be distinguished
by means of the involved agent relation. So we can express
that the involved agent for SMOKE is SMOKER, and hence
by means of backward search say that a smoker is a person
who smokes. The point is that for synsets with large num-
bers of hyponyms, there is no structural way of telling them
apart: WordNet in many cases depends on the ontological
hierarchy, so the less layered it is, the less informative it is.

The second example makes a similar point: because of



the high dependence on hierarchy, WordNet is forced to ac-
cept as layered a structure as possible: to indicate the re-
lation between ENEMY and MURDERER, WordNet has to
introduce a synset for BAD PERSON, even though there are
no words related to that synset. This introduction of ‘empty
synsets’ is not really incorrect, but at least conceptually
unattractive.

The lack of differentiae specificae is most disturbing
when considered in a multilingual setting. As a third ex-
ample, consider the Spanish word DEDO. It is a (transla-
tional) hyperonym of both the English FINGER, and the En-
glish TOE, since a finger is a dedo del mano, and a toe is a
dedo del pie. The way this is modelled in EuroWordNet is
as follows: the Spanish DEDO has an eq synonym relation
to an InterLingual Item (ILI) DEDO, and both the English
FINGER and TOE are related to this same ILI with a relation
eq has hyperonym1. In this way, the words finger and toe
are correctly modelled as translational hyponyms of dedo.

But in this cross-linguistic linking, there is nothing
keeping the two translational hyponyms finger and toe
apart. That is to say, language internally, FINGER will have
a part of relation to HAND, and TOE to FOOT, but this in-
formation is not (directly) related to the cross-linguistic link
to DEDO. Furthermore, if we would use these part of rela-
tions to tell the translational hyponyms apart, they would be
used as differentiae specificae. And there are other exam-
ples in which such differentiae specificae are not available.
For instance, the French BIEF will be linked as a transla-
tional hyponym of CANAL, but the reason why bief is more
specific (namely that it is a canal bringing water from a
stream to a hydraulic installation) would not be modelled,
because WordNet has no links to provide for it.

Such examples show that in a lexical database, there
is a definite need for a structural modelling of differen-
tiae specificae, especially in a multilingual setting. Al-
though in this section, the criticism is specifically aimed
at (Euro)WordNet, any hierarchy based system without
a structural modelling of differentiae specificae will en-
counter the same problem, though they might show up in
a different guise. Let me now turn to the system proposed
in my thesis which does use differentiae specificae.

3. SIMuLLDA

In my thesis, I describe a multilingual lexical database
set-up called SIMuLLDA, in which differentiae specificae
play a crucial role. The differentiae specificae are modelled
within the system by means of entities called definitional
attributes. The SIMuLLDA system is designed to be a mul-
tilingual lexical database system from which bilingual def-
initions between arbitrary pairs of languages in the system
can be derived.

The SIMuLLDA set-up consists of a number of steps: the
data from monolingual dictionaries are reduced to sets of
definitional attributes. These sets of definitional attributes
are turned into a lattice structure by means of a logical for-
malism called Formal Concept Analysis (FCA). The result

1This situation is symmetrical in EuroWordNet: DEDO and
FINGER are also related via the ILI FINGER. But that has no im-
pact on the example.

is a lattice structure, which can serve as a structured inter-
lingua, connecting words from different languages. Let me
show how this works using a simple example: the words
for horses in English. This explanation is very brief; for a
more complete explanation I refer to my thesis (?).

3.1. Creating Sets of Definitional Attributes

The hierarchical set-up of the SIMuLLDA system is best
shown using a small and simple lexical field, such as the
words for male, female, young, and adult horses in En-
glish. The SIMuLLDA system aims at modelling lexico-
graphic data, so takes the definitions of these words as
found in a monolingual dictionary as a starting point. The
relevant definitions are given in table 1 (these are cleaned-
up version of the definitions in the Longman Dictionary of
Contemporary English, henceforth LDOCE).

colt a young male horse

fil�ly a young female horse

foal1 a young horse

mare a fully-grown female horse

stal�lion a fully-grown male horse

Table 1: Definitions of Words for Horses

The definitions in table 1 are analysed in the SIMuLLDA

set-up as relating English words to defining aspects of the
meanings expressed by these words. These defining at-
tributes are called definitional attributes. As an example,
the first definition in table 1 relates the word colt to the def-
initional attributes male and young. On top of these defi-
nitional attributes, colt is related to a sense of horse. But
this meaning of horse is itself also related in the dictionary
to definitional attributes and a further meaning of animal,
etc. This will go on until the genus term is what you might
call an empty genus term. The claim is that thing in a def-
inition reading a thing which . . . is just there because a
lexical definition without a genus term is hard to formulate
(in some cases). In this way, all lexical definition can be
‘unravelled’ into sets of definitional attributes. For simplic-
ity, I will here ignore the relation of the words in table 1 to
the word horse, and treat horse as if it were a definitional
attribute. This leads to a situation in which the definitions
in table 1 are analysed as in table 2.

horse male female adult young
HORSE �

STALLION � � �

MARE � � �

FOAL � �

FILLY � � �

COLT � � �

Table 2: Definitional Attributes for Horses

So in the SIMuLLDA set-up, every word expresses a
number of meanings, and these meanings are analysed in
terms of sets of definitional attributes. And these defini-



tional attributes are nothing more than the accumulated dif-
ferentiae specificae from their lexical definitions in mono-
lingual dictionaries.

3.2. Formal Concept Analysis

The data in table 2 are organised within the SIMuLLDA

set-up by means of a logical framework called Formal Con-
cept Analysis (henceforth FCA). FCA was developed by
Ganter and Wille in Darmstadt (?). It is an attempt to give
a formal definition of the notion of a ‘concept’, within the
boundaries of a model-theoretic framework. The idea be-
hind FCA is the following: in a model, those objects that
share a common set of attributes belong together; they form
the extension of a concept, the intention of which is the set
of attributes that they share.

The formal representation of FCA is follows. Take a set
of objects G, a set of attributes M, and a relation I relating
the objects to the attributes. We define the set of formal
conceptsB over a context (G;M; I) in the following way:

B# = fg 2 G j 8b 2 B : (g; b) 2 Ig (1)

A" = fm 2M j 8a 2 A : (a;m) 2 Ig (2)

B(G;M; I) = fhA;Bi j A = B#
^ B = A"

g (3)

The way FCA is applied in SIMuLLDA is as follows:
the meanings in table 2 are taken as formal objects (the ele-
ments of G), and the definitional attributes relation to them
are taken as formal attributes (the elements of M). This lead
to a set B of formal concepts consisting of pairs of sets of
meanings and sets of definitional attributes. There are ten
such formal concepts in total, which are listed in table 3.

hfHORSE, COLT, STALLION, MARE, FOAL, FILLYg; fhorsegi
hfMARE, FILLYg; fhorse, femalegi
hfMAREg; fhorse, female, adultgi
hfSTALLION, COLTg; fhorse, malegi
hfSTALLION, MAREg; fhorse, adultgi
hfSTALLIONg; fhorse, male, adultgi
hfFOAL, COLT, FILLYg; fhorse, younggi
hfCOLTg; fhorse, male, younggi
hfFILLYg; fhorse, female, younggi
h;; fhorse, female, young, male, adultgi

Table 3: Formal Concepts for Horses

The formal concepts in B have a natural order: for-
mal concepts with more defining attributes are more spe-
cific those with less defining attributes. And also, all those
objects that belong to a subconcept also belong to its su-
perconcept. So we define an order relation � over B as
follows:

hA1; B1i � hA2; B2i , A1 � A2 , B2 � B1 (4)

The relation � orders the formal concepts in table 3
into a lattice structure, which can be displayed in a Hasse-
diagram as in figure 1. The nodes in this lattice represent
the formal concepts, where the related sets of meanings and
attributes can be found as follows: all formal concept be-
low the node above which the definitional attribute young

is placed have young in their set of definitional attributes,
and conversely, all nodes above COLT have COLT in their
set of meanings (i.e. a definitional attributes a is put above
ha#; a#"i, and a meaning A is depicted under hA"#; A"i).

Figure 1: Concept Lattice for Horses

The construction of a concept lattice from a tabular rep-
resentation of a context can be done automatically on-line
by means of Java Applet written as part of my thesis. The
Java-Applet is called JaLaBA (a Java Lattice Building Ap-
plication). JaLaBA gives ask for a set of formal objects
and a set of definitional attributes, and a relation between
them, gives the related set of formal concepts, and then dis-
plays a 3D rotatable model of the corresponding Hasse di-
agram. JaLaBA can be found on the web-site of my thesis:
http://maarten.janssenweb.net/simullda.

3.3. Interlingual Concept Lattice

The meanings in SIMuLLDA are abstracted from mono-
lingual dictionaries. So the meanings STALLION in table 2
is derived from LDOCE. But the meaning STALLION as
such is not an English meaning: the same meaning can be
expressed by the French word étalon. Therefore the formal
objects in SIMuLLDA are not taken to be language depen-
dent meanings, but rather interlingual meanings, which can
be expressed by words in various languages. It is clear that
the definitional attributes defining these interlingual mean-
ings cannot be language specific themselves. So also defi-
nitional attributes in SIMuLLDA are interlingual entities: fe-
male is a language independent definitional attribute, that
can be lexicalised in English by the expression female, but
also in French by the expression femelle, or in Dutch by the
expression mannelijk.

Since the lattice in figure 1 thus contains only language
independent entities, it can be taken as an interlingual struc-
ture, to which words of various languages can be related.
This gives the situation as depicted in figure 2. Some nota-
tional conventions related to this figure: every interlingual
meaning y has a (possibly empty) set of words lexicalis-
ing it in every language X, denoted by wrdX(y), and every
word x of every language has a set of interlingual meanings
Y it expresses, denoted by mng(x).

In the set-up depicted in figure 2, it is possible to
find translational synonyms: x is a translational synonym
of y, iff wrdY (mng(x)) � y. To give an example:



Figure 2: Concept Lattice with Words

mng(stallion) � STALLION, and wrdFrench(STALLION) �
étalon, so étalon is a translational synonym of stallion. In
other words, just following the lines gives you translational
synonyms.

More interesting is the situation when there is a lexi-
cal gap. In the SIMuLLDA set-up, there is a lexical gap iff
wrd(mng(x)) = ;. An example of a lexical gap in fig-
ure 2 is that there is no French translational synonym for
colt. There only is the more general translational hyper-
onym poulain.

To find a translational hyperonym for a word x, first take
mngx), and look up the lattice to find the first supercon-
cept which has an interlingual meaning depicted under it
for which there is a lexicalisation in the target language.
So for colt, this interlingual meaning would be FOAL, and
the fact hat poulain is a translational hyperonym of colt
is modelled by the fact that COLT � mng(colt), the re-
lated formal concept hCOLT"#; COLT"i (I will use COLT as
a name for this formal concept) is a subconcept of FOAL,
and wrdFrench(FOAL) � poulain.

As claimed in the previous section, the things keeping
colt and poulain apart should be the differentiae speci-
ficae. And differentiae specificae are implicitly present
in the SIMuLLDA set-up: if we consider the formal con-
cepts COLT and FOAL, then by the simple fact that
COLT � FOAL, we know that COLT has more defini-
tional attributes than FOAL. If we define a function ext to
give the set of definitional attributes of a formal concept
(ext(hA;Bi) = B), then this definitional surplus will be
ext(COLT)next(FOAL) = male. So male is the differen-
tiam specificam distinguishing COLT from other hyponyms
of FOAL such as FILLY.

The differentiae specificae, as well as the genus proxi-
mum, are hence modelled at the interlingual level. Within
the interlingua, you could say that ‘COLT = FOAL + male’.
The language specific differentiae specificae are obtained
by taking the lexicalisation in the desired language of this
definitional surplus. We get the translation of our lexical
gap by lexicalising both parts of the right-hand side of this
equation in the target language. Since the French lexicali-
sation of male is mâle, we can conclude that colt in French
is poulain mâle. This process of generating a translation for
a lexical gap is called lexical gap filling. Notice that the lex-
ical gap filling procedure renders what Zgusta (?) calls an
explanatory equivalent, and not a translational equivalent.

We could also have opted to lexicalise all elements of
the above equation within the same language, hence in En-
glish relating the word colt to the description male foal.

In this way, also lexical definitions can be retrieved from
the system. Notice that this lexical definition male foal is
not the same definition as the one that formed the starting
point of the analysis (see table 1): LDOCE does in fact not
give the genus proximum, but a more remote genus term.
But firstly, the rendered definition is nevertheless correct,
and secondly, the LDOCE definition can also be rendered
in the same way: we also have that COLT � HORSE, with
a larger definitional surplus: fyoung, maleg. This leads to
the original definition of colt as young male horse. The
claim is that the generation of lexical definitions, as well
as the lexical gap filling procedure, does not give a unique
result, but does give only correct results.

Let me conclude this section by observing that not all
definitional attributes are as ‘simple’ as the ones in this
example. For instance, the Petit Robert definition of bief
is canal qui conduit les eaux d’un cours d’eau vers une
machine hydraulique2. There is no translational synonym
in English for bief, but given an analysis of the data in
SIMuLLDA, we would have that ‘BIEF = CANAL + qcled-
cvumh’, where the lexicalisation in English of CANAL

would be canal, and the English lexicalisation of qcled-
cvumh would be bringing water from a stream to a hy-
draulic installation. So any differentiam specificam can be
captured by a definitional attribute.

4. Definitional Attributes
As I have tried to show in the previous two sections,

there is a definite need for differentiae specificae in a lex-
ical database, especially in a multilingual one. That it is
possible to set up a system using such differentiae specifi-
cae such as in the SIMuLLDA set-up. And that such a set-up
leads to a correct modelling of lexical relations even in such
problematic cases as lexical gaps. But of course the differ-
entiae specificae introduced in a system, such as the defini-
tional attributes in the case of SIMuLLDA, are at least remi-
niscent of the very thing WordNet reacted against: Katz &
Fodor style semantics primitives (?). So naturally, from the
perspective of semantic network theories, there is a reluc-
tance to introduce differentiae specificae.

In the theory of Katz & Fodor, semantic markers are
supposed to provide the foundation of knowledge, by their
being innate building blocks to which all concepts can be
reduced. But the presence of semantic primitives does
not necessarily entail such a strongly reductionistic theory
of meaning; there are more modest versions of semantic
primitives, such as for instance in the French tradition of
sémantique interpretative, as advocated by Rastier (?), Pot-
tier (?) and others. The semantic primitives in this the-
ory are called sèmes, which constitute meaning units calles
sémèmes. Rastier explicitly discusses that sèmes do not
have any of the strong properties semantic markers are sup-
posed to have: they are not innate, not universal, not (in-
terestingly) indivisible, they are not (necessarily) small in
number, and they are not qualities of a referent or part of

2It actually is canal de dérivation qui . . . , but I want to
avoid here the for this point irrelevant question whether canal de
dérivation should be taken as a complex genus term, or whether
de dérivation counts as a differentiam specificam.



a concept. Especially in its description by Messelaar (?),
sèmes have a striking resemblance to definitional attributes.

I do not want to give here an elaborate description of
sèmes, their relation to semantic markers or a comparison to
the SIMuLLDA set-up: definitional attributes are not sèmes
either. But it is important to observe that the introduction
of definitional attributes does not entail a strong theory of
meaning. Definitional attributes are meant to be little more
than what they are: theoretical entities that help to distin-
guish hyponyms of the same genus, and that make it pos-
sible to generate bilingual lexical definitions even for non-
corresponding meanings. In my thesis, I give a lengthy dis-
cussion of the nature of the basic element of the SIMuLLDA

set-up: words, word-forms, languages, interlingual mean-
ings, and definitional attributes. For the moment, I will
merely mention three properties definitional attributes are
explicitly not supposed to have.

Firstly, definitional attributes do not form a special
closed set of indivisible, innate semantic primitives. This
should be clear from the example in section 2: the differ-
entiam specificam used for driving the wheel of a water-
mill will constitute a definitional attribute, even though it
has a clear internal structure. As a definitional attribute,
it will count as an atomic entity, disregarding its internal
structure3. So it is not an interestingly indivisible defini-
tional attributes. And it would clearly be absurd to suppose
that such a definitional attribute is in any way innate. New
concepts arise every day, and new concepts can entail new
definitional attributes, so there is not even a closed set of
definitional attributes: new definitional attributes are intro-
duced when need arises.

Secondly, sets of definitional attributes do not constitute
a complete description of the concept related to the word
that expresses the interlingual meaning in question. That is
to say, interlingual meanings in the SIMuLLDA set-up are in
a way defined in terms of sets of definitional attributes. But
that does not result in saying that all information related
to the word expressing that interlingual meaning is cap-
tured by the definitional attributes. For instance, stylistic
information and other language-internal characteristics of
the word are not modelled by the interlingual meaning, but
handled at the level of the individual languages. Also, pro-
totypes play an important role in the information/concept
related to a word. But prototypes cannot be interlingual
since, as shown by for instance Putnam (?), prototypes do
not translate4. So the SIMuLLDA set-up is not supposed
to provide a knowledge base: it is a lexical database, con-
taining some aspects of word-meaning. In particular those
aspects necessary for producing the kind of bilingual defi-
nition found in bilingual dictionaries.

Thirdly, definitional attributes are not denotational in

3In my thesis, I discuss some cases in which adopting a certain
internal structure for definitional attributes proves beneficial, and
also discuss order sets of definitional attributes, but in general,
definitional attributes are atomic.

4Putnam goes on to claim that perceptual prototypes may be
psychologically important, but they just aren’t meanings – not
even “narrow” ones (op.cit. p.46).. Although I am not unsym-
pathetic with this point, it is not this strong claim I am aiming at
here.

nature. Definitional attributes are aspects of word mean-
ings, not of (the) objects denoted by those words. And
the interlingual meaning and/or the related set of defini-
tional attributes are not supposed to fix the denotation of the
word. Denotational semantics is very problematic, and it is
even very dubious if every word(meaning) can be said to
have a fixed denotation at any given moment. Furthermore,
denotational semantics can never give a complete picture
of word meaning. For instance, words can be metaphori-
cally attributed to objects, where the meaning of the word
is applied without the claim that the object to which it is at-
tributed falls under the denotation of the word. So the fact
that within the SIMuLLDA set-up, COLT is a subconcept of
FOAL is not intended to express the ontological inclusion
of the class of colts in the class of foals5: SIMuLLDA pro-
vides a lexical hierarchy, which should not be taken as an
ontological hierarchy.

This last point is independent of the presence of differ-
entiae specificae: also hierarchical systems without differ-
entiae specificae, such as WordNet, should be taken as pro-
viding a lexical hierarchy, and not an ontological hierarchy.
It is even dubious whether there really is an ontological or-
dering on the world. This is not to say that SIMuLLDA is
not an ontology in the sense often used in computer sci-
ence. For instance, the set-up is in many ways compara-
ble to the ontology clustering set-up proposed by Visser &
Tamma (?), which has a shared ontology and attributes over
the concepts in it. Also in their set-up, a translation for a
lexical gap is created after “the attributes of the concept in
the source ontology are compared with the attributes of the
hypernym [found in the shared ontology] to select the dis-
tinguishing features.” The point is that SIMuLLDA does not
provide an ontological hierarchy in the philosophical sense.

Given the modest nature of definitional attributes, it
will be clear that there are no strong claims concerning the
meanings in the SIMuLLDA set-up. This is not surprising
if you consider that SIMuLLDA aims at modelling lexico-
graphic definitions, and lexicographic definitions do not re-
ally ‘give’ a description of the meanings of a word; they
rely on knowledge of related words to ‘hint at’ the mean-
ing of the word. A nice example of this is given by Hanks
(?), who shows that a lexicographic definition of a china-
man (say a left-hander’s googly) is only useful if you know
about googlies, leg breaks, off-breaks and related cricket
terms. Given the elusive nature of words, any theory that
makes strong(er) claims is likely to runs into grave prob-
lems.

5. Conclusion
In this article, I hope to have shown the need for a struc-

tural modelling of differentiae specificae in a (multilingual)
lexical database, and the advantages of the SIMuLLDA set-
up which has such differentiae specificae by means of its
definitional attributes. As already said, the criticism in this
article was mainly directed at the EuroWordNet set-up, but
applies equally to other hierarchical systems without dif-
ferentiae specificiae. For instance, as far as I can tell, the

5This independently of the questions whether all colts are in
fact foals.



SIMPLE framework, which in a way is a succesor of Eu-
roWordNet, does not add structure to overcome the prob-
lems described in section 2.

Of course, the question whether SIMuLLDA could really
provide a better alternative for a system like EuroWordNet
is an (at least partly) empirical question: lexical databases
and knowledge bases are designed for practical applica-
bility. The SIMuLLDA approach is, however, a theoreti-
cal feasibility study, performed as a PhD-project, and the
SIMuLLDA system has not (yet) been implemented or tested
at large scale.

This is not to say that there is no empirical evidence
for the applicability of the system: in my thesis, there is
an empirical test whether the around 50 words for bod-
ies of water from 6 different languages (English, French,
Dutch, German, Italian, and Russian) can be correctly han-
dled within the SIMuLLDA set-up. Describing the results of
this test here would be too lengthy, and the test did bring
forward some problems (or weaknesses) of the set-up. But
the claim is that all the problems that have a solutions could
be solved to satisfaction within the system. Although this
does not provide a large-scale test, it does show that within
an actual domain of lexical definitions, the systems works
properly. The lexical field was not arbitrarily chosen, but
was taken because it is a lexical field that is often quoted
as problematic, both in terms of definability, as in terms of
cross-linguistic differences, such as the often cited case of
river and fleuve. So it is intended to provide some empir-
ical evidence for the practical applicability of the system.
But the only way to really test it is of course to build an
application and fill it with data.
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Abstract
There is an increasing interest in linguistic ontologies (e.g. WordNet) for a variety of content-based tasks, including conceptual indexing,
word sense disambiguation and cross-language information retrieval. A relevant contribution in this direction is represented by linguistic
ontologies with domain specific coverage, which are a crucial topic for the development of concrete application systems.
This paper tries to go a step further in the direction of the interoperability of specialized linguistic ontologies, by addressing the problem
of their integration with global ontologies. This scenario poses some simplifications with respect to the general problem of merging
ontologies, since it enables to define a strong precedence criterion so that terminological information overshadows generic information
whenever conflicts arise. We assume the EuroWordNet model and propose a methodology to “plug” specialized linguistic ontologies into
global ontologies. Experimental data related to an implemented algorithm, which has been tested on a global and a specialized linguistic
ontology for the Italian language, are provided.

1. Introduction
Ontologies have become an important topic in research

communities across several disciplines in relation to the
key challenge of making the Internet and the Web a more
friendly and productive place by filling more meaning to the
vast and continuously growing amount of data on the net.
The surging interest in the discovery and automatic or semi-
automatic creation of complex, multi-relational knowledge
structures, in fact, converges with recent proposals from
various communities to build a Semantic Web relying on
the use of ontologies as a means for the annotation of Web
resources.

There is also an increasing interest in linguistic ontolo-
gies, such as WordNet, for a variety of content-based tasks,
such as conceptual indexing and semantic query expansion
to improve retrieval performance. More recently, the role of
linguistic ontologies is also emerging in the context of dis-
tributed agents technologies, where the problem of mean-
ing negotiation is crucial. A relevant perspective in this di-
rection is represented by linguistic ontologies with domain
specific coverage, whose role has been recognized as one
of the major topics in many application areas.

This paper tries to go a step further in the direction of
the interoperability of specialized linguistic ontologies, by
addressing the problem of their integration with global lin-
guistic ontologies. The possibility of merging information
at different levels of specificity seems to be a crucial re-
quirement at least in the case of large domains where termi-
nologies include both very specific terms and a significant
amount of common terms that may be shared with global
ontologies.

The global-specialized scenario poses some simplifica-
tions with respect to the general problem of merging on-
tologies at the same degree of specificity (Hovy, 1998); in
particular, in the case of conflicting information, it is pos-
sible to define a strong precedence criterion according to
which terminological information overshadows generic in-
formation. We assume the EuroWordNet model and pro-
pose a methodology to “plug” specialized linguistic ontolo-
gies into global ontologies. The formal apparatus to realize

this is based on plug relations that connect basic concepts
of the specialized ontology to corresponding concepts in
the generic ontology. We provide experimental data to sup-
port our approach, which has been tested on a global and a
specialized linguistic ontology for the Italian language.

The paper is structured as follows. Section 2 presents
the main features and uses of linguistic ontologies as op-
posed to formal ontologies. Section 3 introduces special-
ized linguistic ontologies, i.e. linguistic ontologies with
domain specific coverage, as opposed to global linguistic
ontologies containing generic knowledge. Section 4 deals
with the problem of the interoperabilityof linguistic ontolo-
gies and describes the relations and the procedure enabling
an integrated access of pairs of global and specialized lin-
guistic ontologies.

2. Linguistic ontologies versus formal
ontologies

In the recent years the increasing interest in ontologies
for many natural language applications has led to the cre-
ation of ontologies for different purposes and with different
features; therefore, it is worth pointing out the distinction
between two main kinds of existing ontologies, i.e. formal
and linguistic ontologies.

Linguistic ontologies are large scale lexical resources
that cover most words of a language, while at the same time
also providing an ontological structure where the main em-
phasis is on the relations between concepts; linguistic on-
tologies can therefore be seen both as a particular kind of
lexical database and as particular kind of ontology.

Linguistic ontologies mainly differ from formal ontolo-
gies as far as their degree of formalization is concerned.
Linguistic ontologies, in fact, do not reflect all the inherent
aspects of formal ontologies. As Guarino et al. (1999) point
out, for instance, WordNet’s upper level structure shows no
distinction between types and roles, whereas most of the
original Pangloss (Knight and Luk, 1994) nodes in the Sen-
sus ontology are actually types; to give a further example,
WordNet’s hierarchical structure lacks information about
mutual disjointness between concepts.



Moreover, what distinguishes linguistic ontologies from
formal ontologies, is their size: linguistic ontologies are
very large (WordNet, for instance, has several dozen thou-
sand synsets), while formal ontologies are generally much
smaller.

The duality characterizing linguistic ontologies is re-
flected in their most prominent features. If we consider
the linguistic level, they are strongly language-dependent,
like electronic dictionaries, glossaries and all other linguis-
tic resources, which focus on the words used in one specific
language (in the case of monolingual resources) or in two
or more specific language (in the case of bilingual or mul-
tilingual resources). On the other hand, if we consider the
semantic level, we can observe that concepts denotated by
different words in different languages can be shared, as it
happens with the concepts in formal ontologies. In fact it is
possible, at least for the core Indo-European languages, to
identify a common ontological backbone behind the lexical
surface of different languages (Guarino et al., 1999).

WordNet (Fellbaum, 1998), the best-known linguistic
ontology, is an electronic lexical database where each sense
of a lemma belongs to a different synset, i.e. a set of syn-
onyms. Synsets are organized hierarchically by means of
hypernymy and hyponymy relations. In WordNet other
kinds of semantic relations among synsets are defined (e.g.
role relation, part-of relation and cause relation), so as to
build a more rich and complex semantic net. WordNet thus
offers two distinct services: a lexicon, which describes the
various word senses, and an ontology, which describes the
semantic relationships among concepts.

As a linguistic ontology, WordNet is strongly language-
dependent, but as an ontology it could also be adapted to a
cross-language environment using the EuroWordNet multi-
lingual database (Vossen, 1998) and mapping synsets into
the EuroWordNet InterLingual Index, i.e. the index that
links monolingual wordnets for all the languages covered
by EuroWordNet. There are several examples of monolin-
gual wordnets for many other languages, such as Dutch,
Spanish, Italian, German and Basque.

A formal ontology based on linguistic motivation is the
Generalized Upper Model (GUM) knowledge base (Bate-
man et al., 1995), an ontology primarily developed for Nat-
ural Language Processing applications. An upper model is
an abstract linguistically motivated ontology meeting two
requirements at the same time: i) a sufficient level of ab-
straction in the semantic types employed, as to escape the
idiosyncrasies of surface realization and ease interfacing
with domain knowledge, and ii) a sufficiently close rela-
tionship to surface regularities as to permit interfacing with
natural language surface components.

2.1. Uses of formal ontologies

Recently ontologies have been used in the context of
the Semantic Web. Ontologies can be employed to asso-
ciate meaning with data and documents found on the In-
ternet thus boosting diverse applications of information-
retrieval systems. For the retrieval of information from the
Web, Luke et al. (1996) propose a set of simple HTML
Ontology Extensions to manually annotate Web pages with
ontology-based knowledge, which performs high precision

but is very expensive in terms of time.
OntoSeek (Guarino et al., 1999) is also based on con-

tent, but uses ontologies to find user’s data in a large classi-
cal database of Web pages. Erdmann and Studer (1999) use
an ontology to access sets of distributed XML documents
on a conceptual level. Their approach defines the relation-
ship between a given ontology and a document type defini-
tion (DTD) for classes of XML document. Thus, they are
able to supplement syntactical access to XML documents
by conceptual access.
However, as pointed out by Guarino et al. (1999), the prac-
tical adoption of ontologies in information-retrieval sys-
tems is limited by their insufficiently broad coverage and
their need to be constantly updated; linguistic ontologies
encompass both ontological and lexical information thus
offering a way to partly overcome these limitations.

2.2. Uses of linguistic ontologies

Linguistic ontologies, and WordNet in particular, are
proposed for content-based indexing, where semantic in-
formation is added to the classic word-based indexing. As
an example, Conceptual Indexing(Woods, 1997) automati-
cally organizes words and phrases of a body of material into
a conceptual taxonomy that explicitly links each concept to
its most specific generalizations. This taxonomic structure
is used to organize links between semantically related con-
cepts, and to make connections between terms of a request
and related concepts in the index.

Mihalcea and Moldovan (2000) designed an IR system
which performs a combined word-based and sense-based
indexing exploiting WordNet. The inputs to IR systems
consist of a question/query and a set of documents from
which the information has to be retrieved. They add lexical
and semantic information to both the query and the doc-
uments, during a preprocessing phase in which the input
question and the texts are disambiguated. The disambigua-
tion process relies on contextual information, and identifies
the meaning of the words using WordNet.

The proble of sense disambiguation in the context of
an IR task has been addressed, among the others, also
by Gonzalo et al. (1998). In a preliminary experiment
where disambiguation had been done manually, the vector
space model for text retrieval gives better results if Word-
Net synsets are chosen as the indexing space, instead of
word forms.

Desmontils and Jacquin (2001) present an approach
where linguistic ontologies are used for information re-
trieval on the Internet. The indexing process is divided into
four steps: i) for each page a flat index of terms is built; ii)
WordNet is used to generate all candidate concepts which
can be labeled with a term of the previous index; iii) each
candidate concept of a page is studied to determine its rep-
resentativeness of this page content; iv) all candidate con-
cepts are filtered via an ontology, selecting the more repre-
sentative for the content of the page.

More recently, the role of linguistic ontologies is also
emerging in the context of distributed agents technologies,
where the problem of meaning negotiation is crucial (Bou-
quet and Serafini, 2001).



3. Specialized linguistic ontologies
A particular kind of linguistic ontologies is represented

by specialized linguistic ontologies, i.e. linguistic ontolo-
gies with domain specific coverage, as opposed to global
linguistic ontologies, which contain generic knowledge.
Focusing on one single domain, specialized linguistic on-
tologies often provide many sub-hierarchies of highly spe-
cialized concepts, whose lexicalizations tend to assume
the shape of complex terms (i.e. multi-words); high level
knowledge, on the other hand, tends to be simplified and
domain oriented.

Many specialized linguistic ontologies have been devel-
oped, especially for practical applications, in domains such
as art (see the Art and Architecture Getty Thesaurus), ge-
ography (see the Getty Thesaurus of Geographical Names),
medicine (Gangemi et al., 1999), etc. and the importance of
specialized linguistic ontologies is widely recognized in a
number of works. The role of terminological resources for
Natural Language Processing is addressed, for instance, by
Maynard and Ananiadou (2000), who point out that high
quality specialized resources such as dictionaries and on-
tologies are necessary for the development of hybrid ap-
proaches to automatic term recognition combining linguis-
tic and contextual information with statistical information.

Buitelaar and Sacaleanu (2002) address the problem of
tuning a general linguistic ontology such as WordNet or
GermaNet to a specific domain (the medical domain, in
the specific case). This involves both selecting the senses
that are most appropriate for the domain and adding novel
specific terms. Similarly, Turcato et al. (2000), describe a
method for adapting a general purpose synonym database,
like WordNet, to a specific domain (in this case, the avi-
ation domain), adopting an eliminative approach based on
the incremental pruning of the original database.

The use of domain terminologies also arises the prob-
lem of the (automatic) acquisition of thematic lexica
and their mapping to a generic resource (Buitelaar and
Sacaleanu, 2001; Vossen, 2001; Lavelli et al., 2002). As
far as automatic term extraction is concerned, Basili et al.
(2001) investigate whether syntactic context (i.e. structural
information on local term context) can be used for deter-
mining “termhood” of given term candidates, with the aim
of defining a weakly supervised “termhood” model suitably
combining endogenous and exogenous syntactic informa-
tion.

4. Merging global and specialized linguistic
resources: the plug-in approach

One of the basic problems in the development of tech-
niques for the Semantic Web is the integration of ontolo-
gies. Indeed the Web consists of a variety of informa-
tion sources, and in order to extract information from such
sources, their semantic integration is required.

Merging linguistic ontologies introduces issues con-
cerning the amount of data to be managed (in the case of
WordNet we have several dozen thousand synsets), which
are typically neglected when upper levels are to be merged
(Simov et al., 2001).

This paper tries to go a step further in the direction of
the interoperability of linguistic ontologies, by addressing

the problem of the integration of global and specialized lin-
guistic ontologies. The possibility of merging information
at different levels of specificity seems to be a crucial re-
quirement at least in the case of domains, such as Eco-
nomics or Law, that includes both very specific terms and
a significant amount of common terms that may be shared
by the two ontologies. We assume the EuroWordNet model
and propose a methodology to “plug” specialized ontolo-
gies into global ontologies, i.e. to access them in conjunc-
tion through the construction of an integrated ontology.

4.1. Correspondences between global and specialized
linguistic ontologies

A global linguistic ontology and a specialized one com-
plement each other. The one contains generic knowledge
without domain specific coverage, the other focuses on a
specific domain, providing sub-hierarchies of highly spe-
cialized concepts. This scenario allows some significant
simplifications when compared to the general problem of
merging two ontologies. On the one hand, we have a spe-
cialized ontology, whose content is supposed to be more ac-
curate and precise as far as specialized information is con-
cerned; on the other hand, we can assume that the global
ontology guarantees a more uniform coverage as far as high
level concepts are concerned. These two assumptions pro-
vide us with a powerful precedence criterion for managing
both information overlapping and inheritance in the inte-
gration procedure.

In spite of the differences existing between the two on-
tologies, in fact, it is often possible to find a certain degree
of correspondence between them. In particular, we have
information overlappingwhen the same concept belongs
to the global and to the specialized ontology, and over-
differentiationwhen a terminological concept has two or
more corresponding concepts in the global ontology or the
other way round. Finally, some specific concepts referring
to technical notions may have no corresponding concept in
the global ontology, which means there is a conceptual gap;
in such cases a correspondence to the global ontology can
be found through a more generic concept.

The sections highlighted in the global and the special-
ized ontology represented in Figure 1 reflect the correspon-
dences we typically find between the two kinds on ontolo-
gies.

As for the global ontology (the bigger triangle), area B1
is highlighted since it corresponds to the sub-hierarchies
containing the concepts belonging to the same specific do-
main of the specialized ontology (the smaller triangle). The
middle part of the specialized ontology, which we call B
area, is also highlighted and it corresponds to concepts
which are representative of the specific domain but are also
present in the global ontology.

When the two ontologies undergo the integration proce-
dure, an integrated ontology is constructed (Figure 2). In-
tuitively, we can think of it as if the specialized ontology
somehow shifts over the global. In the integrated ontology,
the information of the generic is maintained, with the exclu-
sion of the sub-hierarchies containing the concepts belong-
ing to the domain of the specialized ontology, which are
covered by the corresponding area of the specialized. The
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Figure 1: Separate specialized and global ontologies. Over-
lapping is represented in colored areas

integrated ontology also contains the most specific concepts
of the specialized ontology(C area), which are not provided
in the generic. What is excluded from the integrated ontol-
ogy is the highest part of the hierarchy of the specialized
ontology; it is represented by area A and contains generic
concepts not belonging to a specialized domain, which are
expected to be treated more precisely in the generic ontol-
ogy.

4.2. Plug relations

The formal apparatus to realize an integrated ontol-
ogy is based on the use of three different kinds of re-
lations (plug-synonymy, plug-near-synonymy and plug-
hyponymy) that connect basic concepts of the specialized
ontology to the corresponding concepts in the global on-
tology, and on the use of eclipsing procedures that shadow
certain concepts, either to avoid inconsistencies, or as a sec-
ondary effect of a plug relation.

A plug relation directly connects pairs of correspond-
ing concepts, one belonging to the global ontology and
the other to the specialized ontology. The main effect of
a plug relation is the creation of one or more “plug con-
cepts”, which substitute the connected concepts, i.e. those
directly involved in the relation. To describe the relations
inherited by a plug concept, the following classification,
adapted from Hirst and St-Onge (1998) is used: up-links
of a concept are those whose target concept is more general
(i.e. hypernymy and instance-of relations), down-linksare
those whose target is more specific (i.e. hyponymy and has-
instance relations) and horizontal-linksinclude all other re-
lations (i.e. part-of relations, cause relations, derivation,
etc.).

Plug-synonymyis used when overlapping concepts are
found in the global ontology (hereafter GO) and in the spe-
cialized ontology (hereafter SO). The main effect of es-
tablishing a relation of plug-synonymy between concept C
belonging to the global ontology (indicated as CGO) and
C1SO (i.e. concept C1 belonging to the specialized on-
tology) is the creation of a plug concept C1PLUG. The
plug concept gets its linguistic forms (i.e. synonyms) from
SO, up-links from GO, down-links from SOand horizontal-
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Figure 2: Integrated ontology. As to overlapping, prece-
dence is given to the specialized ontology

links from SO (see Table 1). As a secondary effect, the
up relations of C1SO and the down relations of CGO are
eclipsed.

C1PLUG

Up links GO

Down links SO

Horizontal links GO+ SO

Table 1: Merging rules for plug-synonymy and plug-near-
synonymy.

Plug-near-synonymyis used in two cases: (i) over-
differentiation of the GO, i.e. when a concept in the SOhas
two or more corresponding concepts in the GO; this hap-
pens, for instance, when regular polysemy is represented
in the GO but not in the SO; (ii) over-differentiation of the
SO, i.e. when a concept in the GO corresponds to two or
more concepts in the SO; this situation may happen as a
consequence of subtle conceptual distinctions made by do-
main experts, which are not reported in the global ontology.
Establishing a plug-near-synonymy relation has the same
effect of creating a plug-synonymy (see Table 1).

Plug-hyponymyis used to connect concepts of the spe-
cialized ontology to more generic concepts in the case of
conceptual gaps. The main effect of establishing a plug-
hyponymy relation between CGO (i.e. concept C of the
global ontology) and C1SO (i.e. concept C of the spe-
cialized ontology) is the creation of the two plug concepts
CPLUG and C1PLUG (see Table 2). CPLUG gets its lin-
guistic forms from the GO, up-links from the GO, down-
links are the hyponyms of CGO plus the link to C1PLUG

and horizontal-links from the GO. The other plug node,
C1PLUG, gets its linguistic form from the SO, CPLUG as
hypernym, down links from the SO and horizontal links
from the SO. As a secondary effect, the hypernym of C1SO

is eclipsed.
Eclipsing is a secondary effect of establishing a plug re-



CPLUG C1PLUG

Up links GO CPLUG

Down links GO+ C1PLUG SO

Horizontal links GO SO

Table 2: Merging rules for plug-hyponymy

lation and is also an independent procedure used to avoid
the case that pairs of overlapping concepts placed incon-
sistently in the taxonomies are included in the merged on-
tology; this could happen, for instance, when ”whale” is
placed under a ”fish” sub-hierarchy in a common sense on-
tology, while also appearing in the mammal taxonomy of a
scientific ontology.

4.3. Integration procedure

The plug-in approach described in the previous subsec-
tion has been realized by means of a semi-automatic proce-
dure with the following four main steps.

(1) Basic concepts identification. The domain expert
identifies a preliminary set of ”basic concepts” in the spe-
cialized ontology. These concepts are highly representative
of the domain and are also typically present in the global
ontology. In addition, it is required that basic concepts are
disjoint among each other and that they assure a complete
coverage of the specialized ontology, i.e. it is required that
all terminal nodes have at least one basic concept in their
ancestor list.

(2) Alignment. This step consists in aligning each ba-
sic concept with the more similar concept of the global
ontology, on the basis of the linguistic form of the con-
cepts. Then, for each pair a plug-in configuration is selected
among those described in Section 4.2.

(3) Merging. For each plug-in configuration an inte-
gration algorithm reconstructs the corresponding portion of
the integrated ontology. If the integration algorithm detects
no inconsistencies, the next plug-in configuration is consid-
ered, otherwise step 4 is called.

(4) Resolution of inconsistencies. An inconsistency oc-
curs when the implementation of a plug-in configuration is
in contrast with an already realized plug-in. In this case the
domain expert has to decide which configuration has the
priority and consequently modify the other configuration,
which will be passed again to step 2 of the procedure.

5. Experiments
The integration procedure described in Section 4.3 has

been tested within the SI-TAL project 1 to connect a global
wordnet and a specialized wordnet that have been created
independently. ItalWordNet (IWN) (Roventini et al., 2000),
which was created as part of the EuroWordNet project

1Si-TAL (Integrated System for the Automatic Treatment of
Language) is a National Project devoted to the creation of large
linguistic resources and software for Italian written and spoken
language processing.

(Vossen, 1998) and further developed through the introduc-
tion of adjectives and adverbs, is the lexical database in-
volved in the plug-in as a generic resource and consists of
about 45,000 lemmas. Economic-WordNet (ECOWN) is a
specialized wordnet for the economic domain and consists
of about 5,000 lemmas distributed in about 4,700 synsets.
Table 3 summarizes the quantitative data of the two re-
sources considered.

Specialized Generic

Synsets 4,687 49,108
Senses 5,313 64,251
Lemmas 5,130 45,006
Internal Relations 9,372 126,326
Variants/synsets 1.13 1.30
Senses/lemmas 1.03 1.42

Table 3: IWN and ECOWN quantitative data

As a first step, about 250 basic synsets (5.3% of the re-
source) of the specialized wordnet were manually identi-
fied by a domain expert, including, for instance “azione”
(“share”), and excluding less informative synsets, such as
“azione” (“action”). Alignment with respect to the generic
wordnet (step 2 of the procedure) is carried out with an
algorithm that considers the match of the variants. Can-
didates are then checked by the domain expert, who also
chooses the proper plug relation. In the case of gaps, a
synset with a more generic meaning was selected and a
plug-hyponymy relation was chosen.

At this point the merging algorithm takes each plug re-
lation and reconstructs a portion of the integrated wordnet.
In total, 4,662 ECOWN synsets were connected to IWN:
577 synsets (corresponding to area B in Figure 2) substitute
the synsets provided in the global ontology to represent the
corresponding concepts (B1area in Figure 1); 4085 synsets,
corresponding to the most specific concepts of the domain
(C area in Figure 2) are properly added to the database.
25 high level ECOWN synsets (A area in Figure 1) were
eclipsed as the effect of plug relations. The number of plug
relations established is 269 (92 plug-synonymy, 36 plug-
near-synonymy and 141 plug-hyponymy relations), while
449 IWN synsets with an economic meaning were eclipsed,
either as a consequence of plug relations (when the two tax-
onomic structures are consistent) or through the indepen-
dent procedure of eclipsing (when the taxonomies are in-
consistent). Each relation connects on average 17,3 synsets.

6. Conclusions
After discussing the main features and uses of linguis-

tic ontologies as opposed to formal ontologies, we have
addressed the problem of the interoperability between lin-
guistic ontologies. We have presented a methodology for
the integration of a global and a specialized linguistic on-
tology. The global-specialized situation allows to define a
strong precedence criterion to solve cases of conflicting in-
formation. The advantage of the approach is that a limited
number of plug relations allows to connect a large amount
of concepts (i.e. synsets) in the two ontologies.



7. References
R. Basili, M.T. Pazienza, and F.M. Zanzotto. 2001. Mod-

elling syntactic context in automatic term extraction. In
Proc. of Recent Advances in Natural Language Process-
ing (RANLP ’01), Tzigov Chark, Bulgaria, September.

J.A. Bateman, B. Magnini, and G. Fabris. 1995. The gen-
eralized upper model knowledge base: Organization and
use. In Proc. of InternationalConference on Bulding and
Sharing of Very Large-Scale Knowledge Bases, Twente,
The Netherlands, April.

P. Bouquet and L. Serafini. 2001. Two formalizations of a
context: a comparison. In Proc. of Third International
Conference on Modeling and Using Context, Dundee,
Scotland, July.

P. Buitelaar and B. Sacaleanu. 2001. Ranking and selecting
synsets by domain relevance. In Proc. of NAACL Work-
shop WordNet and Other Lexical Resources: Applica-
tions, Extensions and Customizations, Pittsburgh, June.
held in conjunction with NAACL2001.

P. Buitelaar and B. Sacaleanu. 2002. Extending synsets
with medical terms. In Proc. of the First Global WordNet
Conference, Mysore, India, January.

E. Desmontils and C. Jacquin. 2001. Indexing a web site
with a terminology oriented ontology. In Proc. of SWWS
International Semantic Web Working Symposium, Stan-
ford University, USA, July, August.

M. Erdmann and R. Studer. 1999. Ontologies as con-
ceptual models for XML documents. In Proc. of the
Twelfth Workshop on Knowledge Acquisition, Modeling
and Management (KAW ’99), Voyager Inn, Banff, Al-
berta, Canada, October.

C. Fellbaum, editor. 1998. WordNet: An Electronic Lexical
Database. The MIT Press, Cambridge, US.

A. Gangemi, D.M. Pisanelli, and G. Steve. 1999.
Overview of the ONIONS project: Applying ontologies
to the integration of medical terminologies. Data and
Knowledge Engineering, 31.

J. Gonzalo, F. Verdejio, Chugur, and J. Cigarran. 1998.
Indexing with WordNet synsets can improve text re-
trieval. In S. Harabagiu, editor, Proceeding of the Work-
shop “Usage of WordNet in Natural Language Process-
ing Systems”, Montreal, Quebec, Canada, August.

N. Guarino, C. Masolo, and G. Vetere. 1999. OntoSeek:
Contet-based access to the web. IEEE Intelligent Sys-
tems and Their Application, 14(3):70–80.

G. Hirst and D. St-Onge. 1998. Lexical chains repre-
sentations of context for the detection and correction
of malapropisms. In C. Fellbaum, editor, WordNet. An
Electronic Lexical Database. The MIT Press.

E. Hovy. 1998. Combining and standardizing large-scale,
pratical ontologies for machine translation and other
uses. In Proc. of the First International Conference on
Language Resources and Evaluation, Granada, Spain,
August.

K. Knight and S. Luk. 1994. Building a large knowl-
edge base for machine translation. In Proceedings of the
American Association of Artificial Intelligence Confer-
ence AAAI-94, Seattle, WA.

A. Lavelli, B. Magnini, and F. Sebastiani. 2002. Building

thematic lexical resources by bootstrapping and machine
learning. In Proc. of the Workshop ”Linguistic Knowl-
edge Acquisition and Representation: Bootstrapping An-
notated Language Data”, Workshop at LREC-2002. to
appear.

S. Luke, L. Spector, and D. Rager. 1996. Ontology-based
knowledge discovery on the world-wide-web. In Proc. of
the AAAI1996 Workshop on Internet-based Information
Systems, Portland, Oregon, August.

D. Maynard and S. Ananiadou. 2000. Creating and us-
ing domain-specific ontologies for terminological appli-
cations. In Proc. of Second International Conference
on Language Resources and Evaluation (LREC-2000),
Athens, Greece, May, June.

R. Mihalcea and D. Moldovan. 2000. Semantic indexing
using WordNet senses. In Proc. of the ACL workshop on
Recent Advances in Natural Language Processing and
Information Retrieval, Hong Kong, October.

A. Roventini, A. Alonge, F. Bertagna, B. Magnini, and
N. Calzolari. 2000. ItalWordNet: a large semantic
database for Italian. In Proc. of the Second Interna-
tional Conference on Language Resources and Evalua-
tion (LREC-2000), Athens, Greece, May, June.

K. I. Simov, K. Kiryakov, and M. Dimitrov. 2001. On-
toMap - the guide to the upper-level. In Proc. of SWWS
International Semantic Web Working Symposium, Stan-
ford University, USA, July, August.

D. Turcato, F. Popowich, J. Toole, D. Fass, D. Nichol-
son, and G. Tisher. 2000. Adapting a synonym database
to specific domains. In Proc. of Workshop on Informa-
tion Retrieval and Natural Language Processing, Hong-
Kong, October. held in conjunction with ACL2000.

P. Vossen, editor. 1998. EuroWordNet: a Multilingual
Database with Lexical Semantic Networks. Kluwer Aca-
demic Publishers.

P. Vossen. 2001. Extending, trimming and fusing Word-
Net for technical documents. In Proc. of NAACL Work-
shop WordNet and Other Lexical Resources: Applica-
tions, Extensions and Customizations, Pittsburgh, June.
held in conjunction with NAACL2001.

W.A. Woods. 1997. Conceptual indexing: A better way to
organize knowledge. Technical report, SUN Technical
Report TR-97-61.



Automatic Adaptation of WordNet to Domains

Roberto Navigli, Paola Velardi

Università di Roma “La Sapienza”, Dipartimento di Scienze dell'Informazione, Via Salaria 113
00198 Roma, Italy, e-mail: velardi@dsi.uniroma1.it

Abstract
The objective of this paper is to present a method to automatically enrich WordNet with sub-trees of concepts in a given language 
domain. WordNet is then trimmed to reduce unnecessary ambiguity and singleton nodes. The process is based on the use of 
statistical method and linguistic processing to extract candidate domain terms. Multiword terms are semantically disambiguated 
and interpreted using ontological and contextual knowledge stored in WordNet on singleton words.

1. Introduction
As already pointed out by many researchers, 

WordNet is a very useful tool, but has some important 
drawbacks, namely, over-ambiguity and lack of domain 
terminology. Several published studies attempted to 
solve this problem in some automatic way, for example, 
(Vossen, 2001) (Harabagiu et al., 1999) (Milhalcea et 
al., 2001) and (Agirre et al. 1999). Other studies related 
to the work presented in this paper deal with the more 
general issue of automatic ontology construction. These 
contributions are collected in the web proceedings of 
two workshops dedicated to Ontology learning, (ECAI-
OL, 2000) and (IJCAI-OL, 2001).

In many described approaches for ontology 
learning, domain terms are firstly extracted using a
variety of statistical methods; then, taxonomic relations 
and other types of relations between terms are detected. 
In the literature, the notion of domain term and domain
concept are used interchangeably, though no semantic 
interpretation of terms takes place. For example, in 
(Vossen, 2001) the "concept" digital printing 
technology is considered as a kind-of printing 
technology by virtue of simple string inclusion. 
However, printing has four senses in WordNet, and 
technology has two senses. There are hence 8 possible 
concept combinations for printing technology!

In this paper we propose a method for semantic 
interpretation of terms, using the information available 
in WordNet for the individual words that appear in a 
terminological string. Semantic interpretation allows us 
to detect non-trivial taxonomic relations between 
concepts, and other types of semantic relations. 

The method described in this paper is implemented 
in a system called OntoLearn. OntoLearn is part of an 
Ontology Engineering architecture, described in  
(Missikoff et al., 2002), developed in the context of two 
European projects1, aimed at improving interoperability 
in the Tourism sector. 

Taxonomic information is extracted from the 
documents available in the considered domain in 5
steps: domain terminology is identified (section 2) and
structured in syntactic trees (section 3), terms are 
mapped to concepts (section 4), that are arranged in a 
domain concept forest (section 5), and then used to 
create a domain-specific view of WordNet (section 6).

1 ITS – 13015 (FETISH) and  ITS- 29329 (HARMONISE).

2. Identification of Relevant Domain 
Terminology

The objective of this phase is to extract from the 
available documents a domain terminology. First, we 
use a linguistic processor, ARIOSTO2, to extract from a 
corpus of documents a list of syntactically plausible 
terminological patterns, e.g. compounds (credit card), 
prepositional phrases (board of directors), adjective-
noun relations (manorial house). 

Then, two information theory based measures are 
used to filter out non-terminological (e.g. last week) and 
non-domain specific terms (e.g. world wide web in a 
Tourism domain). The first measure, called Domain 
Relevance, computes the probability of occurrence of a 
candidate term in the application domain (e.g. Tourism), 
as compared with other corpora that we use for a 
contrastive analysis (e.g. Medicine, Economy, Novels, 
etc.). The second measure, called Domain Consensus, 
computes the entropy of the probability of seeing a 
candidate term across the documents of the application 
domain. The underlying idea is that only terms that are 
frequently and consistently referred in the available 
domain documents reflect some consensus on the use of 
that term. These two measures have been formally 
defined and extensively evaluated in (Velardi et al, 
2001).

3. Generation of Syntactic Trees
From the list of filtered terminology we generate 

lexicalized trees, on the basis of a simple inclusion 
relation. For example, given two strings x and wx (e.g. 
telephone service and service), we generate wx →@ x, 
where ‘→@’ stands for the hyperonymy relation. Figure 
1 provides an example of a generated lexicalized tree ℑℑℑℑ. 
It is clear that many taxonomic relations are not 
captured by this simple inclusion mechanism, like bus 
service →@ public transport service.

4. Semantic Disambiguation of Terms
The process of semantic interpretation is one that 

associates to each multiword term t = wn⋅…⋅w2⋅w1 (where 
wi is an atomic word) the appropriate concept name.

2 ARIOSTO is a joint effort of the Universities of Roma "La 
Sapienza" and "Tor Vergata".
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service

ferry service boat service

car ferry service

bus service transport service

public transport
service

coach service
taxi service

express servicetrain service

car service

Figure 1. Example of a lexicalized tree.

Though complex terms are usually absent in 
WordNet, singleton words and occasionally word pairs 
included in a terminological string are mostly present. 
For example, printing technology as a unique term is not 
included, but printing and technology have an 
associated WordNet entry.

We derive the meaning of a complex 
terminological string compositionally, as explained 
hereafter.

Formally, a semantic interpretation is defined as 
follows: let t = wn⋅…⋅w2⋅w1 be a valid term belonging to 
a lexicalized tree ℑℑℑℑ. The process of semantic
interpretation is one that associates to each word wk in t
the appropriate WordNet synset Si

k , the i-th synset 
(i∈{1,...,m}) associated to wk in WordNet. The sense of 
t is hence defined as:

S(t) = Sk
k
U , Sk ∈Synsets(wk )  and wk ∈ t.

where Synsets(wk) is the set of synsets each representing 
a sense of the word wk.

For instance: S("transport company") = { { 
transportation#4, shipping#1, transport#3 }, { 
company#1 } } corresponding to sense #1 of company
(“an institution created to conduct business”) and sense 
#3 of transport ("the commercial enterprise of 
transporting goods and material").

In order to disambiguate the words in a term t = 
wn⋅…⋅w2⋅w1 we proceed as follows:

a) If t is the first analyzed element of ℑℑℑℑ, manually 
disambiguate the root node (w1 if t is a compound) of ℑℑℑℑ.

b) For any wk∈t and any synset Si
k  of wk, create a 

semantic net SN. Semantic nets are automatically 
created using the following semantic relations: 
hyperonymy (→@), hyponymy (→~), meronymy (→#), 
holonymy (→%), pertonymy (→\), attribute (→=), 
similarity (→&), gloss (→gloss) and topic (→topic). The 
gloss and the topic relation are obtained parsing with 
ARIOSTO the WordNet concept definitions (glosses) 
and SemCor sentences (topic) including that sense. 
Every other relation is directly extracted from WordNet. 
To reduce the dimension of a SN, concepts at a distance 
of more than 3 relations from the SN centre, Si

k , are 
removed. Figure 2a is an example of SN generated for 
sense #1 of room.

Let then SN(Sik ) be the semantic network for 
sense i of word wk.

c) Starting from the "head" w1 of t, and for any 
pair of words wk+1 and wk (k=1,…,n-1) belonging to t, 
intersect alternative pairs of SNs. Let 
I=SN (Sik+1)∩SN (Sjk )  be one of such intersections 
for sense i of word wk+1 and sense j of word wk. Note 
that, in each step k, the word wk is already 
disambiguated, either manually (for k=1) or as a result 
of step k-1.

To identify common semantic patterns several 
heuristic rules are used, e.g.:

2

@33@

1:, SMGSSynsetMG
gloss

wn ←→→∈∃
≤≤

The heuristic (named "gloss+parallelism") reads: 
"given two central concepts S1 and S2, there exist two 
concepts G and M such that G appears in the gloss of S1
and both G and S2 reach the concept M in
SN (S1)∩ SN (S2) through a hyperonimy path.

An example is the bold pattern in Figure 2b:

.1#1#2#3#
@

2
@
1 companyonorganizatienterprisetransport

gloss

←→→

5. Creating a Domain Concept Forest
Initially, all the terms in a tree ℑℑℑℑ are independently 

disambiguated. Subsequently, taxonomic information in 
WordNet is used to detect is-a relations between 
concepts, e.g. ferry service →@ boat service. In this 
phase, since all the elements in ℑℑℑℑ are jointly considered, 
some interpretation errors produced in the previous 
disambiguation step are corrected. In addition, certain 
concepts are fused in a unique concept name on the 
basis of pertonimy, similarity and synonymy relations 
(e.g. respectively: manor house and manorial house, 
expert guide and skilled guide, bus service and coach 
service).

Notice again that we detect semantic relations 
between concepts, not words. For example, bus#1 and 
coach#5 are synonyms, but this relation does not hold 
for other senses of these two words. Each lexicalized 
tree ℑℑℑℑ is finally transformed in a domain concept tree ϒϒϒϒ.

Figure 3 shows the concept tree obtained from the 
lexicalized tree of Figure 1.



Figure 2. a) example of semantic net for room#1; b) example of intersecting semantic patterns for transport#3 and 
company#1.

For clarity, in Figure 3 concepts are labeled with the 
associated terms (rather than with synsets), and numbers 
are shown only when more than one semantic 
interpretation holds for a term, as for coach service and 
bus service (e.g. sense #3 of "bus" refers to "old cars").

6. Pruning and Trimming WordNet
The final phase consists in creating a domain-

specialization of WordNet. In short, WordNet pruning 
and trimming is accomplished as follows:

1. The Domain Concept trees are attached under 
the appropriate nodes in WordNet. 

2. An intermediate node in WordNet is pruned 
whenever the following conditions hold
together:

i. it has no "brother" nodes;
ii. it has only one direct hyponym;

iii. it is not the root of a Domain Concept 
tree;

iv. it is not at a distance ≤ 2 from a WordNet 
unique beginner (this is to preserve a 
"minimal" top ontology).

Figure 4 shows an example of pruning the nodes located 
over the Domain Concept tree with root wine#1. 
Appendix A shows an example of domain-adapted 
branch of WordNet in the tourism domain.

7. Evaluation
OntoLearn is a knowledge extraction system 

aimed at improving human productivity in the time-
consuming task of building a domain ontology. Our 
experience in building a tourism ontology for the 
European project Harmonise reveals that, after one year 
of ontology engineering activities, the tourism experts 
were able to release the most general layer of the 
tourism ontology, comprising about 300 concepts.

service

transport service

car service public transport service car service#2 boat service

coach service, bus service train servicebus service#2 taxi service

coach service#2

express service#2express service

coach service#3 ferry service

car-ferry service

Figure 3. A Domain Concept Tree.
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Figure 4. An intermediate step and the final pruning step over the Domain Concept Tree for "wine#1".

Then, we decided to speed up the process 
developing the OntoLearn system, aimed at supporting 
the ontology engineering tasks. This produced a 
significant acceleration in ontology building, since in 
the next 6 months3 the tourism ontology reached about 
3,000 concepts.

The OntoLearn system has been also evaluated 
independently from the ontology engineering process. 
We extracted from a 1 million-word corpus of travel 
descriptions (downloaded from Tourism web sites) a 
terminology of 3840 terms, manually evaluated4 by 
domain experts participating in the Harmonise project. 
We obtained a precision ranging from 72.9% to about 
80% and a recall of 52.74%. The precision shift is 
motivated by the well-known fact that the intuition of 
experts may significantly differ.

After this expert evaluation, we added few ad hoc 
heuristics that brought the precision to 97%. However, 
the use of heuristics limits the generality of the method.

The recall has been estimated by submitting a list 
of 6000 syntactic candidates to the experts, requiring 
them to mark truly terminological entries, and then 
comparing this list with that obtained by our statistical 
filtering method described in section 2. 

We personally evaluated the semantic 
disambiguation algorithm using a test bed of about 650 
extracted terms, which have been manually assigned to 
the appropriate WordNet concepts. These terms 
contributed to the creation of 90 syntactic trees. The 
entire process of semantic disambiguation and creation 
of domain trees has been evaluated, leading to an 
overall 84.5% precision. The precision grows to about 
89% for highly structured sub-trees, as those in Figure 

3 The time span includes also the effort needed to test and tune 
OntoLearn. Manual verification of automatically acquired  
domain concepts actually required few days. 
4 Here manual evaluation is simply deciding  whether an 
extracted term is relevant, or not, for the tourism domain.

3. In fact, the phase described in section 5 significantly 
contributes at eliminating disambiguation errors (in the 
average, 5% improvement). We also analyzed the 
individual contribution of each of the heuristics 
mentioned in section 4 to the performance of the 
method, but a detailed performance report is omitted 
here for sake of space. The results of this performance 
analysis led to a refinement of the algorithm and the 
elimination of one heuristic.
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Appendix A: A fragment of trimmed WordNet for the Tourism domain

{ activity%1 }
{ work%1 }

{ project:00508925%n }
{ tourism_project:00193473%n }
{ ambitious_project:00711113%a }

{ service:00379388%n }
{ travel_service:00191846%n }

{ air_service#2:00202658%n }
{ air_service#4:00194802%n }

{ transport_service:00716041%n }
{ ferry_service#2:00717167%n }
{ express_service#3:00716943%n }

{ exchange_service:02413424%n }
{ guide_service:04840928%n }
{ restaurant_service:03233732%n }
{ rail_service:03207559%n }
{ maid_service:07387889%n }
{ laundry_service:02911395%n }
{ customer_service:07197309%n }

{ guest_service:07304921%n }
{ regular_service#2:07525988%n }
{ outstanding_customer_service:02232741%a }

{ tourism_service:00193473%n }
{ waiter_service:07671545%n }
{ regular_service:02255650%a,scheduled_service:02255439%a }
{ personalized_service:01703424%a,personal_service:01702632%a }
{ secretarial_service:02601509%a }
{ religious_service:02721678%a }

{ church_service:00666912%n }
{ various_service:00462055%a }
{ helpful_service:02376874%a }
{ quality_service:03714294%n }

{ air_service#3:03716758%n }
{ room_service:03250788%n }

{ car_service#3:02384960%n }
{ car_service#4:02385109%n }
{ car_service#5:02364995%n }
{ hour_room_service:10938063%n }

{ transport_service#2:02495376%n }
{ car_service:02383458%n }

{ bus_service#2:02356871%n }
{ taxi_service:02361877%n }

{ coach_service#2:02459686%n }
{ public_transport_service:03184373%n }

{ bus_service:02356526%n,coach_service:02356526%n }
{ express_service#2:02653414%n }
{ local_bus_service:01056664%a }

{ train_service:03528724%n }
{ express_service:02653278%n }

{ car_service#2:02384604%n }
{ coach_service#3:03092927%n }

{ boat_service:02304226%n }
{ ferry_service:02671945%n }

{ car-ferry_service:02388365%n }
{ air_service:05270417%n }

{ support_service:05272723%n }
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Abstract 
 
Lexical knowledge databases such as WordNet contain much semantic information that is left implicit. In order to make maximal use of 
these resources it is important to make this implicit semantic information explicit. Metonymy and regular polysemy constitute a type of 
implicit ontological knowledge. This paper describes the semi-automatic extraction of systematically related word senses from WordNet by 
exploiting its hierarchical structure, and the identification of relations that link these on the basis of the glosses. 
 

1. Introduction 
WordNet (Fellbaum 1998) contains far more semantic 
information than its ontological organization shows. Word 
senses are related to senses of other words by means of a 
small number of basic semantic relations such as synonymy 
and hypernymy. Other types of encyclopaedic knowledge 
and semantic relations are implicitly present in the structure 
of WordNet in the form of taxonomic correspondences and 
glosses. This non-formalized semantic information in 
WordNet can be processed in order to distil more implicit 
knowledge (see e.g. Harabagiu 2000).  
 

2. Relations between senses 
Systematic relatedness between senses is one type of 
knowledge that is mostly left implicit in resources. This 
phenomenon is called metonymy, or, ore specifically, 
regular polysemy (Apresjan 1973).  
Viewed traditionally, metonymy is a non-literal figure of 
speech in which the name of one thing is substituted for that 
of another related to it. It has been described as a cognitive 
process in which one conceptual entity, the vehicle, 
provides mental access to another conceptual entity (Radden 
1999). In its basic form, it establishes a semantic relation 
between two concepts that are associated with word forms. 
The semantic shift expressed by the relation may or may not 
be accompanied by a shift in form. The semantic relation 
that is captured by metonymy is one of semantic contiguity, 
in the sense that in many cases there are systematic relations 
between metonymically related concepts that can be 
regarded as slots in conceptual frames (cf. Fillmore 1977).   

Regular polysemy is a more specific instantiation of 
metonymy that covers the systematicity of the semantic 
relations involved. It can be defined as a subset of 
metonymically related senses of the same word displaying a 
conventional as opposed to novel type of semantic 
contiguity relation. Any systematic semantic relations 
between concepts are lexicalized, i.e. they are explicitly 
listed in dictionaries and independent of a pragmatic 
situation. For example, The White House is on the one hand 
an institution and on the other a building. The semantic 
relation between the two senses is ‘is housed in’. It is a 
conventional pattern, not a nonce formation (a pragmatically 
defined novel metonymy), because it holds for related 
senses of two or more words (Apresjan, 1973) in the 
lexicon. It is this subtype of metonymy that we concentrate 
on in this paper. 
 

3 Extraction from WordNet 
A technique was developed (Peters 2000) for identifying 
sense combinations in WordNet where the senses involved 
potentially display a regular polysemic relation, i.e. where 
the senses involved are candidates for systematic 
relatedness.  
In order to obtain these candidate patterns WordNet (WN) 
has been automatically analysed by exploiting its 
hierarchical structure for nouns. Wherever there are two or 
more nouns with senses in one part of the hierarchy, which 
also have senses in another part of the hierarchy, then we 
have a candidate pattern of regular polysemy. The patterns 
are candidates because there seems to be an observed 
regularity for two or more words. An example can be found 
in Figure 1 below. 

 
 
 



   psychological feature 
 
act   cognition 
 
activity   content 
 
occupation  knowledge domain 
 
profession  discipline  hypernym combination 
(the principal activity  (a branch of knowledge) 
in your life) 
 
 
 
 

architecture   words whose senses occur under both hypernyms  
law 
literature 
politics 
theology 
 

Figure 1: words in WordNet covered by the pattern profession/discipline 
 
 

4 Relations  
The results obtained from the manual analysis of reduced 
data sets according to (Peters 2001) and (Peters 2002) yields 
a set Regular Polysemic patterns. These patterns consist of 
combinations of the hypernymic nodes that subsume the 
words involved in the pattern. These combinations do not 
give any explicit information about the nature of the 
systematic relations that exist between them. This 
relationship can be determined by means of manual 
evaluation. The examination of the pair and the participating 
word senses will provide a human assessor with enough 
information to intuitively postulate a relationship. However, 
this is a costly and time consuming activity.  
We have, up to a certain extent, automated this process of 
extracting explicit relations between the word senses 
involved in the regular polysemic pattern.  
Our extraction process concentrates on the linguistic 
information available in the glosses associated with the 
word senses subsumed by the hypernymic pairs. The 
relations we have extracted take the form of verbs that link 
pairs of concepts. In each of these pairs one member is 
subsumed by member one of the hypernym pair and the 
other by number two. The glosses were first preprocessed. 
Part of speech tags were added and nominal and verbal 
content words were lemmatized. 
For all nouns participating in the regular polysemic patterns 
listed above two bags of WordNet words were created, each 
associated with a sense captured by the regular polysemic 
pattern. The bag consisted of the noun under consideration, 
its synonyms and all the members of the hypernymic 
synsets. Then the words in the bag of the first word sense 
were matched against the processed gloss associated with 
the synset to which this sense belongs (henceforth synset 1). 

If there was a match, the words from the bag of the second 
word sense (henceforth synset 2) were matched against the 
gloss. 
If there was a match and the word from the synset 1 bag  
(word 1) preceded the word from the synset 2 bag (word 2) 
within the gloss, the text between the matches was 
extracted. If this span of text contained a verb, it was 
extracted, together with any associated prepositions. A 
distance of three positions between the matched nouns and 
the verb was applied in order to reduce spurious matches. 
Any extracted verb is considered to represent an 
instantiation of the relation(s) holding for the regular 
polysemic pattern.  
The same matching process was repeated for the glosses 
associated with all hypernyms of  synset 1. Then the whole 
process was repeated, looking for matches in the synset 2 
gloss and all its hypernyms. Figure 2 below gives a 
graphical representation of the process. 
The requirement that word 1 precedes word 2 is geared 
towards the extraction of transitive and prepositional verbs, 
both used in active form. The order constraint also 
determines the directionality of the relation, i.e. which 
hypernymic pair member is the subject and which is the 
object of an extracted verb. 
We will illustrate this by means of an example.  
The regular polysemic pattern animal - food is applicable to 
172 words in WordNet. One of these words is ‘herring’: 
Sense 1: commercially important food fish of northern 
waters of both Atlantic and Pacific. 
Sense 2: valuable flesh of fatty fish from shallow waters of 
northern Atlantic or Pacific; usually salted or pickled. 
The bag of words associated with synset 1 contains 330 
words (e.g. fish, entity, life form, vertebrate, craniate). 



The synset 2 bag holds 518 words (seafood, food, substance, 
food product, nutrient, object). Only a subset of these words 
is related to herring, the rest are associated with the other 
words that are subsumed by the hypernymic pattern. 
The concept ‘food fish’ is the hypernym of sense 1: “any 
fish used for food by human beings”. Of the words in this 

gloss ‘fish’ is found in the synset1 bag and ‘food’ in the 
synset 2 bag. The intermediate text span is ‘used for’ which 
consists of a past participle and a preposition. The outcome 
is the relationship ‘animal used for food’. This relation is 
found 37 times. The relation ‘used for’ is found 23 times.

Figure 2: Mapping synset members onto glosses 
 
The pattern profession and discipline (see figure 1) 
subsumes five words: architecture, literature, politics, 
law and theology. 
Sense 6 of ‘law’ has the gloss ‘the learned profession that 
is mastered by graduate study in a law school and that is 
responsible for the judicial system; "he studied law at 
Yale"’ 
Bag synset 1 contains ‘profession’, bag synset2 ‘study’. In 
between is the verb ‘is mastered by’ which yields the 
relation ‘profession is mastered by discipline’ for this 
regular polysemic pattern. This relation is found 2 times. 
One other relation was found: ‘concerned with’, which 
occurs only once. 
 
Other relations are:  
 
writing (reading matter; anything expressed in letters of 
the alphabet (especially when considered from the point 
of view of style and effect); "the writing in her novels is 
excellent") 
message (what a communication that is about something 
is about) 

This pattern covers 36 words. Examples are account, 
conclusion, declaration, epitaph. The relation ‘express’ 
occurs once, ‘state’ occurs 24 times. 
 
fabric (something made by weaving or felting or knitting 
or crocheting natural or synthetic fibers) 
covering (a natural object that covers or envelops) 
This hypernymic combination subsumes 5 words: fleece, 
hair, tapa, tappa, wool. 
'made from' occurs once. 
 
person (a human being; "there was too much for one 
person to do") 
language (a systematic means of communicating by the 
use of sounds or conventional symbols; "he taught foreign 
languages"; "the language introduced is standard 
throughout the text") 
This pattern subsumes 257 words such as Tatar, Assyrian, 
Hopi, Punjabi. 
The relation 'speak' occurs 132 times. 
 
 
 

Set of synonyms 
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Gloss synset 1 and 2 
Gloss hypernyms synset 1 and 2 
 
word 1  “X  VERB  X”  word 2 
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5 Expansion through EuroWordNet 
Now we have obtained a number of patterns with specific 
relations it is possible to extend each ontological fragment 
consisting of concept triples (N-V-N) with explicit 
relations from EuroWordNet (Vossen, 1998). We have 

chosen this database over Wordnet because it contains 
more kinds of semantic relations than WordNet, such as 
thematic relations and links that hold between concepts 
lexicalized by different parts of speech. 

Person Speak
subj

Language
obj

address

pronounce

isa

communicate TC

Social
Dynamic
Agentive
Communication
Cause

antonym

Has
subevent

be silent

agent

speaker

sound

causes

language

result

A human being

a systematic means of
communicating by the use
of sounds or conventional
symbols

Figure 3: Expanded Ontological Fragment for the pattern person - speak - language



First, the applicable verb senses was chosen manually. 
After that, relational chains in the database were 
extracted. Figure 3 and 4 exemplify this process for the 
verbs 'speak' associated with the pattern person - language 
and 'master' linking profession and discipline. The 'TC' 
relation indicates the EuroWordNet top concepts that are 
described in great detail in (Rodriguez et al., 1998). 
The relations can all be considered additional slots in the 

partial knowledge frame that started as a regular 
polysemic pattern. 
For instance, the additional knowledge fragments 
provided by EuroWordNet connect 'master' to 
'knowledge', 'practice', 'learning' and 'teaching'. These can 
be used for inferencing purposes or knowledge extraction 
from texts. 
 

Discipline Master Profession

an occupation requiring
special education (especially
in the liberal arts or sciences)

branch of
knowledge

Dynamic
Mental

TC

subevent
of

practise

learn, acquire
knowledge

isa

can

ability

Xpos
hypernym

learning

causes

developing

subevent
of

knowledge teaching

practise

caused by
result

instr

subj obj

Figure 4: Expanded Ontological Fragment for the pattern discipline - master - profession



 
6 Discussion and conclusion 

We have shown that the semi-automatic technique 
described above for extracting semantic relations between 
systematically related senses from WordNet glosses is 

feasible. There are cases, however, where no relations can 
be extracted, and where the extracted relations are wrong. 
Further experimentation with the syntactic properties of 
the glosses might improve results. 
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Abstract
In thispaper, wediscusstheutility anddeficienciesof existingontologyresourcesfor anumberof languageprocessingapplications.We
describea techniquefor increasingthesemantictypecoverageof a specificontology, theNationalLibrary of Medicine’s UMLS, with
theuseof robustfinite statemethodsusedin conjunctionwith large-scalecorpusanalyticsof thedomaincorpus.We call this technique
”semanticrerendering”of the ontology. This researchhasbeendonein the context of Medstract,a joint Brandeis-Tufts effort aimed
at developingtools for analyzingbiomedicallanguage(i.e., Medline),aswell ascreatingtargeteddatabasesof bio-entities,biological
relations,andpathway datafor biological researchers(Pustejovsky et al., 2002). Motivating the currentresearchis the needto have
robust and reliablesemantictyping of syntacticelementsin the Medline corpus,in order to improve the overall performanceof the
informationextractionapplicationsmentionedabove.

1. Intr oduction

Datamining andinformationextractionrely on a num-
berof naturallanguagetasksthat requiresemantictyping;
thatis, theability of anapplicationto accuratelydetermine
the conceptualcategoriesof syntacticconstituents.Accu-
rate semantictyping serves taskssuchas relation extrac-
tion by improvinganaphoraresolutionandentityidentifica-
tion. Domain-specificsemantictyping alsobenefitsstatis-
tical categorizationanddisambiguationtechniquesthat re-
quiregeneralizationsacrosssemanticclassestomakeupfor
thesparsityof data.This applies,for example,to theprob-
lem of prepositionalattachment,as well as identification
of semanticrelationsbetweenconstituentswithin nominal
compounds(see,for example,relateddiscussionin Rosario
& Hearst(2002)). Semantictyping hasotherdirect appli-
cations,suchasqueryreformulation,thefiltering of results
accordingto semantictyperestrictions,andsoon.

The setof categoriesusedin semantictyping mustbe
adequateenoughto servesuchtasks.In thebiomedicaldo-
main, therearea numberof efforts to developspecialized
taxonomiesandknowledgebases(UMLS, GeneOntology,
SWISS-PROT, OMIM, DIP). In this paper, we describea
methodfor adaptingexistingontologyresourcesfor thenat-
ural languageprocessingtasksandillustratethis technique
on theNationalLibrary of Medicine’sUMLS.

The UMLS, like many industry-standardtaxonomies,
containsa large numberof word-conceptpairings (over
1.5M typedterms),makingit potentiallyattractive asa re-
sourcefor semantictagginginformation. However, these
typesare inadequatefor NL tasksfor two major reasons.
First, theoverall typestructureis very shallow. For exam-
ple, for thesemantictag“Amino Acid, Peptide,or Protein”
(henceforthAAPP), thereare 180,998entries,for which
therearedozensof functional subtypesthat are routinely
distinguishedby biologists,but not in theUMLS.

Onespecificexampleof thetypesystemdeficienciesil-
lustratesthis point very clearly: theextractionof relations
andtheir argumentsfrom text is greatlyimprovedwith en-
tity andanaphoraresolutioncapabilities.However, entity

andeventanaphoraresolutionrely on(amongotherthings)
the semantictyping of the anaphorand its potential an-
tecedents,particularly with sortal andevent anaphora,as
shown in (1) below.

(1) a. “For separationof nonpolarcompounds,thepre-
runcanbeperformedwith hexane� ; ... Theselec-
tion of this solvent� mightbeconsidered..”

b. [p21� inhibits the regulation of ...] ... [This
inhibitor � bindsto ...]

c. [A phosphorylates� B.] ... [Thephosphorylation�
of B ...]

Strict UMLS typing presents a problem for our
anaphoraresolutionalgorithm(Castãno et al., 2002). For
example, for the caseof anaphorain (1a), the UMLS
Metathesaurustypeshexaneaseither ‘OrganicChemical’
or ‘Hazardousor PoisonousSubstance’.However, solvent
is typedas‘Indicator, Reagent,or DiagnosticAid’. In the
UMLS SemanticNetwork, thesesemantictypesarenot re-
lated.Thereforetheresolutionof thesortalanaphorawould
fail, dueto thetypemismatch.Thefact is thathexaneis a
solvent,andthis is simply not reflectedin UMLS.

Functionalsubtypingis alsomissing,as(1b) illustrates.
This exampleshows a known protein (p21) being subse-
quently referredto asan ‘inhibitor’ (a functionalclassof
proteins).This typedoesnot exist in UMLS andthenoun
‘inhibitor’ is merelytypedas‘ChemicalViewedFunction-
ally’, while p21itself is typedas‘Geneor Genome’,AAPP,
or ‘Biologically Active Substance’.It is thereforedifficult
to discriminatep21 from other proteins(as potentialan-
tecedents)for thesortalanaphor“this inhibitor”.

A relateddifficulty is encounteredwith eventanaphora
casessuchas(1c), wherean eventnominalanaphorbinds
to atensedeventasits antecedent,bothof whichareof dif-
ferenttypesin theUMLS. Hence,theexisting UMLS sys-
temdoesnotallow for recognitionof type-subtyperelations
of the kinds thatareneededin orderto identify anaphoric
bindingsin Medlinetexts.



Given thesemotivations,we have developeda set of
techniquesfor “rerendering”anexistingsemanticontology
to satisfytherequirementsof specificfeaturesof a (setof)
application(s). For the presentcase(i.e., the UMLS and
bio-entity and relation extraction), we identify candidate
subtypesfor inclusion in the type systemby two means:
(a) corpusanalysison compoundnominalphrasesthatex-
pressuniquefunctionalbehavior of thecompoundhead;(b)
identificationof functionallydefinedsubtypesderivedfrom
bio-relationparsingand extraction from the corpus. The
resultsof rerenderingareevaluatedfor correctnessagainst
theoriginaltypesystem,andagainstadditionaltaxonomies,
shouldthey exist, suchastheGO ontology. In our prelimi-
naryexperiments,wehaddomainexpertspartiallyverify it
agansttheGeneOntology. Full automaticverificationwill
bedonein thefuture.

2. SemanticRerendering
Many NLP tasksin the serviceof informationextrac-

tion canbenefitfrom moreaccuratesemantictyping of the
syntacticconstituentsin thetext. As mentionedabove, the
semantictaxonomyavailablefrom UMLS is lackingin sev-
eral respects. With specificapplicationssuchas content
summarization,anaphoraresolution,andaccuraterelation
identification in mind, we describehow an existing type
systemcanbesystematicallyadaptedto betterserve these
needs,usinga techniquewe call semanticrerendering. Se-
mantic rerenderingis a processthat takesas input an ex-
isting typesystem(suchasUMLS) anda text corpus,and
proposesrefinementsto the taxonomyon the basisof two
strategies:

� LinguisticRerendering: Syntacticandsemanticanal-
ysisof NPstructuresin thetext;

� DatabaseRerendering: Analysisof “ad hoc abstrac-
tions” from a databaseof relationsautomaticallyde-
rivedfrom thecorpus.

In the first strategy, we usethe syntaxof noungroupsto
identify candidatesubtypesto anexisting UMLS type. For
example, categories that are of interestto biologists but
which arenot explicitly representedin thetypesystemare
functional categoriessuchas phosphorylators, receptors,
andinhibitors. Theseareeachsignificantcategoriesin their
own right but alsohave a rich numberof subtypesaswell,
asillustratedin (2) below.

(2) CB(2) receptor
cannabinoid receptor
cell receptor
D1 dopamine receptor
epidermal growth factor receptor
functional GABAB receptor
gastrin receptororphan receptor
orphan nuclear receptor
major fibronectin receptor
mammalian skeletal muscle acetylcholine receptor
normal receptor
PTHrP receptor
protein-coupled receptor
ryanodine receptor

If individual proteinscan be identified (i.e., semantically
tagged)asbelongingto a functionally definedclass,such

asreceptor, thenricher informationextractionandtextual
bindingis enabled.

Therehasbeensomerecentresearchon extractinghy-
ponym and other relations from corpora (Hearst, 1992;
Pustejovsky etal.,1997;Campbell& Johnson,1999;Mani,
2002). Our work extends the techniquesdescribedin
(Pustejovsky et al., 1997)usingmoreextensive corpusan-
alytic techniquesas developed in Pustejovsky & Hanks
(2001).

2.1. Linguistic Rerendering

We first describethe linguistic rerenderingprocedure
for inducing subtypesfrom corpusdata, given an exist-
ing taxonomysuchasthe UMLS. We beingby taking the
stringsclassifiedas � supertype� in the currenttype sys-
tem. On thebasisof their behavior in thecorpus,we iden-
tify candidatesubtypes,derived from an analysisof the
structureof nominalcompoundsandclusters.We usethe
RHHR (righthandheadrule, cf. Pustejovsky et al. (1997))
for compoundnominals(CN) andcreatesubtype � head-
of-CN� from the type of the headof CN. We thencreate
a nodefor type ��� and insert it into the existing UMLS
hierarchy.

Moreexplicitly, theprocedurefor identifyingcandidate
subtypesfrom thestructureof nominalcompoundsis given
below.

(1) Acquirecorpus	 .

(2) Apply existing typesystemUMLS
 over 	 :

TS-UMLS
�� 	����	���������� .
(3) Selectfrom the resultingsemanticallytaggedcorpus
	 ��������� all NPs with semantictag � with ��� � ,
where� is ameasureof how interestingsemantictype
is for rerendering:

(4) For a given nounN that is the headword of a phrase
with semantictag � , proposeN asnameof a subtype
of S-Tag � , � �"! � , if:

� N appearsasheadin a certainnumberof NPsof
length #%$'& ;
� N falls under the thresholdset for the head-

words above, but is an LCS (longestcommon
subsequence)of anumberof syntacticheadsthat
achieve it whencombined1;
� thereis sufficient variationin wordscomprising

the remainderof phrase(so as to excludeusing
collocationsassubtypes).

(We will refer to thenodesinsertedinto theontology
at this stagefirst-level extension)

(5) Nouns in the residueof NP with N as head ( as
modifier canbe proposedassubtypesof ()� � ! � �
(second-levelextension).

1E.g. For AAPP, oxidasemight not achieve the thresholdby
itself. However, it doeswhen all headwords containingit as a
subsequencearecombined(i.e.myeloperoxidase, peroxidase, de-
epoxidase, etc.)



Furthersubcategorizationof inducedtypes,basedon the
analysisof modifierswithin the nominal phrases,usesa
combinationof templatefiltering of nounphrasesandthe
LCS(longestcommonsubsequence)algorithm(Cormenet
al.,1990).Noticethatonemustusedifferentthresholdsfor
headwordsandmodifiers(in step(4) or step(5) of the al-
gorithm). However, at step(4), a candidatesubtypemay
replicateexactly the parentnode( *�+�,-+/.1032�* !54 +�,-+/.�032�* ).
In that case,first-level extensiontypesmustderived from
subphraseanalysis,but usingthe thresholdestablishedfor
step(4).

Oncethecandidatesubcategoriesareselected,thenext
step is to obtain the instancesfor the inducedsubtypes.
Theseinstancesand their type bindingscan be identified
from the corpususing a numberof standardmethodolo-
gies developedin the field for the expansionof ontology
coverage(Hearst,1992;Campbell& Johnson,1999;Mani,
2002). For themoment,in theexperimentswe conducted,
we usedsyntacticpatterntemplatesto identify the strings
that mapto the proposedextensionsof UMLS types(see
examplesin Table1 below).

This procedurewill result in differential depth of
UMLS extension for functionally defined vs. nam-
ing categories. For example no strings should map to��6 +�798�:<;"+=,?>�:<7@*�AB:/#C+?D�� ! � Body Location or Region� ,
while string mappings are easily obtained for rela-
tional nounssuchas

��E 2F#CG@+=;H0I:<7@;H0KJ3LI2F8NM�:<,-2�;�ONP1D97@03+N� !
� Indicator, Reagent,or DiagnosticAid � .

2.2. DatabaseRerendering

Thesecondstrategy usesa databaseof biological rela-
tions constructedthroughthe applicationof robustnatural
languagetechniquesasoutlinedin Pustejovsky etal. (2002)
andCastãnoetal. (2002).Overthisdatabase,“ad hoc” cat-
egoriesare createdby projectingstatistically thresholded
arguments.More formally, for aparticularrelation,a typed
projectionis obtained:QHR � � RTSVU 
VW 4X� R :/YZ"[ U 
]\_^�`badce
?�
4 R Y
phosphorylate “TNIK” “Gelsolin”
phosphorylate “GSK-3” “NF-ATc4”
phosphorylate “IKK-beta” “IkappaB”
... ... ...
inhibit “PD-ECGF” “DNA synthesis”
inhibit “BMP-7” “terminal chondro-

cytedifferentiation”
block “DFMO” “ODC activity”
abrogate “Interleukin-4” “hydrocortisone-

inducedapoptosis”
... ... ...

Table2: A samplesegmentof relationsdatabase

The noun forms for suchad hoc categoriesare deter-
minedby checkingeachrelationagainstthe first-level ex-
tensionsubtypesderived throughNP structureanalysisas
outlinedabove. Thus,

� For relation 4 andeachsubtype� �f! U 
 , associate

� � with QHR if cgJhA � �i: Q 4 j�lk .
e.g. cmJnA � “kinase”, “phosphorylate” ,
cmJnA � “inhibitor”, “inhibit”  , etc.

Notethattheadhoccategorycreatedthroughprojectionof
the relation’s argumentcanbe matchedwith the typesob-
tainedat thesecond-level of NP-basedontologyextension.

The similarity measureis constructedas a weighted
combinationof string similarity (e.g. LCS-basedscore),
and an integrated compositemeasurederived from the
training corpusand the outsideknowledgesources. The
latter might usestandardIR similarity measureson con-
texts of occurrenceof 4 and � in Medline abstracts,in
definitionsof 4 and � in domain-specificMRDs (suchas
theOn-lineMedicalDictionary),etc.Thus,we have:

cgJhA � �i: Q 4 g�
�'o=pdq LCS-score� �i: Q 4 erls�t�vu)
 o��1q�cmJnAw� � �i: Q 4 

where cgJhAw� � ��: Q 4  is the similarity scorederived from
thesourceJ , and o�� is theweightassignedto thesourceJ .

3. Methodology
3.1. SeedOntology

TheUnified MedicalLanguageSystem(UMLS) which
wasusedasthe seedontologyhasthreecomponents:the
UMLS Metathesaurus,the UMLS SemanticNetwork, and
the SPECIALIST Lexicon (UMLS Knowledge Sources,
2001).TheUMLS Metathesaurusmapssinglelexical items
and complex nominal phrasesinto unique concept IDs
(CUIs) which arethenmappedto thesemantictypesfrom
theUMLS SemanticNetwork. Thelattertypetaxonomyis
whatwasusedin theexperimentalapplicationsof rerender-
ing procedure.It consistsof 134semantictypeshierarchi-
cally arrangedvia the‘isa’ relationandinterlinkedby aset
of secondarynon-hierarchicalrelations. UMLS Metathe-
saurusin the UMLS 2001 distribution containsover 1.5
million stringmappings.

In the Metathesaurus,multiple semantictype bindings
are specifiedfor many of the concepts. Due to this am-
biguity of UMLS conceptsandto a lesserextent, the am-
biguity of the stringsthemselves, the mappingsobtained
from the Metathesaurusgive a numberof semantictypes
for eachlexical item or phrase.We intentionallyavoid su-
perimposingany disambiguationmechanismon this typ-
ing informationwhile applyingit in corpusanalysis.Since
corpus-basedderivation of subtypesusesa frequency cut-
off, this ambiguityessentiallyresolvesitself. For example,
if a given lexical item is typed as both T 
 and T x in the
seedontology, andoccursasa headword in �zy�{ of nom-
inal phrasestypedasT 
 , but in �|yF{ of nominalphrases
typedasT x , it will only beproposedasacandidatesubtype
of T 
 . Thus,underthe y�{ cutoff, isozyme, which theseed
UMLS typesas either }�;"o~M9Aw+ or �f����� , will only be
identifiedasagoodcandidatesubtypefor Enzyme.

3.2. Corpuspreprocessingwith UMLS types

Theexperimentalapplicationof thererenderingproce-
durewasconductedon a relatively small corpusof Med-



PatternType TEMPLATE
apposition “X, aY inhibitor” “X, thesolvent

“X, aninhibitor of Y” “the solvent,X”
“X, aninhibitor of Y” “X, a commonsolventfor Y”

nominalcompounds “Y inhibitor” “the solventX”
definitionalconstructions “X is aninhibitor of Y”
aliasingconstructions “X (inhibitor of Y)” “X (thesolvent)”

“an inhibitor of Y (X)” “the solvent(X)”
enumeration “Y inhibitorssuchasX, ...” “solvents(e.g.X)”

“solvents,e.g.X”
“the following solvents:X, ..”

relativeclauses “X which is aninhibitor of Y” “the solventusedwasX”
“X provedto bea suitablesolvent”

adjuncts “in X andY assolvents”
“X assolvent”

Table1: Samplesyntacticpatternsfor string-to-semantictypemappings

line abstracts(around40,000).Medlineabstractswereto-
kenized,stemmed,and tagged. They were thenshallow-
parsed,with nounphrasecoordinationandlimited prepo-
sitional attachment(only of-attachment)using finite-state
techniques.Theshallow parsewasobtainedusingfivesep-
arateautomataeachrecognizinga distinct family of gram-
matical constructions,very much in the spirit of Hindle
(1983),McDonald (1992) andPustejovsky et al. (1997).
Themachineryusedin preprocessingis describedin more
detail in Pustejovsky et al. (2002).

Semantic type assignmentof the resulting nominal
chunksisdeterminedthroughlookupasfollows.Eachnoun
phraseis put througha cascadeof hierarchicallyarranged
type-assignmentheuristics.Higherpriority heuristicstake
absoluteprecedence;that is, if a semantictyping is possi-
ble, it is assigned.In this implementation,we usethe full
UMLS semantictypehierarchy, includingthemappingsto
bothleavesandintermediatenodes.

During direct lookup, a string is assigneda given se-
mantic type if the UMLS Metathesauruscontainsa map-
ping of that string to a conceptso typed. If a semantic
type for the whole phraseis not found in UMLS, we at-
temptto identify its syntacticheadusinga modificationof
RHHR (righthandheadrule), anddeterminethe semantic
typeof theheadword. For chunkswith OF-attachment,i.e.
phrasesof the form, � NP-1� of � NP-2� , the lookup is
first attemptedon NP-1asa whole.

If the lookup on a particularprospective headfails, it
is testedfor a matchwith morphologicalheuristicsrecog-
nizingsemanticallyvacantcategories,suchas‘ NUMERIC’ ,
‘ABBREVIATION’ , ‘ SINGLE CAPITAL LETTER’ , ‘ SINGLE

LOWER-CASE LETTER’ , etc.These,andphrasesheadedby
commonwords occurringin a non-specializeddictionary
are filtered out. The last layer of heuristicsappliedto a
prospective syntacticheadsuccessively attemptsto strip a
groupsof suffixesandprefixesandperformlookupon the
remainingstem.

3.3. Inducing candidatesubtypes

In theseinitial seriesof tests,we experimentedprimar-
ily with the first part of the rerenderingprocedureas it is

outlined in Section2.1. In the first stageof identifying
thesubtypesbasedonthesyntacticanalysisof nounphrase
structure,a headword wasconsidereda candidatesubtype
of type U if it occuredin more that 1% of all nominal
chunkstaggedas U . Notethatthesamechunkis frequently
taggedwith severalUMLS types.

The candidatesubtypesfor the second(NP modifier-
based)level of UMLS extensionwere identified using a
combinationof templateand frequency-basedfiltering of
nounphrasesandtheLCS (longestcommonsubsequence)
algorithm.Thus,for agivenheadwordproposedassubtype
at first level of extension(e.g.,kinase) the LCS algorithm
wasrun on all phraseswith that headword thatmatcheda
certaintemplate(e.g. � IndefiniteArticle �5� Modifier � *
� ). Thesubstringsthatoccurredin thecorpusin morethan
a certainpercentageof phraseswith that headword were
identifiedascandidatesubtypesfor insertioninto theontol-
ogy at thenext level. Thecut-off thresholdhadto be kept
very low for thisseriesof experiments,asit wasconducted
over a relatively small corpus. In working with a larger
corpusthe thresholdsaresetseparatelyfor eachtemplate,
so e.g. it is muchhigherfor the unfilteredsetof nominal
compoundsthanfor thoseoccurringwith anindefinitearti-
cle. Frequency-basedfiltering involvesdiscardingaspoten-
tial candidatesnounphraseswith modifiersthatoccurfre-
quentlyin separatenon-specializedcorpus,whichallowsto
automaticallydiscardphrasessuchas‘multiple receptors’,
‘specifickinase’,etc.2

Identificationof sampleinstancesfor theinducedtypes
was performedover shallow-parsedtext using syntactic
patterntemplates. The definitional constructionpatterns
were extracted using relation extraction machinery(see
Pustejovsky et al. (2002) for details). It was appliedto
our testcorpusandanothersamplesetof Medlineabstracts
(approx.60,000).

4. Results
Semantictyping over our sampleset of Medline data

producedtypebindingsfor over1 million nounphrases.

2Similar filtering wasalsoappliedto thefirst-level extensions



4.1. NP analysis-basedsubtypes

Thechoiceof particularUMLS categoriesassupertypes
for extensionof theseedUMLS semantictypetaxonomyis
dictatedby theparticularnaturallanguageapplication.Se-
mantictypesgivenbelow arederivedfrom nominalphrase
analysisfor someof thesupertypesthathave beenusedin
anaphoraresolutiontasks(cf Castãno et al. (2002)). Each
UMLS type is shown with the numberof nounphrasesof
that typewhich occurredin our testcorpus,followedby a
list of derivedcandidatesubtypeswith their respective fre-
quencies.The subtypesshown below werederivedasde-
scribedabove in step4 of thererenderingprocedurespeci-
ficationin Section2.1.

Enzyme 4724
dehydrogenase 140
protease 160
reductase 73
metalloproteinase 48
isozyme 54
oxidase 79
phosphatase 111
enzyme 1142
kinase 741

Amino Acid, Peptide, or Protein 20830
receptor 2444
protein 4521
peptide 947
kinase 741
cytokine 287
isoform 412

Cell 16348
macrophage 251
clone 350
neuron 1094
lymphocyte 412
fibroblast 257
cell 11586

Cell Component 2508
cytosol 84
nucleus 469
liposome 43
organelle 40
vacuole 35
ribosome 28
cytoskeleton 55
dendrite 53
cytoplasm 195
soma 26
granule 80
chromatin 36
microtubule 45
chromosome 319
axon 99
microsome 132

Noticethatthecategoriesderivedin this mannerwould in-
cludefunctionallydefinedtypes(e.g. isoform).

4.2. NP modifier-basedextension(second-level)

As mentionedabove,someof theUMLS extensioncan-
didatesthatarederivedaccordingto theprocedurearerepli-
casof the supertypecategory, e.g. +=;"oNM9A�+ ! }�;"o~M9Aw+ ,
or *�+�,-+/.1032�* !�4 +=,�+<.1032�* . For example,amongthe lexi-
cal itemstaggedasReceptorin UMLS Metathesaurus,NPs
headedby the word “receptor” comprise87% of all NPs
taggedasReceptorin our testcorpus:

Receptor 2820
integrin 91
receptor 2444

Theappropriateextensionsto thecomparablelevel within
thetypetaxonomyin this casearederivedfrom subphrase
analysis.Thus,for thecaseof +?;"oNM9A�+ , thecandidatesub-
typessoderivedwouldbe:

cytosolic enzyme
heterologous enzyme
male enzyme
metalloenzyme
multifunctional enzyme
proof-reading enzyme
proteolytic enzyme
rate-limiting enzyme
recombinant enzyme
rotary enzyme
tetrameric enzyme

Theseare identified at step 5 of rerenderingprocedure
throughacombinationof templatefiltering of nounphrases
and longest commonsubstringidentification. They are
thenaddedto the samelevel of the type taxonomyasall
� �"! }�;"oNM9A�+ (seeFigure1).

Enzyme

protease kinase isozyme cystolic proteolic
enzyme enzyme

protein tyrosine receptor
kinase kinase kinase

Figure1: Extensionsubtreefor }�;"o~M9Aw+ (partial)

Theresultsproducedat thisstageby theautomatedpro-
cessingdescribedabove needfurtherfiltering beforegood
subtypecandidatescanbeidentified.This canbeachieved
by fine-tuningtheuseof corpusfrequencies,aswell astype
filtering of modifiersusingtheseedontologytypesystem.
Table3below showsUMLS typesfor selectedNPmodifier-
basedsubcategoriesof *F+�,-+/.�032�* .
4.3. Corpus-basedidentification of the instancesof

inducedsemanticcategories

The rerenderingproceduregives different results for
differentsegmentsof thetaxonomy, dependingontheclass
of supertypecategory. Thus, for functionally definedse-
mantic types, suchas, “Chemical Viewed Functionally”,
or “Indicator, Reagent,or DiagnosticAid”, corpus-based
derivation of instancesfor the induced subcategories is
clearlymuchmorefeasible.Considerthefirst level exten-
siontypesfor thecategoriesbelow:

Indicator, Reagent, or Diagnostic Aid 3424
buffer 151
conjugate 112
stain 75
agar 38
antibody 1640
indicator 373
solvent 38
tracer 53
dye 95
reagent 113
nitroprusside 51
hydrogen peroxide 58



CandidateSubtypes ()� �e! � � SeedUMLS Type for Modifier (
cell surfacereceptor ‘Cell Component’
membranereceptor ‘Tissue’

adhesionreceptor ‘AcquiredAbnormality’, ‘Diseaseor Syndrome’
‘NaturalPhenomenonor Process’

activationreceptor no typebinding
contractionreceptor ‘FunctionalConcept’

estrogenreceptor ‘Steroid’, ‘PharmacologicSubstance’,‘Hormone’
dopaminereceptor ‘OrganicChemical’,‘PharmacologicSubstance’,

‘NeuroreactiveSubstanceor BiogenicAmine’
adenosinereceptors ‘Nucleic Acid, Nucleoside,or Nucleotide’,

‘PharmacologicSubstance’,‘Biologically ActiveSubstance’
insulin receptor ‘Amino Acid, Peptide,or Protein’,

‘PharmacologicSubstance’,‘Hormone’
TSHreceptor ‘Amino Acid, Peptide,or Protein’,‘Hormone’

‘NeuroreactiveSubstanceor BiogenicAmine’
EGFreceptor ‘Amino Acid, Peptide,or Protein’,‘Hormone’,

‘PharmacologicSubstance’,
transferrinreceptor ‘Amino Acid, Peptide,or Protein’,‘Biologically ActiveSubstance’,

‘Indicator, Reagent,or DiagnosticAid’, ‘LaboratoryProcedure’

receptor ‘Amino Acid, Peptide,or Protein’, ‘Receptor’

Table3: UMLS Typingof modifiers ( for somesamplesubtypes()��� ! ��� for ���1� receptor

Chemical Viewed Functionally 3494
inhibitor 1668
prodrug 62
basis 1075
vehicle 107
radical 144
base 265
pigment 36
surfactant 36

Pathologic Function 17752
impairment 383
stenosis 274
other 450
illness 209
problem 1133
dysfunction 493
block 244
carrier 219
inflammation 243
pathogenesis 497
cavity 273
hemorrhage 180
occlusion 266
lesion 1820
infarction 449
regression 237
pathology 242
infection 1782
complication 1248
separation 320
degeneration 180
stress 487

Table4 shows the derivation of instancesfor the cate-
goriesinducedthroughnounphraseanalysis(step5), us-
ing thedefinitionalconstructiontemplate.Thefirst column
shows the actualstringsthat get the new type binding as
>9Jh;"7 E + (in blue)andtheir originalUMLS types(in black).
Notice that for many of the stringsthat can be so typed,
the seedUMLS type is eithergeneric �f����� or the type
bindingis absentaltogether.

If the candidatesubtypeis a valid semanticcategory,
suchcorpus-basedidentificationof instancesshouldwork
equallywell irrespectiveof thelevelatatwhichtheinduced

type is inserted. For example,seeTable5 below for NP
modifierextensionsof receptor.

cell-surfacereceptors:
polycystin-1 is a cell surfacereceptor
Fas is acell surfacedeath*F+�,-+/.�032�*
CD40 is a cell surfacereceptor
CD44 is a cell surfacereceptor
The scavengerreceptorBI is a cell surface
lipoprotein *F+�,-+/.�032�*
membranereceptors:
Neuropilin-1 is a transmembranereceptor
APJ is a seventransAw+=AwLI*�7@;"+ domain
G-protein-coupled*F+�,-+/.�032�*
HER2 is amembranereceptor

Table5: Samplesemantictype instancesderivedwith the
definitionalconstructiontemplatefor subtypesof receptor

5. Evaluation of Rerendering Procedure

The evaluationof the performancefor rerenderinges-
sentiallyboils down to whatever improvementis produced
in precisionand recall for the client applications. How-
ever, in order to do an earnestevaluationof performance
of the rerenderingalgorithm,we would needto run it on
a much larger corpus. This would allow for bettercan-
didatechoicesfor the portionsof the procedurethat have
beenplaguedby sparsity(e.g., in NP modifier-basedcan-
didatesubtypeselection). But most importantly, it would
increasethe coveragein termsof instancesfor which the
typebindingsareproducedin thenew typesystem.



Table4: Definitionalconstructiontemplateat work for the � � ��>9Jh;"7 E +

5.1. Usability in natural languageapplications
Oneof theclientapplicationsfor theexperimentswere-

porthereis coreferenceresolution.Theanaphoraexamples
in (3) below illustratetheimpactof usingthederivedtypes.
Even the test corpuswe usedactually containedenough
information to producethe type bindingsfor someof the
stringsusedin (3).

(3) a. “Assayswereconductedin chloroform, toluene,
amylacetate, isopropyl ether, andbutanol. ... In
each solvent,”

b. “The extracts were prepared separately in
methanol, ethanol, phosphate buffer saline
(PBS),anddistilled wateraspartof our studyto
look at ... Our resultshave shown that all four
solventswere...”

c. “A 47-year-old man was found deadin a fac-
tory wheredichloromethane(DCM) tankswere
stocked. He was making an inventory of t he
annualstockof DCM containedin several tanks
(5- to 8000-L capacity)by transferringthe sol-
ventinto anadditionaltankwith thehelpof com-
pressedair.”
(emphasisadded)

The seedontology inducesa type mismatchbetweenthe
anaphorandtheantecedent.For example,in (3c), theorig-
inal typebindingsare:

� TS-UMLS
 (solvent)=
‘Indicator, Reagent,or DiagnosticAid’;

� TS-UMLS
 (dichloromethane)=
�
‘OrganicChemical’,

‘PharmacologicSubstance’,
‘Injury or Poisoning’�

Thererenderedontologyallows the inducedsemantictype
solvent ! � Indicator, Reagent, or DiagnosticAid � to be
includedin thetypebindingsfor “dicloromethane”.

5.2. Evaluation againstexistingontologies

Weperformedsometestevaluationsof thesecond-level
extensionsubtypesagainsttheGeneOntology. Despitethe
very modestside of our test corpus,we observed signif-
icant overlap in somecategories. Thus, for example,the
388 second-level extensionsubtypecandidatesfor recep-
tor, 12%wereidentifiedasconceptnamesin theGeneOn-
tology.

In general,the preliminaryresultsof applyingthe first
stepof the rerenderingprocedurealgorithmto the UMLS
semantictype taxonomy appearquite encouraging. In
the future, betterautomatedmethodsfor the evaluationof
rerenderingresultsagainstthe existing ontologiesmustbe
developed. And most importantly, the utility anduseful-
nessof the rerenderingalgorithmmustbeevaluatedvis-a-
vis achieving improvementin precisionandrecallfor client
NLP applications.
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Abstract
It is very costly to build up lexical resources and domain ontologies. Especially when confronted with a new application domain lexical
gaps and a poor coverage of domain concepts are a problem for the successful exploitation of natural language document analysis systems
that need and exploit such knowledge sources. In this paper we report about ongoing experiments with ‘bootstrapping techniques’ for
lexicon and ontology creation.

1. Introduction
It is very costly to build up lexical resources and domain

ontologies. Especially when confronted with a new appli-
cation domain lexical gaps and a poor coverage of domain
concepts are a problem for the successful exploitation of
natural language document analysis systems that need and
exploit such knowledge sources.

We are confronted with such a situation very often in
our work with the XDOC document suite, a collection of
tools created to support intelligent processing of corpora of
interesting textual documents taken from domains like en-
gineering and medicine. The XDOC document workbench
is currently employed in a number of applications. These
include:

� knowledge acquisition from technical documentation
about casting technology,

� extraction of company profiles from WWW pages,

� analysis of autopsy protocols.

The latter application is part of a joint project with the
institute for forensic medicine of our university. The pa-
per is organised as follows: We start with background in-
formation about XDOC. Then we sketch characteristics of
the sublanguage of autopsy protocols and describe the core
idea of our experiments. This is followed by a description
of syntactic structures that are currently processed. Then
clustering of co-occurrence data and its exploitation is de-
scribed. A discussion of results and problems and an out-
look on future work completes the paper.

2. Background: the XDOC document suite
We have designed and implemented the XDOC docu-

ment suite as a workbench for the flexible processing of
electronically available documents in German. The tools
in the XDOC document suite(Kunze and R¨osner, 2001a),
(Kunze and R¨osner, 2001b) can be grouped according to
their function:

� preprocessing

� structure detection

� POS tagging

� syntactic parsing

� semantic analysis

� tools for the specific application: e.g. information ex-
traction

In the semantic analysis, similar to the POS tagging,
the tokens are annotated with their meaning and a classi-
fication in semantic categories like e.g. concepts and re-
lations. For the semantic tagging we apply a semantic
lexicon. This lexicon contains the semantic interpretation
of a word and its case frame combined with the syntac-
tic valence requirements. When we are confronted with
a new application domain, the lexical resources must be
completed with the domain specific terms. Even seman-
tic resources with broad coverage like the semantic lexicon
GermaNet for German (GermaNet-Project-Site, 2002) and
Wordnet(Wordnet-Project-Site, 2002) for English, can not
cover all terms of all different domains.

2.1. Design principles

The work in the XDOC project is guided by the follow-
ing design principles:

� The tools shall be usable for ‘realistic’ documents.
One aspect of ‘realistic’ documents is that they typ-
ically contain domain-specific tokens that are not di-
rectly covered by classical lexical categories (like
noun, verb, ...). Those tokens are nevertheless often
essential for the user of the document (e.g. an enzyme
descriptor like EC 4.1.1.17 for a biochemist).

� The tools shall be as robust as possible.
In general it can not be expected that lexicon infor-
mation is available for all tokens in a document. This
is not only the case for most tokens from ‘nonlexical’
types – like telephone numbers, enzyme names, mate-
rial codes, ... –, even for lexical types there will always



be ‘lexical gaps’. This may either be caused by neolo-
gisms or simply by starting to process documents from
a new application domain with a new sublanguage. In
the latter case lexical items will typically be missing in
the lexicon (‘lexical gap’) and phrasal structures may
not or not adequately be covered by the grammar.

� The tools shall be usable independently but shall allow
for flexible combination and interoperability.

� The tools shall not only be usable by developers but as
well by domain experts without linguistic training.

2.2. XML as unifying framework

We have decided to exploit XML (Bray et al., 1998) and
its accompanying formalisms (e.g. XSLT (Site, 2002)) and
tools (e.g. xt (Clark, 2002) ) as a unifying framework. All
modules in the XDOC system expect XML documents as
input and deliver their results in XML format.

This decision has positive consequences for many as-
pects in XDOC. Take e.g. the desideratum that the tools of
XDOC shall not only be usable by developers but as well by
domain experts without linguistic training. Here XML and
XSLT play a major role: XSL stylesheets can be exploited
to allow different presentations of internal data and results
for different target groups; for end users the internals are in
many cases not helpful, whereas developers will need them
for debugging.

2.3. Bridging lexical gaps

We do not expect extensive lexicon coding at the be-
ginning of an XDOC application. XDOC’s POS tagger
and syntactic parser have therefore been augmented with a
number of techniques for dealing with such ‘lexical gaps’.

For POS tagging we exploit the morphology compo-
nent MORPHIX (Finkler and Neumann, 1988): If a to-
ken in a German text can be morphologically analysed with
MORPHIX the resulting word class categorisation is used
as POS information. Note that this classification need not
be unique. Since the tokens are analysed in isolation multi-
ple analyses are often the case. Some examples: the token
‘der’ may either be a determiner (with a number of different
combinations for the features case, number and gender) or
a relative pronoun, the token ‘liebe’ may be either a verb or
an adjective (again with different feature combinations not
relevant for POS tagging).

MORPHIX’s coverage can be characterised as follows:
most closed class lexical items of German as well as all
irregular verbs are covered. The coverage of open class
lexical items is dependent on the amount of coding. The
paradigms for e.g. verb conjugation and noun declination
are fully covered but to be able to analyze and generate
word forms their roots need to be included in the MOR-
PHIX lexicon.

Due to lexical gaps some tokens will not get a MOR-
PHIX analysis, at least at the beginning of an XDOC ap-
plication. We then employ two techniques: We first try
to make use of heuristics that are based on aspects of the
tokens that can easily be detected with simple string anal-
ysis (e.g. upper-/lowercase, endings, ...) and/or exploita-
tion of the token position relative to sentence boundaries

(detected in the structure detection module). If a heuristic
yields a classification the resulting POS class is added to-
gether with the name of the employed heuristic (marked as
feature SRC, cf. example 1). If no heuristics are applica-
ble we classify the token as member of the class unknown
(tagged with XXX).

To keep the POS tagger fast and simple the disam-
biguation between multiple POS classes for a token and
the derivation of a possible POS class from context for an
unknown token are postponed to syntactic processing (cf.
below).

3. Bootstrapping in a new domain

XDOCs most recent application is part of a joint project
with the institute for forensic medicine of our university.
The medical doctors there are interested in tools that help
them to exploit their huge collection of several thousand au-
topsy protocols for their research interests. The confronta-
tion with this corpus from a new domain has stimulated ex-
periments with ‘bootstrapping techniques’ for lexicon and
ontology creation.

3.1. The core idea

The core idea is the following:
When you are confronted with a new corpus from a new

domain, try to find linguistic structures in the text that are
easy to detect automatically and that allow to classify un-
known terms in a robust manner both syntactically as well
as on the knowledge level. Take the results from a run of
these simple but robust heuristics as an initial version of a
domain dependent lexicon and ontology. Exploit these ini-
tial resources to extend the processing to more complicated
linguistic structures in order to detect and classify more
terms of interest automatically.

An example: In the sublanguage of autopsy protocols
(in German) a very telegrammatic style is dominant. Con-
densed and compact structures like the following are very
frequent:

� Harnblase leer. (Urinary bladder empty.)

� Harnleiter frei. (Ureter free.)

� Nierenoberflaeche glatt. (Surface of kidney smooth.)

� Vorsteherdruese altersentsprechend. (Prostate corre-
sponding to age.)

� . . .

These structures can be abstracted syntactically as
<Noun><Adjective><Fullstop> and as semantically
<Anatomic-entity><Attribute-value><Fullstop>. Fur-
thermore they are easily detectable.

In our experiments we have exploited this characteristic
of the corpus extensively to automatically deduce an initial
lexicon (with nouns and adjectives) and an initial ontology
(with concepts for anatomic regions or organs and their re-
spective features and values).



3.2. A sublanguage analysis of autopsy protocols

The telegrammatic style of autopsy protocolls results in
a preference for ‘verbless’ structures. It is e.g. much more
likely that a finding like ‘the mouth was open’ is expressed
as ‘Mund geoeffnet.’ (mouth open) although a more ver-
bose paraphrase like ‘Der Mund ist geoeffnet.’ may occur
sometimes.

Another consequence of the style is a preference for
noun compounds in contrast to semantically equivalent
noun phrases.

When referring to a concept like ‘weight of the liver’
the noun compound ‘Lebergewicht’ is more likely than the
noun phrase ‘Gewicht der Leber’. This generalizes for the
weight of other organs: ‘Organgewicht’ is more likely than
the noun phrase ‘Gewicht des/der X’.

The need for contextual interpretation of terms may be
seen as another consequence of the style. In local con-
text with an organ as topic generic terms like ‘Gewicht’
(weight) or ‘Durchmesser’ (diameter) have to be interpreted
as referring to the object in focus, i.e. the organ.

3.3. Refinements of the initial approach

In our corpus it is very likely that a syntactic structure
of the type<Noun><Adjective><Fullstop> can seman-
tically be interpreted as<Anatomic-entity><Attribute-
value><Fullstop>, but there are exceptions. An example:
‘Flachschnitt unauffaellig.’ Here the noun does not denote
an anatomic entity, but is referring to a diagnostic proce-
dure in autopsy. On the other hand the adjective co-occurs
with anatomic entities as well.

So the initial approach needs refinement: as long as the
number of exceptions of a simple pattern (here:<Noun>
<Adjective><Fullstop>) in a heuristic remains small the
exceptions (here: noun ’Flachschnitt’) are simply checked
first before the heuristic is applied for all cases in which the
exceptions are not present.

3.4. Exploitation of syntactic constraints

Pattern based analysis is a first step only. For full syn-
tactic parsing we apply a chart parser based on context free
grammar rules augmented with feature structures. The out-
put of a robust POS tagger is used as input to parsing. The
POS tagger works on token in isolation. Its output may
contain:

� multiple POS classes,

� unknown classes of open world tokens and

� tokens with POS class, but without or only partial fea-
ture information.

Example 1 unknown token classified as noun with heuris-
tics

<NP TYPE="COMPLEX" RULE="NPC3" GEN="FEM"
NUM="PL" CAS="_">

<NP TYPE="FULL" RULE="NP1" CAS="_"
NUM="PL" GEN="FEM">

<N SRC="UNG">Blutanhaftungen</N>
</NP>
<PP CAS="DAT">

<PRP CAS="DAT">an</PRP>
<NP TYPE="FULL" RULE="NP2" CAS="DAT"

NUM="SG" GEN="FEM">
<DETD>der</DETD>

<N SRC="UC1">Gekroesewurzel</N>
</NP>

</PP>
</NP>

The latter case results from some heuristics in POS tag-
ging that allow to assume e.g. the class noun for a token
but do not suffice to detect its full paradigm from the token
(note that there are approximately two dozen different mor-
phosyntactic paradigms for noun declination in German).

For a given input the parser attempts to find all complete
analyses that cover the input. If no such complete anal-
ysis is achievable it is attempted to combine maximal par-
tial results into structures covering the whole input (R¨osner,
2000).

A successful analysis may be based on an assump-
tion about the word class of an initially unclassified token
(tagged XXX). This is indicated in the parsing result (fea-
ture AS) and can be exploited for learning such classifi-
cations from contextual constraints. In a similar way the
successful combination from known feature values from
closed class items (e.g. determiners, prepositions) with un-
derspecified features in agreement constraints allows the
determination of paradigm information from successfully
processed occurrences. In example 2 features of the un-
known word ”Mundhoehle” (mouth) could be derived from
the features of the determiner within the PP (e.g. gender
feminine).

Example 2 unknown token classified as adjective and fea-
tures derived through contextual constraints

<NP TYPE="COMPLEX" RULE="NPC3" GEN="MAS" NUM="SG"
CAS="NOM">

<NP TYPE="FULL" RULE="NP3" CAS="NOM" NUM="SG"
GEN="MAS">

<DETI>kein</DETI>
<XXX AS="ADJ">ungehoeriger</XXX>
<N>Inhalt</N>

</NP>
<PP CAS="DAT">

<PRP CAS="DAT">in</PRP>
<NP TYPE="FULL" RULE="NP2" CAS="DAT" NUM="SG"

GEN="FEM">
<DETD>der</DETD>
<N SRC="UC1">Mundhoehle</N>

</NP>
</PP>

</NP>"

The grammar used in syntactic parsing is organised in a
modular way that allows to add or remove groups of rules.
This is exploited when the sublanguage of a domain con-
tains linguistic structures that are unusual or even ungram-
matical in standard German.

Example 3 Excerpt from syntactic analysis

<PP CAS="AKK">
<PRP CAS="AKK">auf</PRP>
<NP TYPE="COMPLEX" RULE="NPC3" GEN="MAS" NUM="SG"
CAS="AKK">
<NP TYPE="FULL" RULE="NP1" CAS="AKK" NUM="SG"
GEN="MAS">

<N>Flachschnitt</N>
</NP>
<PP CAS="AKK">

<PRP CAS="AKK">in</PRP>
<NP TYPE="FULL" RULE="NP2" CAS="AKK" NUM="SG"
GEN="NTR">
<DETD>das</DETD>
<N>Gewebe</N>

</NP>
</PP>

</NP>
</PP>



3.5. Beyond simple patterns

At the time we work with a ’light’ grammar of 40 rules.
This grammar contains basic rules (for the analysis of noun
phrases and preposition phrases) and specific rules, based
on the patterns of the sublanguage.

We have just started to extract binary relations from
completely parsed sentences. Following patterns of the
sublanguage are analysed in this manner: Simple structures
like: <NP> <Adjective><Fullstop> will be analysed as
<Anatomic-entity><Attribute-value><Fullstop>.

Example 4 For example: ’Gehirngaenge frei.’. The Anal-
ysis returns:

<RATT-V>
<ENTITY>Gehoergaenge</ENTITY>
<VALUE CNT="1">frei</VALUE>

</RATT-V>

All results of this analysis are also marked as XML
structure. The attribute ’CNT’ contains the number of oc-
curences of the attribute value in context with the anatomic
entity. A similar pattern is the structure<NP> ’istjsind’1

<Adjective>j<Verb><Fullstop>.

Example 5 For example: ’Gangsysteme sind frei.’ or ’Au-
gen sind geschlossen’. The Analysis returns:

<RATT-V>
<ENTITY>Gangsysteme</ENTITY>
<VALUE CNT="1">frei</VALUE>

</RATT-V>
<RATT-V>

<ENTITY>Augen</ENTITY>
<VALUE CNT="1">geschlossen</VALUE>

</RATT-V>

Further on we analyse structures which contain more
than attribute and domain entity. We extended our analy-
ses to structures, which e.g. contain a modifier like ’sehr’
(very) or a negator like ’nicht’ (not) and other adjectives.

Example 6 Result of the example: ’Brustkorb nicht sehr
breit.’

<RATT-V>
<ENTITY>Brustkorb</ENTITY>
<VALUE CNT="1">nicht-sehr-breit</VALUE>

</RATT-V>

Here the attribute is compounded of a series of words
from different wordclasses, because at the time we work
with binary relations only. In ongoing work we will further
detail this semantic interpretation. In addition we analyse
complex structures like coordinated structures. There
exist various pattern, e.g.<NP> <Adjective>j<Verb>
’und’ <Adjective>j<Verb><Fullstop>. These structures
are interpreted as<Anatomic-entity> <Attribute-
value1> ’and’ <Anatomic-entity> <Attribute-
value2><Fullstop>.

Example 7 For example: ’Beckengeruest festgefuegt und
unversehrt.’. The result is:

<RATT-V>
<ENTITY>Beckengeruest</ENTITY>
<VALUE CNT="1">festgefuegt</VALUE>
<VALUE CNT="1">unversehrt</VALUE>

</RATT-V>

1isjare,j expresses alternatives in pattern

The inverse structure (the coordination at the begin-
ning of the pattern) e.g.<Adjective> ’und’ <Adjective>
<NP> <Fullstop> can also be analysed.

Example 8 For example: ’Akute und chronische Er-
weiterung des Herzens.’

<RATT-V>
<ENTITY>Erweiterung des Herzens</ENTITY>
<VALUE CNT="1">akute</VALUE>
<VALUE CNT="1">chronische</VALUE>

</RATT-V>

Another coordinated pattern is<NP> ’und’ <NP>
<Adjective>j<Verb> <Fullstop>. The semantic in-
terpretation is similar to the analysis of the simple
structures:<Anatomic-entity1> <Attribute-value> ’and’
<Anatomic-entity2><Attribute-value><Fullstop>.

Example 9 For example: ’Rippen und Wirbelsaeule in-
takt.’ The result is:

<RATT-V>
<ENTITY>Rippen</ENTITY>
<VALUE CNT="1">intakt</VALUE>

</RATT-V>
<RATT-V>

<ENTITY>Wirbelsaeule</ENTITY>
<VALUE CNT="1">intakt</VALUE>

</RATT-V>

The pattern, like the example ‘Leber und Niere ohne
Besonderheiten.’(‘Liver and kidney without findings.’), dif-
fers from the last described structures in the kind of the
attribute. In this structure the attribute is described by a
preposition phrase. The analysis returns

Example 10 Result of ’Leber und Niere ohne Besonder-
heiten.’:

<RATT-V>
<ENTITY>Leber</ENTITY>
<VALUE CNT="1">ohne Besonderheiten</VALUE>

</RATT-V>
<RATT-V>

<ENTITY>Niere</ENTITY>
<VALUE CNT="1">ohne Besonderheiten</VALUE>

</RATT-V>

4. Ontology creation
4.1. Analysis of co-occurrence data

Co-occurrence data are used for clustering: We start e.g.
with an adjective token that is related to a single noun type
only in the analysed data.

If - again within the corpus given - this noun co-occurs
only with this very adjective then the relation between the
noun’s concept and the property denoted by the adjective
is very strong. It may even be the case that the adjective-
noun-combination is a name like fixed phrase.

If the noun co-occurs with other adjectives as well it is
interesting to uncover the relation between the adjectives
and denoted properties respectively.

There are a number of possibilities:

� Two adjectives may be used as ’quasi-synonyms’,

� Adjectives may be in an antinomy relation,

� Adjectives may refer to discrete values of a property
that are linearly ordered on a scale,



� Adjectives refer to values of different properties.

We can proceed in a zig-zag-manner:
We have started with a single adjective and checked for

its co-occurring noun. We then asked for other adjectives
co-occurring with this noun. In the next step we extend the
set of nouns with those nouns that co-occur with at least
one of the adjectives in the adjective set.

Then we can extend the adjective set accordingly. The
process will definitely stop if in a step the set to be ex-
panded (either the noun or the adjective set) is no longer
growing and has thus reached a fixed point.

As soon as the zig-zag-procedure adds an adjective to
the adjective set thats co-occurs with many nouns of dif-
ferent type then in the next step, when the co-occurring
adjectives of all these nouns are added, we may produce
(nearly) a full covering of all adjectives and of all nouns
respectively.

4.2. Exploiting co-occurrence information

4.2.1. Concept detection
A noun phrase of the type<Adj> <Noun> may be

like the name of a concept but this does not always hold
and depends on usage.

An example: ‘fluessige Galle’ as in ‘In der Gallenblase
fluessige Galle’ is a property value, not a name. On the
other hand ‘harte Hirnhaut’ is to be treated as nameing a
concept. This can be inferred from the usage of the NP
‘harte Hirnhaut’ in structures of the type
<NP><Adj> like ‘harte Hirnhaut perlmuttergrau’.

4.2.2. Concept classification
Currently linguistic structures are mapped into binary

relations. An example:
Harte Hirnhaut grauweiss.
is an application of the grammar rule with
<NP> <Adjective><Fullstop>
as right hand side. This establishes a<Property>

<Concept> pair.
If we invert this relation (i.e. give a listing of all prop-

erty values that co-occur – with number of occurrences
above a threshold – with the concept) this yields:

Harte Hirnhaut: glaenzend, grauweiss, perlmutter-
grau, weisslich-gelblich-verfaerbt, intakt, grauroetlich,
blaeulich-durchscheinend

If we analyze these adjectives (and compounded adjec-
tive groups) we find the following:

� there is one very generic property ‘intakt’ (engl. ‘in-
tact’) that is usable with almost any anatomic-entity

� the adjective ‘glaenzend’ is characterising the visual
appearance of the brain skin as shiny

� all other adjectives denote a variety colors

Thus the brain skin can be classified as an anatomic-
entity whose color values are relevant in autopsy reports.

4.2.3. Concept grouping
Clustering of co-occurrence data allows to detect candi-

dates for semantic groups as well as synonyms and/or para-
phrases.

� ‘spiegelnd’: ‘Herzueberzug’, ‘Lungenueberzug’

� ‘unversehrt’: ‘Haut des Rueckens’, ‘Stirnhaut’

� ‘frei’: ‘Gehoergange’, ‘Ausfuehrungsgang’,
‘Kehlkopfeingang’

All concepts co-occurring with ‘frei’ are of the type
tube.

4.3. Ontological relations
What ontological relations can be inferred?

� Is-a: Leber Is-a Organ

� Part-of: Schleimhaut Part-of Magen (generalized
Schleimhaut Part-of Organ)

� other n-nary relations: e.g. ‘nicht widernatuerlich be-
weglich’

Further on we can find a classification of relations resp.
the domain range of an relation. For example the rela-
tion ’geoeffnet’ (opened) can be changed by modifier in the
attribute-value

� ’geoeffnet’

� ’spaltweit-geoeffnet’

� ’spaltfoermig-geoeffnet’

� ’geschlossen’ (as opposite to ’geoeffnet’)

5. Discussion
Our current work is of an investigative nature. The size

of the corpus is still small. It is planned to apply the tech-
niques developed with the initial corpus to the collection of
several thousand protocols. The number of occurrences is
still small and statistical methods are therefore not yet ade-
quate. Even if quantitative measures are not applicable on
the basis of this corpus occurrence data can be interpreted
qualitatively.

Since we have just recently started with the domain of
autopsy protocols there are e.g. still gaps in grammar cov-
erage and in the tagging process (not every unknown word
can be classified by heuristics). In the corpus currently ap-
prox 37 % of the sentences and telegrammatic structures
can be fully processed (i.e. get at least one reading cover-
ing the structure as a whole; multiple readings are possible.)
Experiments with the full corpus will allow to evaluate how
reliable the results are.

The telegrammatic style results in shorter and – on the
first sight – ‘simpler’ linguistic structures. As a trade-off
these structures are less constrained and this e.g. compli-
cates the derivation of morphosyntactic features from con-
text or makes inferred results less reliable.

An example: If ‘Nieren’ is an unknown token the full
sentence ‘Die Nieren sind unversehrt’ allows to infer that
the token is a plural form, the same inference is not possible
from the telegrammatic version ‘Nieren unversehrt’.



5.1. XDOC as a workbench

We are aiming at a workbench with a rich functionality
but we do not expect a fully automatic and autonomous so-
lution. The user shall be supported as good as possible but
s/he will still be involved in the process.

Our approach is interactive. The user has to confirm
suggestions from the system. He is accepting or refusing,
but can delegate searching, comparing, counting etc. to the
system.

5.2. Acquisition of domain knowledge

Some findings in autopsy protocols are results of mea-
surements: values of weights, sizes, diameters etc. are re-
ported.

This allows to collect ‘typical values’ and to gain distri-
butions for ranges of values.

For weights a typical pattern is:
<organ>gewicht<number> g.
‘Lebergewicht ... g’
From the texts we derived the range of the weight-

relation for example for the organ kidney as 135 g to 270 g
(in a medical manual the weight of the kidney is defined in
the range of 120 g to 300 g).

Sometimes contextual interpretation is necessary:
<organ><property-value>. Gewicht<number> g.
Here the generic term ‘Gewicht’ (weight) has to be in-

terpreted as referring to the organ in focus.
Similar constructions are employed for other indicators

like diameters.

5.3. Future work:

For the quality of inferences the detection of synonyms
and paraphrases plays a major role, e.g. ‘Blase’ and ‘Harn-
blase’ do refer to the same organ, ‘Stirnhaut’ and ‘Haut der
Stirn’ denote the same region: the skin of the forehead.

A general solution for coordinated structures will be
necessary.

A subtype of coordinated structures includes truncation
of compounds. An example: ‘Wangen- und Kinnpartie
unauffaellig.’ The reconstruction of the untruncated term
is not always as simple as in the example. For this task we
need an approach similar to the one described in (Buitelaar
and Scaleanu, 2002). It must not only be analysed which is
the semantic meaning of the word, but rather which is the
word, which was truncated. One criterion is, that the words
must have the same semantic category.

A general component for the semantic treatment of
noun compounds is needed. This will have to interact with
contextual interpretation. In an example like

24. Hirngewicht 1490 g. Windungen abgeflacht,
Furchen verstrichen. . . .

it has to be detected that with the reference to the weight
of the brain (‘Hirngewicht’) the brain is established as topic
and that the terms ‘Windungen’ and ‘Furchen’ are referring
to findings about the brain’s visible appearance.

Autopsy protocols are written in a way such that the
course of the autopsy is directly reflected in discourse struc-
ture. The autopsy on the other hand follows anatomic struc-
tures and their neighbourhood relations. In local contexts

we both find part-of relations between anatomic structures
as well as neighbourhood relations.

The analysis of noun phrases needs to be more fine
grained. Structures like ‘Haut des Rueckens’ or ‘Haut ue-
ber der Nase’ should e.g. be interpreted as localisation in-
formation that is specifying regions of the skin (here: ‘skin
of the back’ and ‘skin of the nose’).
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