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Abstract
The vast amounts of information readily available on the World Wide Web can be effectively used for question answering in two
fundamentally different ways. In the federated approach, techniques for handling semistructured data are applied to access Web sources
as if they were databases, allowing large classes of common questions to be answered uniformly. In the distributed approach, large-
scale text-processing techniques are used to extract answers directly from unstructured Web documents. Because the Web is orders
of magnitude larger than any human-collected corpus, question answering systems can capitalize on its unparalleled-levels of data
redundancy. Analysis of real-world user questions reveals that the federated and distributed approaches complement each other nicely,
suggesting a hybrid approach in future question answering systems.

1. Introduction
The vast amounts of information readily available on

the World Wide Web makes it a very attractive resource
for answering simple, fact-based questions such as “Who
killed Lincoln?” or “Who discovered x-rays?” Tradition-
ally, question answering has been conducted on relatively
small, closed corpora; extending the data source to include
information freely available from the Web presents exciting
new opportunities and challenges.

I present two fundamentally different approaches of us-
ing Web data for question answering, termed federated and
distributed. In the federated approach, portions of the Web
are treated as if they were databases, using techniques for
managing semistructured data. From this vantage point,
question answering translates into a problem of organizing
distributed, semistructured information under a natural lan-
guage interface.

In the distributed approach, Web data is viewed as an
enormous collection of unstructured, flat text, with tremen-
dous amounts of data redundancy. Its immense size quali-
tatively changes the nature of the question answering task,
as compared to the same task on closed corpora, e.g., news-
paper texts, encyclopedias, etc.

Despite the disparity between the federated and dis-
tributed approaches, a crucial observation allows them to
complement each other—the types of natural language
queries that users ask qualitatively obey Zipf’s Law1 (Zipf,
1935). Analysis of existing question answering test sets
reveals that many similar questions occur frequently, e.g.,
“What is the population of x?” These questions translate
naturally into database queries, and can be cleanly handled
by federation techniques. In addition to large classes of
commonly occurring questions, there are also large num-
bers of unique questions, e.g., “What format was VHS’s
main competition?” The distributed approach provides a
general purpose solution for handling such questions us-

1This is a slight abuse of terminology; the question distribu-
tion does not exactly obey the reciprocal rank law. I am primarily
referring to its general shape.

ing Web data. Because the strengths of each approach lies
in different types of questions, both the federated and dis-
tributed approaches can be effectively integrated into a sin-
gle question answering system.

2. The Federated Approach
Although the Web consists largely of unorganized

pages, pockets of structured knowledge exist as valuable
resources for question answering. For example, the CIA
World Factbook provides political, geographic, and eco-
nomic information about every country in the world; Bi-
ography.com contains profiles of over twenty-five thou-
sand famous (and not-so-famous) people; the Internet
Movie Database stores entries for hundreds of thousands of
movies, including information about their cast, production
staff, etc.

To effectively use these existing resources for question
answering, the plethora of knowledge sources must be in-
tegrated, or federated, under a common interface or query
language. Database concepts and techniques provide the
tools to accomplish just that. In fact, since many of these
sources are part of the “deep” or “invisible” Web, they are
inaccessible to search engines and can only be modeled as
“virtual” databases. In the spirit of natural language inter-
faces to relational databases (Androutsopoulos et al., 1995)
dating back to the sixties and seventies (Green et al., 1961;
Woods et al., 1972; Hendrix, 1977), portions of the Web
could be viewed as a semistructured database, serving as
the foundation for question answering.

Many existing systems, e.g., ARANEUS (Atzeni et al.,
1997), ARIADNE (Knoblock et al., 1999), Information
Manifold (Kirk et al., 1995), LORE (McHugh et al., 1997),
TSIMMIS (Hammer et al., 1997), just to name a few, have
attempted to unify heterogenous Web sources under a com-
mon interface. Unfortunately, queries to such systems must
be formulated in SQL, Datalog, or some similarly formal
language, which render them inaccessible to the average
user. Because the focus of research in semistructured data
has been on issues such as the modeling of heterogenous



knowledge sources, the expressiveness of the query lan-
guage, and implementation issues arising from the unreli-
able nature of the Web,2 little work has been done on natu-
ral language querying capabilities.

The rich body of research in the management of
semistructured data can be leveraged for natural language
question answering by writing schemas that translate natu-
ral language queries, e.g., “What is the population of Tai-
wan?” into lower-level database queries, e.g.,

SELECT population FROM

CIA.countries

WHERE country = ’Taiwan’

This is basically the annotations technology proposed
by Katz (Katz, 1988). Naturally, schemas should be com-
posed at the semantic level in order to handle the complex-
ities of natural language, e.g., structural alternations, IS-A
and other lexical relations, etc.

2.1. Quantifying Performance

To quantify the effectiveness of database federation
for question answering, I evaluated the performance of a
hypothetical system that utilizes semistructured database
techniques against test questions drawn from the TREC-
93 (Voorhees and Tice, 2000) and TREC-2001 (Voorhees,
2001) QA Track.

After choosing ten knowledge sources widely available
on the World Wide Web a priori, I manually determined
and verified that those sources, taken together, were capa-
ble of answering 27% of TREC-9 and 47% of TREC-2001
questions. Table 1 shows a detailed breakdown of the num-
ber of questions each site could answer. Furthermore, I con-
firmed that there were no other large classes of questions
that could have been answered by a knowledge source not
on the list of ten considered.

For the purposes of this experiment, I assumed that
knowledge in the ten chosen sources have been integrated
under a common interface (for concreteness, I assumed a
SQL-like query language). A question, e.g., “What is the
Ohio state bird,” would be translated into a database query
at the logical form level by a schema, e.g.,

state-bird(x)→
SELECT bird FROM 50states.states

WHERE state = x

The ability to parse question accurately into semantic
representations is within limits of current state-of-the-art
systems. By treebanking questions, parse accuracy can be
boosted to above 95% (Hermjakob, 2001). Thus, schemas
like the example above can be practically used to connect
natural language queries to a semistructured database.

We can quantify the amount of knowledge engineering
necessary to achieve the abovementioned level of perfor-
mance in this hypothetical system by calculating the num-
ber of schemas required, since that number is roughly pro-
portional to the amount of manual labor required (Figure 2).

2For a survey of database techniques for the Web, see (Flo-
rescu et al., 1998).

3the first five hundred questions, not including the variants

definition(x)→
SELECT def FROM dictionary.defs

WHERE word = x

32 Questions from TREC-9, e.g.,
(228) What is platinum?
(300) What is leukemia?

129 Questions from TREC-2001, e.g.,
(980) What is amoxicillin?
(994) What is neurology?

capital(x)→
SELECT population FROM CIA.countries

WHERE country = x

6 Questions from TREC-9, e.g.,
(205) What is the population of the Bahamas?
(365) What is the population of Mozambique?

4 Questions from TREC-2001, e.g.,
(1120) What is the population of Nigeria?
(1238) What is the population of Australia?

Figure 1: Sample schemas

Figure 2: Question Answering performance graphed
against number of schemas in a federated-database ap-
proach

The graph reveals that a large number of questions can be
handled by a relatively small number of schemas. Two sam-
ple schemas are shown in Figure 1. The TREC test sets,
reflective of real-world user queries, display an interesting
characteristic: a large number of questions share the same
form, e.g., “What is x”, “Who is x”, etc.4 Database fed-
eration is very effective at handling these large classes of
similar questions.

The hypothetical system discussed above is by no
means a distant fantasy; in fact, an example of such systems
has existed for a while. START5 (Katz, 1988; Katz, 1997)
has been answering user questions on the World Wide Web
since 1993, and uses, among other techniques, the federated

4Dictionary.com and biography.com, respectively, provide ex-
cellent answers to these questions.

5http://www.ai.mit.edu/projects/infolab



Test Set BIO CIA DIC INF POT 50S Other Total Score

TREC-9 (500 questions) 28 24 55 7 3 11 9 137 .27
TREC-2001 (500 questions) 11 26 141 14 12 15 15 234 .47
Total (1000 questions) 39 50 196 21 15 26 24 371 .37

Table 1: Breakdown, by knowledge source, of correctly answered TREC questions. BIO = biography.com, CIA = CIA
World Factbook, DIC = dictionary.com, INF = Infoplease.com, POT = Presidents of the United States (POTUS), 50S =
50states.com

data integration approach. Omnibase (Katz et al., 2001) is
the database engine that serves as START’s gateway to Web
data sources.

3. The Distributed Approach
Despite the effectiveness of database federation, struc-

tured knowledge accounts for an exceedingly small fraction
of the Web. Most of the Web is still, and will most likely
remain, unstructured, textual documents. The distributed
approach utilizes techniques for dealing with vast amounts
of text, which grew out of question answering systems that
operated on unstructured corpora, e.g., newspaper archives,
encyclopedias, etc. The dominant approach to extracting
answers from a closed corpus, driven primarily by infor-
mation retrieval and information extraction technology, is
basically a two-step process:

1. Reduce the corpus to a smaller set of relevant doc-
uments (or segments therefrom) using, for example,
passage retrieval techniques.

2. Attempt to “pinpoint” the exact location of the an-
swer. One successful approach is to search for an en-
tity whose semantic type matches the type extracted
from the question. For example, a “who” question
would trigger a search for person names, and a “when”
question would trigger a search for dates.

In moving from corpus-based to Web-based question an-
swering, there is an important questions to consider. Does
the immense difference in collection size qualitatively
change the task of question answering, thereby necessitat-
ing the development of new techniques?

In short, yes! As a text collection, the Web is staggering
in size, to the point where researchers cannot even agree on
a methodology for measuring its size. Although estimates
vary, consensus places the size of text on the Web in the
tens of terabytes range (Lyman and Varian, 2000; Bright-
Planet Corporation, 2001). Google, the largest of the Web
search engines, indexes a staggering 2 billion Web docu-
ments,6 which is still only a fraction of its entirety. The
Web’s size dwarfs any human-collected corpus by several
orders of magnitude. An important implication of this size
is the amount of data redundancy inherent in the text collec-
tion; potentially, each item of information has been stated
in a variety of ways, in different documents. However, this
is counterbalanced by the poor quality of individual doc-
uments. Due to these unique characteristics, question an-
swering techniques that were effective on closed corpora
cannot be blindly applied to Web data.

6as of early March, 2002

The tremendous amounts of information on the World
Wide Web would be useless without an effective method
of data access. However, providing the basic infrastructure
for indexing and retrieving text at such scales is a tremen-
dous engineering task. Fortunately, such services already
exist, in the form of search engines. Using them as a (rel-
atively primitive) IR backend, question answering systems
can capitalize on data redundancy in two major ways: as a
surrogate for sophisticated natural language techniques and
as a method for overcoming poor document quality.

3.1. Redundancy as Surrogate for Understanding

In the TREC evaluations, Breck and his colleagues
(Breck et al., 2001) noted a correlation between the number
of times an answer appeared in the test corpus and the av-
erage performance of question answering systems on that
particular question. This result verifies intuition: the more
frequently an answer appears, the easier it is to find it. Ex-
tending this to the World Wide Web, it is fairly obvious to
see how massive amounts of data can be effectively used
for question answering.

Consider the question “Who killed Lincoln?” Here are
two possible answers:

(1) John Wilkes Booth killed Lincoln.
(2) John Wilkes Booth is perhaps America’s most
infamous assassin. He is best known for firing the
bullet that ended Abraham Lincoln’s life.

One would surely agree that the answer could be more
easily extracted from sentence (1) than from passage (2). In
general, the task of answering a question is not very diffi-
cult if the document collection contains the answer stated
as a simple reformulation of the question. In these cases,
simple techniques, e.g., keyword-based passage retrieval
(Harabagiu et al., 2000a; Harabagiu et al., 2001; Clarke et
al., 2001a; Clarke et al., 2001b; Hovy et al., 2001), serve as
an adequate foundation for achieving state-of-the-art per-
formance. As the size of the target document collection
grows, the more likely it is that question answering systems
can find statements that answer the question in an obvious
way.

Without the luxury of massive amounts of data, a ques-
tion answering system may be forced to extract answers
from passages in which they are not obviously stated, e.g.,
passage (2). In these cases, sophisticated natural language
processing may be required to relate the answer to the
question, e.g., recognizing syntactic alternations, resolving
anaphora, making commonsense inferences, etc.

Surprisingly, the World Wide Web is so big that sim-
ple pattern matching techniques can replace the need to un-



derstand both the structure and meaning of language. The
answer to a question could be extracted by searching di-
rectly for an anticipated answer form, e.g., in the above
example, by searching for the string “killed Lincoln” and
extracting words occurring to the left (Kwok et al., 2001;
Brill et al., 2001). Naturally, this simple technique depends
crucially on the corpus having an answer formulated in a
specific way. Thus, the larger the text collection is, the
greater the probability that simple pattern matching tech-
niques will yield the correct answer (Clarke et al., 2001a).
Data redundancy enables a simple trick to overcome many
troublesome issues in natural language processing, e.g., al-
ternations, anaphora, etc. In fact, simple pattern matching
techniques have already been applied very successfully to
the TREC corpus (Soubbotin and Soubbotin, 2001); apply-
ing the same tricks to Web data promises further boost in
performance.

3.2. Redundancy and Answer Quality

The process of answering questions using Web data is
complicated by the low average quality of individual docu-
ments. Due to the low barrier of entry in Web publishing,
many documents are poorly written, barely edited, or sim-
ply contain incorrect information. As a result, text extracted
from a single document cannot be trusted as the correct an-
swer. This problem can also be alleviated through data re-
dundancy. A single instance of a candidate answer may not
provide sufficient justification, but multiple occurrences of
the same answer in different documents lends credibility to
the proposed answer.

Voting (Kwok et al., 2001; Brill et al., 2001; Buch-
holz, 2001; Clarke et al., 2001a) is a straightforward way
to use data redundancy to verify proposed answers. In
contrast with approaches that use linguistically sophisti-
cated techniques such as abductive proofs (Harabagiu et al.,
2000a; Harabagiu et al., 2000b), voting requires no external
domain-specific knowledge, and is easy to implement.

3.3. Implemented Systems

The effectiveness of Web-driven question answering
techniques can be seen at the TREC-2001 QA Track
(Voorhees, 2001), which evaluated systems from thirty-six
different teams around the world. The Microsoft Research
entry relied exclusively on Web data retrieved through a
standard Web search engine, utilizing simple techniques
such as pattern matching, n-gram generation, and count-
ing to generate and confirm answers (Brill et al., 2001).
The MSR system was among the top performers in the
evaluation, which demonstrated that with the entire Web
at the disposal of a question answering system, a relatively
simple system approaches the performance of state-of-the-
art knowledge-intensive systems, e.g., (Harabagiu et al.,
2000a; Hovy et al., 2000; Harabagiu et al., 2001; Hovy
et al., 2001). Another one of the top systems (Clarke et al.,
2001b), by the University of Waterloo, used the Web as a
secondary corpus to verify answers directly retrieved from
the TREC corpus. Web reinforcement of answers boosted
performance of the system by 25% over the same baseline
system without Web-support answers.

In addition to entries at TREC-2001, many Web-

based question answering programs have been developed.
MULDER (Kwok et al., 2001), AnswerBus, and NSIR
(Radev et al., 2002) are examples of systems that operate
by postprocessing results from standard Web search en-
gines. Ionaut (Abney et al., 2000) uses information extrac-
tion techniques to pinpoint answers in its local collection
of Web pages. The FAQ Finder System (Burke et al., 1997)
takes advantage of files containing frequently-asked ques-
tions widely available on the Web. Because these systems,
with the exception of NSIR, have not been evaluated against
a standard test set (e.g., TREC), it is difficult to compare
their overall performance.

4. Discussion
The federated and distributed approaches to Web-based

question answering should be viewed as complementary,
not competing, strategies that focus on different aspects of
the World Wide Web. Treating the Web as a semistruc-
tured database is an excellent strategy for handling large,
predictable classes of questions with parametric variations.
The distributed approach is a much more general-purpose
solution to question answering, capable of achieving broad
coverage without labor-intensive knowledge engineering.
If we assume that query distribution in the question an-
swering task obeys Zipf’s Law,7 then the federated ap-
proach is well-suited for the head of the Zipf curve, and
the distributed approach provides capabilities for handling
its broad tail.

4.1. Challenges and Issues with Federation

Naturally, the biggest challenge to the integration of
multiple knowledge sources from the Web is the lack of ex-
plicit and uniform database schemas. Mechanisms must be
created to mediate the interaction between the query lan-
guage and individual knowledge sources. This is usually
accomplished through site-specific wrappers that translate
local data into a form digestible by the integration system.
Often, wrappers are as simple as pattern matching scripts,
but they can be, nevertheless, time-consuming and labori-
ous to construct, especially for large knowledge sources.
The amount of manual labor required for database feder-
ation is one of its critical shortcomings. However, there
are promising solutions to this problem. To start, a sim-
ple, well-designed authoring tool, e.g., (Adelberg, 1998;
Sahuguet and Azavant, 1999), can drastically reduce the
amount of time required to integrate a knowledge source.
In addition, machine learning techniques can be applied
to automate the wrapper generation process (Kushmerick
et al., 1997; Hsu and Chang, 1999; Muslea et al., 1999).
The most promising solution to this problem is Semantic
Web (Berners-Lee, 1999) research, which seeks to aug-
ment ordinary Web documents with semantic annotations
and other metadata. If this dream is ever realized, integra-
tion of multiple knowledge sources could be accomplished
effortlessly.

Another issue with treating the Web as a semistructured
database is the problem of limited coverage. Since struc-
tured knowledge exists on the Web in the form of domain-

7which appears so, at least for TREC-style questions



specific sites, it is difficult to achieve broad coverage us-
ing the federated approach exclusively without significant
amounts of manual labor. To make matters worse, since the
Web is still predominately flat text files, structure cannot be
assigned to (or derived from) most documents, rendering
database techniques useless. Fortunately, analysis of real-
istic natural language queries reveals that users often ask
the same types of questions over and over again; in fact,
relatively few schemas are sufficient to achieve moderate
amounts of coverage (Figure 2). Naturally, the federated
approach does have its limits, due to diminishing returns as
the number of schemas increase.

Because each federated knowledge source is domain-
specific and (generally) well-structured, there is greater cer-
tainty that coverage within a particular domain is complete.
As a simple example, a corpus might contain the answer to
“How long is the coastline of Canada,” but there is no guar-
antee that the same information exists for all two hundred
countries in the world. In fact, it is doubtful that any cor-
pus would describe landlocked countries as having coast-
lines zero kilometers long.8 Because structured informa-
tion sources usually represent significant effort in knowl-
edge engineering, coverage for parametric variations within
question classes is generally quite high, e.g., having coast-
line lengths for all countries, having population figures for
all states, etc. Furthermore, federated queries can be dele-
gated to authoritative and trustworthy sources to ensure the
quality of the answers, e.g., census bureaus for population
figures, geographic/geological surveys for coastlines, etc.

Federation of Web sources allows the creation of virtual
databases (Hull and Zhou, 1996; Hull, 1996), where the ac-
tual knowledge is distributed around the Web and retrieved
at query-time. In a sense, a federated system acts like a
knowledge broker, much like a librarian at the reference
desk of a large research library. Although such a method-
ology introduces challenges stemming from network un-
reliability, it provides the dual advantage of simpler, dis-
tributed maintenance and seamless, centralized integration.
Furthermore, federation allows up-to-date access to timely
information, e.g., headlines, stock prices, weather, etc.

4.2. Challenges and Issues with Distribution

A major advantage of the distributed approach to Web-
based question answering is the generality of the solution.
Coupled with external resources, e.g., a typology of ques-
tion types, a large variety of questions can be answered in
a relatively uniform framework. In a sense, this line of re-
search is merely an extension of recent trends in empiri-
cal natural language processing on very large corpora. It
has been shown that for some natural language tasks (e.g.,
word-context disambiguation), performance can be greatly
improved by simply acquiring and using more training data
(Banko and Brill, 2001); an open research question is to
what extent question answering can benefit from simply
having more data, and how far simple techniques can be
pushed.

8The alternative to answering such questions, inferring “no
coastline” from ”landlocked,” requires domain-specific knowl-
edge and is also impractical for open-domain question answering.

Fueling the work in Web-driven question answering
are parallel advances in the immense engineering tasks of
crawling and indexing the entire Web, e.g., (Brin and Page,
1998). Fortunately, suitable infrastructure already exists, in
the form of search engines, for retrieving large amounts of
Web data for further postprocessing. Although they may
prove to be insufficient for question answering purposes, a
Web search engine like Google can nevertheless serve as an
immediate testbed for experimental purposes.

Despite its generality, the distributed approach is not
suitable for certain classes of questions,9 e.g., definition
questions (“What is leukemia?”). In total, these questions
constituted roughly a quarter of the TREC-2001 test set.
With the distributed approach, it is very difficult to con-
trol answer quality and respond appropriately to different
types of users. Prager (Prager et al., 2001) has noted that
without an accurate user model, it is difficult to determine
what constitutes a “good answer.” More generally, Lehnert
(Lenhert, 1981) has argued that without an accurate model
of both the questioner and the answerer, systems are li-
able to return pragmatically-incorrect answers. With defi-
nition questions, a hypernym, a dictionary definition, a gen-
eral encyclopedia entry, or a domain-specific article might
all be appropriate answers, depending on the user. The
distributed approach might plausibly provide a hypernym
or dictionary-definition answer, but more detailed answers
are beyond the scope of current natural language technol-
ogy, for they require the ability to integrate information
from multiple documents into a coherent whole—basically,
multi-document summarization, e.g., (Radev and McKe-
own, 1998). The federated approach offers a nice solution
to the answer quality problem. Instead of using unstruc-
tured flat corpora, why not use rich knowledge sources that
already exist? The choice of knowledge source from which
to answer a specific question would be decided based on
user modeling (“content specification” in Lehnert’s terms),
e.g., a general encyclopedia article for a high-school stu-
dent doing research for a school report, a simple dictionary
definition for the casual user, etc. The same technique can
be applied to handle other large generic question classes,
e.g., “Where is x” and “Who is x”.

The amount of data redundancy available on the Web al-
lows sophisticated natural language processing techniques
to be replaced by simple pattern matching techniques. Nev-
ertheless, these patterns still need to be computed from the
questions, e.g., a system must generate the pattern “Belize
is located in . . . ” from “Where is Belize located?” The
method could be as simple as trying all plausible permu-
tations of the query (Brill et al., 2001), but more princi-
pled methods should be sought after. For this task, ma-
chine learning will likely play an important role. In fact,
techniques for automatically acquiring search engine refor-
mulations (Agichtein and Gravano, 2001; Agichtein et al.,
2001; Radev et al., 2001) and lexical inference rules (Lin
and Pantel, 2001) have already been explored, as well as
tricks to get the most out of existing search engines by sim-
ple query expansion (Magnini and Prevete, 2000).

Although voting is a simple technique to verify answers,

9especially in the 50-byte TREC format



the most frequently occurring answer is sometimes not the
correct one. A memorable example is the question “Who
invented the paper clip,” to which a Web-based question
answering system answered “Trent Lott,” who claimed that
the invention was his in response to Al Gore’s claim that
he invented the Internet. To address these issues, several
solutions are being explored. In one approach, Web data
is exploited more conservatively; Clarke and his colleagues
(Clarke et al., 2001b) collect Web documents into a sec-
ondary corpus to boost results obtained from a primary,
more authoritative corpus. Another solution is to score Web
pages based on its quality and authority (Page et al., 1998;
Amento et al., 2000; Zhu and Gauch, 2000).

Even with the amount of Web data, there are fundamen-
tal problems that require true natural language processing
to solve. Pattern matching is simple but dangerous, because
the technique is insensitive to linguistic constructions such
as constituent boundaries and embedded clauses. Redun-
dancy helps, but is not a panacea. A Web-driven question
answering system once returned “Steven Spielberg” to the
question “Who is the prime minister of Israel,” from the
perfectly valid sentence (in the context of jokes) “George
Bush thinks Steven Spielberg is the Prime Minister of Is-
rael.” Temporal questions also pose difficulty to the lin-
guistically naive system, e.g., “Who was the president of
the United States in 1992?” Checking the timestamp on
the document alone is insufficient, because time could be
relative to the date on which the document was authored,
e.g., “Three years ago, Bill Clinton was the president of
the United States” (in a document dated 2002). Obviously,
Web-driven approaches could benefit from natural language
processing techniques to overcome many of these prob-
lems, e.g., the application of syntactic relations to boost
accuracy (Litkowski, 1999; Attardi et al., 2001; Buchholz,
2001; Lin, 2001; Litkowski, 2001), abductive reasoning to
justify answers (Harabagiu et al., 2000a; Harabagiu et al.,
2000b), and coreference resolution (Morton, 1999).

In the context of TREC evaluation, an issue with which
Web-driven QA systems have had to contend is the prob-
lem of finding support for answers derived from the Web.
Since TREC requires a supporting document drawn from
its corpus, systems have had to “project” Web-derived an-
swers back onto the TREC corpus (Brill et al., 2001; Hovy
et al., 2001). One might argue that the only purpose of this
artificial requirement is to facilitate the judgment process,
but this issue of “how to answer a question if you already
know the answer” is not as ridiculous as it might sound.
For starters, the projection process serves to validate the
answer. But there are other realistic scenarios: for exam-
ple, a content supplier on the Web would want to answer
user queries with knowledge from its own site (for obvious
business reasons); with answer projection, this could be ac-
complished while simultaneously taking advantage of the
entire Web as a knowledge resource.

5. The Future
Naturally, a question answering system could benefit

from adopting a combination of both the federated and
distributed approaches. Because fact-based questions ap-
pear to obey Zipf’s Law and the two approaches show their

strengths at different ends of the Zipf Curve, the philosoph-
ically different techniques complement each other nicely.

Although information retrieval components still serve
as the foundation of most question answering systems to-
day, one can already observe a trend in the use of exter-
nal knowledge resources, the natural extension of which
is database federation. For example, Webclopedia (Hovy
et al., 2001) uses WordNet (Miller, 1995) to assist in an-
swering definition questions. IBM’s statistical question an-
swering system uses an external encyclopedia (Ittycheriah
et al., 2000; Ittycheriah et al., 2001) for query expansion.
I believe that the federated approach will continue to gain
popularity, such that future systems will be a hybrid com-
position of both the federated and distributed approach. As
we turn to more difficult forms of question answering, as
outlined in roadmaps (Carbonell et al., 2000; Burger et al.,
2000), it would be very interesting to see the role that each
approach will play.

Although the availability of extremely large corpora
presents exciting opportunities for question answering, this
optimism is tempered by challenges yet to be resolved both
with the federated and distributed approaches. Although
more research will be required, the impact of the World
Wide Web on question answering and other applications
will be no less than revolutionary.
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