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Abstract

The retrieval of related sentences in state-of-the-art translation memory systems is based on orthographic simil ariti es. This often leads
to poor seach results, since orthographically similar sentences are not necessarily semantically related. In this paper we propose a
seach algarithm that aims to reduce this problem by taking part-of-speech information into account. It requires that the parall el

sentences gored in the translation memory are processed using standard tods for word alignment and part-of-speech tagging. The
work described is part of an ongaing project in example-based machine translation.

1. Introduction®

Trandation memories aretodsthat facilit atethetrans-
lation of repetitive kinds of text. As atext istrandated, all
pairs of corresponding sentences in the source and the
target language are stored in a database. This database is
searched when a new sentence is to be trandated. If the
sentence is found the respedive trandation is retrieved
automatically. Thus, in principle, by using a trandation
memory each sentence of a source language needs to be
trandated only once

However, in practical texts, due to the aimost infinite
number of posshle sentences, it israre that the same sen-
tence occurs more often than once For example, from the
40 000 sentences of the American Brown Corpus only 318
ocaur two o more times (Rapp, 1998. For this reason,
modern trandation memory systems not only search for
identical but also for similar sentences. Of coursg, in the
case of a fuzzy match, the trandation retrieved from the
database nedls to he alited. Productivity is gill i ncreased
sincein many cases the dliting will take lesstime than to
trandate the source sentence from scratch.

Currently, the search mechanisms of commercialy
avail able trandation memory systems are based on the
comparison of orthographic simil arities between senten-
ces. This facilit ates implementation and all ows the @n-
struction of fast search engines. However, since ortho-
graphic similarity does not necessarily mean semantic
simil arity, it often leads to poor search results. For exam-
ple, the two German sentences “Montage gefallen mir
nicht sehr” (I don't like Mondays) and “Montagehallen
sind nicht leg” (Assmbly halls are not empty) are ortho-
graphically similar, but have totaly different meanings.
For this reason it would be desirable to use a search
medhanism that takes g/ntactical and / or semantical infor-
mation into acoount.

In this paper, we propose a search algorithm that aims
at solving the problem of misleading orthographic simil a-
rities while at the same time increasing the cances of
finding a good match. In information retrieval terms,
recll and predsion are to be improved at the same time.
The basic idea is to exploit syntactical information as
provided by part-of-speed taggers. If the part-of-speedr-
system is fine-grained enough and the accuracy of the
tagger high, then the search mechanism that has o far
been applied to words can be applied to parts of speed.
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Sincethe number of different parts of speed islower than
the number of different words, the cances of finding a
good match are better.

The paper is organized as follows. First, we look at
search methods used in trandation memories and in sys-
tems for example-based machine trandation (EBMT) as
described in the literature. We then give an overview of
the EBMT-projed currently running at our University.
Finally, we describe the search algorithm proposed in this
framework in detail .

2. Current search algorithms

There are mainly four tedhniques used for theretrieval
of similar sentences in trandation memory and EBMT-
systems:

1. fuzzy matching

2. syntax trees

3. thesauri

4. neura networks

2.1. Fuzzy matching

Thisisthe dominating approach in leading commercial
trandation memory systems like Trados Trandators
Workbench, Star’ s Transit, IBM’ s Trand ation Manager or
Atril’s Dga Vu (only ZERESTRANS uses linguistics). The
method is based on orthographic simil ariti es, which can be
efficiently computed by comparing the number of corre-
sponding substrings (e.g. bi- or trigrams) of two sentences
(Angel et al., 1983 Hetland, 1994 Rapp, 1997). Fig. 1
shows an example where the number of bigrams common
to two stringsis used as a measure for their similarity.

xpP XA
Pl AP
IN PP
NE PL
EA LE
AP E -
PP -P
PL Pl
LE IE
Ex Ex

Figure 1. Bigrams common to the two strings pineapple
and apple-pie. Sincesix out of ten bigrams correspond,
the simil arity is 60%. (The symbd ‘%’ is added to give all
characters the same weight.)



2.2. Syntaxtrees

This approach requires parsers for bath languages to
be mnsidered. The parse treeof the sentenceto ke trans-
lated is compared to the parse trees of all sourcelanguage
sentences in the trandation memory. If an identical parse
treeis found, it is assumed that the parse treeof the r-
red trandation should be identical to the parse treeof the
corresponding target language sentenceretrieved from the
trandation memory (Maruyama & Watanabe, 1992. The
main problem with this approach isthat high quality pars-
ers for unrestricted language are not avail able for many
languages. Also, the disasmbiguation of semantically am-
biguous words is not always posshble by considering syn-
tax only.

2.3. Thesauri

The problem of ambiguity is better acoounted for in
the thesaurus-method (Sata & Nagao, 1990 Sumitaet al.,
1990. By use of a thesaurus it is determined in how far
one word of a language @n replace another one in a
sentencewithout changing the meaning of the sentence In
addition, sentence sructure is taken into account by
considering dependency trees. Thus, two sentences or
sentence fragments can be cmmpared by comparing the
simil arity of the words at corresponding positions of their
dependency trees. The mnstruction of a suitable thesaurus
can be facilitated or possbly replaced by corpus-based
automatic methods for computing word similarities as
sugeested by Grefenstette (1994, Ruge (1999, Schiitze
(1997, Lin (1998 and cthers.

2.4. Neural networks

McLean (1992 suggested the use of a neural network
for EBMT (seefig. 2). The network is supposed to learn
the reations between the sentences of a source language

and their corresponding trandationsin thetarget language.
Hereby, the source language sentences are applied to the
input layer of the neuronal network in such a way that
each word relates to ane of 30 neurons. Each of the 30
neurons corresponds to one word of a vocabulary, i.e. the
vocabulary is restricted to 30 words and a localistic
representation is used in the input layer. The representa-
tion in the output layer is also localistic, but in this case
not a word but a target language sentence @rresponds to
each neuron.

The network is trained by applying a source language
sentence to the input layer and the wrresponding target
language trand ation to the output layer of the network and
by adjusting the weights between the two layers using the
detarule (Rumehart & McCleland, 1986. When this
processof supervised learning is repeated with many sen-
tence pairs, it is hoped that the network will be able to
generalize arredly. This means that if during recll a
sentence different from any of the trained sentences is
applied to the input layer, in the output layer the neuron
corresponding to the best fitting trandation should be
activated.

Although the model is reported to work in principle,
there are a number of serious problems with it. First, the
number of neurons in the input layer increases quadrati-
cally with sentence length and vocabulary size. Secondly,
the system puts too much emphasis on the absolute posi-
tioning of words in the source sentence i.e. insignificant
omitions or insertions of words tend to lead to owerreac-
tions. Third, since the relations between source- and tar-
get-sentences are @ded only internaly, the system does
not give any indication asto what changes should be made
to a target sentence when there is a discrepancy between
the source sentenceto be trandated and the most similar
trained sentence
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Figure 2. EBMT-system based on neural networks as proposed by McLean (1992).
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3. EBMT framework

The search algorithm described in this paper is part of
a larger EBMT projed which aims at using established
corpus-statistical algorithms for machine trandation. Fig-
ure 3 gves an overview of the projed. Programme mod-
ules are daracterized by redangles, linguistic data by
ovals. Direded connedions sgnify the order of process
ing.

The units belonging to the are of the trandation sys-
tem are shaded light gray (left and lower part of figure 3).
The linguigtic resources required for trandation are
marked dark gray, namely a database of word-aligned and
POS-tagged parall e sentences, a hili ngual dictionary, two
POS-dictionaries, and coll edions of coll ocations and fre-
guent co-ocaurrences. The white units $iow how these
resources can be generated automatically from raw corpus
data.

4. A POS-based search algorithm

The proposed search agorithm is based on the as-
sumption that the sentencepairsin thetrandation memory
have been correadly word-aligned and tagged, as shown in
the foll owing example;

spater kaufte er das Auto
(Adverb)  (Verb) (Pronamen) (Artikd) (Sulstantiv)
later he bought the car
(adverb) (pronoun (verb) (article) (noun

Please note the different word order in German and
English for this type of sentence starting with an adverb.
Although there is almost no athographic similarity, a
source language sentence like ‘tlann bereitete & das Es-
sen” (then he prepared the meal) would match with this
example, sincewhat we lodk at isthe sequence of parts of
speed which is identical. From the word order infor-
mation in the trandation memory it would be @rrectly
concluded that in the trandation of this sntence a
transposition between the verb and the pronoun is re-
quired.

Of course, in practice there is no guarantee that our
search for a particular part-of-speed sequence in the
trandation memory will be succesSul. Before we discuss
the complications arising from this, let usfirst briefly con-
sider the steps necessary to automatically generate a
trandation memory in the required form (i.e. with word
alignments and part-of-speed tags). Assuming that we
start with a parall € corpus, threesteps are necessary:

e Sentencealignment
e Word alignment
»  Part-of-speed tagging

4.1. Sentence alignment

Sentence alignment means to explicitly determine the
pairwise @rrespondences of sentences or groups of sen-
tences in a paralle corpus. Most algorithms described in
the literature start by generating a large number of poss-
ble alignments and then seled the best one by applying an
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evaluation function to each alignment. Establi shed evalu-
ation functionsinclude:

1. Sentencelength: Those alignment is considered opti-
mal where the average length difference of correspon-
ding sourceltarget sentencesis minimal.

2. Orthogaphc similarity: Theoptimal alignment isthe
one that maximizes the orthographic similarity be-
tween corresponding sentences.

3. Dictionary lookup: If adictionary is available, it can
be looked up how many of the words in a target
language sentenceare li sted as trand ations of wordsin
the arresponding source language sentence The
alignment that maximizes the number of matches is
considered optimal.

Surprisingly, the first method — although hardly using
any language spedfic information — has been reported to
give acauracies of around 9% for the paralld Hansard
corpus, i.e. the procealings of the Canadian parliament.
The seand method is applicable to closdy related lan-
guages only, while the third method should be the most
accurate and robust but requires a dictionary.

4.2. Word alignment

Given a sentence-aligned parallel corpus, word align-
ment can be mnsidered as a combinatorial problem. For
example, from the sentence pair “Hans arbeitet / Jack
works” it can be @mncluded that the trandation of Hansis
either Jack or works. If a further sentence pair “Hans
schléaft / Jack deegps’ is avail able, thetrandation worksfor
Hans can be ruled out. Thus, for each word a single
posshility remains, i.e. Hans is to ke trandated as Jack,
arbeitet as works, and schléft as deeps.

However, a pure combinatorial approach is not easily
put into practice because sentences tend to be long, trans-
lations free and words ambiguous. More tolerant is a
statitical approach. If the trandation of a word is to be
determined satistically, all source language sentences
containing this word are mnsidered. It can be epeded
that the thances of observing the @rred trandation in the
corresponding target language sentences are much higher
than expeded from chanceand espedall y when compared
tothe remaining target language sentences. Comparing the
observed frequencies in corresponding versus non-corre-
sponding target language sentences or testing for signifi-
cancewill help to quantify this.

These results give us ssme measure for the probability
that a certain word of thetarget language isthetrandation
of aparticular word of the sourcelanguage. Thisinforma-
tion is very useful for word alignment: Of all possble
word alignments for a given pair of sentences we smply
seled the one that maximizes the probabiliti es that the
aligned words are trandations of each other. However, for
infrequent words, where probability estimates are poar,
the results may be unsatisfactory. We therefore propose to
use a mix of the statistical and the wmbinatorial ap-
proach. How this can be successully implemented using a
spreading activation type of algorithm was $own in a
previous publi cation (Rapp, 1996108).
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Figure 3. Architecture of the EBMT-system.
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4.3. POS-tagging

Although succesful implementations of rule-based
(Samuelson & Voutilainen, 1997 or neural-network-
based (Schmid, 1994 types of taggers exist, we want to
concentrate here on the popular statistical taggers, since
they probably offer the best compromise between devel-
opment effort and tagging accuracy.

Statistical taggers nead information on the transition
probabiliti es between tags, which can — for example — be
derived from a manually tagged corpus. When tagging a
new text it is asaumed that ambiguities ould be resolved
in such a way that the tag transition probabiliti es are
maximised. This approach israther succesdul, in particu-
lar if the so called lexical probabiliti es are also taken into
acoount, i.e. the probability that a certain word form as-
sumes a particular tag (without considering context).

Sincelarge enough tagged corpora to derive the prob-
abiliti es from are not always available, algorithms for
unsupervised tagging have been suggested (Cutting et al.,
1992 Merialdo, 1994). Simply speaking, they iteratively
improve the tagging of a corpus by changing the tags of
ambiguous words in such a way that observed patterns of
tag sequences are emphasized. The bodstrapping works
because many words are unambiguous and chances of
corred guesses for the others are goad.

4.4, Possible search results

As mentioned abowve, our POS-based search in the
trandation memory may not always lead to the desired
result. Possble outcomes are:

e Exactly one matching sentenceis found
e Severa matching sentences are found
*  No matching sentenceis found

If we have exactly one match, the retrieved trand ation
can diredly serve as the pattern for the new trandation.
Likewise with several matches, except that we now have
the toice between several patterns that may be appropri-
ate. The sdledion can — for example — be based on the
number of identical words, on the degreeof orthographic
simil arity (see2.1.) or on word simil ariti es derived from a
thesaurus or a vedor spacemodel (see2.3.).

word sequences

1000
800
600
400

200
1
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Figure 4. Number of different word sequences of length 1,

2, 3, and 4in the Brown corpus depending on corpus sze

(al coordinates x 1000. The almost linear curvesindicate
avery large number of posshle word sequences.
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Figure 5. Number of different tag sequences of length 1, 2,
3, and 4in the Brown corpus depending on corpus Sze
(al coordinates x 1000. The asymptatical curvesindicate
alimited number of possble tag sequences.

If no full match is found at al, the search can be e-
tended to matches of partial sentences, where punctuation
or conjunctions can serve as delimiters. Of course, the use
of several partial trandation patternsinvolvestherisk that
the parts do not fit together properly, i.e. that the resulting
trandation will be ungrammatical. However, the fact that
our search mechanism is based on parts of speed instead
of words greatly improves the chances of getting a full
match. This is confirmed by figures 4 and 5 which
present datistics derived from the American Brown
corpus on the observed number of different word- or tag-
sequences depending on corpus sze. (Please note the
different vertical scales of bath figures.)

5. Trandation and disambiguation

In the example from the beginning of the previous
sedion we wanted to trandate the sentence tann berei -
tete @ das Essen” (then he prepared the meal) into Eng-
lish. Our search in the trandation memory gave us an
appropriate tag sequence for the target sentence together
with word order information.

5.1. Dictionary lookup and generation

What is further neeaded is a dictionary based on word
forms that also includes part of speed-information. Let us
asaime by looking upthe words of the source sentencewe
ohtained the data from the dictionary as own in table 1.
Please note that the verb bereitete is twofold and the noun
or proper noun Essen is thregold ambiguous. By taking
into acoount the information on word alignment from the
trandation memory we @n construct six posshle trans-
lations:

1. then heprepared the meal
(adverb - pronoun - verb- article - noun)
2. then he caused the meal
(adverb - pronoun - verb - article - noun)
3. then he prepared the food
(adverb - pronoun - verb - article - noun)
4. then he @used the food
(adverb - pronoun - verb - article - noun)
5. then he prepared the Esen
(adverb - pronoun - verb - article - proper noun)
6. then he cused the Esen
(adverb - pronoun - verb - article - proper noun)



GERMAN [ ENGLISH
dann then (adverb)
bereitete | prepared (verb)
caused (verb)
er he (pronoun)
das the (article)
Esen meal (noun)
food (noun)
Esen (proper noun)

Table 1. Results of dictionary lookup.

5.2. Syntactical disambiguation

From our trand ation memory-lookup we know that the
tag-sequence of the @rred trandation must be “adverb -
pronoun- verb - article - nouri. Thisinformation all ows
us to rule out trandations 5 and 6, which interpret Esen
asthe name of acity. Thus four posshiliti es remain.

5.3.  Semantical disambiguation

The remaining ambiguities can only be resolved on
semantical grounds. Although thisis notorioudy difficult,
a matrix of word co-ocaurrences derived from a text
corpus all ows to make dedsions which are at least better
than chance (seetable 2). For the words relevant to aur
example, we find the highest co-occurrence frequency
between meal and prepared (48 co-ocaurrences). Next
follow food and prepared (12), food and caused (3), and
finally meal and caused (2). This means that the tranda-
tions meal and prepared would be seleded in this case,
which leads to the crred result.

Esen food meal prepared
caused 2 3 2 1
Esen 1 1 0
food 5 12
meal 48

Table 2. Matrix of co-occurrencefrequencies of words.

6. Conclusions

The paradox situation in professonal trand ation today
is that the mmplex systems for fully automatic machine
trandation are of little use, whereas smple trandation
memory tods are successully used by almost everybody
working in the technical domain. What we have described
here is in esencethe outline of a hybrid system that tries
to pick the best from bath worlds. This is ongoing work,
and the arrent status does not all ow us to predict in how
far it will be posshleto actually achieve the goals. A seri-
ous problem isthat only afew smaller parall el corpora ae
readily avail able for our language pair German — English
(e.g. the Procealings of the European Parliament, see
Armstrong et al., 1998. We hope, however, that in the
long run the advantages of the data-driven approach to
machine trandation will pre-dominate (Sumita et al.,
1990:

1. Reduced computationd effort compared to rule-based
systems, sincethe appli cation of syntactical, semanti-
cal, and transfer rulesis replaced by computing simi-
larities.
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2. Lesseffort for system devdopment: The mnstruction
of a linguigtic rule base is difficult and can only be
done by experts, whereas the mlledion of a large
database of trandation examplesis much easier.

3. Less effort for the improvement of the trandation
qudity: The dfeds of changes to rules in a rule-
based system are hard to predict, because there an be
complicated interactions between rules. There is no
such problem with adding examples to a trandation
memory.

4. Context senstive trandation: Each example in the
trandlation memory can be supp emented with context
information, i.e. concerning the field, the speaker or
the situation, which can be taken into account when
retrieving an example. With rule-based systemsthisis
not so straight forward.

5. Robuwstness Rule-based systems require an exact
match with the rule base. If such amatch isnot found,
no sensible results can be expeded. Since the data-
driven approach is based on similarities, there will
always be a second or third choice.
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