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Abstract
Providing a comparative framework for parsers is a task that has already been tried in the past, e.g. (Abeillé, 1991), (Atwell and Sutcliffe,
1997), (Black et al., 1991), and studied in the literature (Black, 1993), (Black, 1994), (Carroll et al., 1998), (Gaizauskas et al., 1998),
(WEPS-98, ), (Mengel and Lezius, 2000), but mainly for English. In this paper, we present PEAS: a Protocol for Evaluating Analyzers
of Syntax (in French: Protocole d’Evaluation pour les Analyseurs Syntaxiques), based on an ongoing experiment at LIMSI which aims
at developing and testing a generic quantitative black-box evaluation protocol for parsers of French. Two fully operational parsers will
be used to test the evaluation protocol; they are: the parser (Giguet and Vergne, 1997) developed at GREYC (Caen University) and the
latest version of the parser developed at Rank Xerox Research Center in Grenoble (Ait-Mokhtar and Chanod, 1997)

1. Introduction
After a presentation of the problem through a literature

review, we will present how PEAS builds upon previous
efforts, and describe in details the current stage of develop-
ment of the PEAS project1. In particular we will review:

1. the syntactic information taken into account by the
evaluation process

2. the way it is encoded,

3. the evaluation metric and the protocol,

4. the data and the systems under test,

5. the points left aside and the reasons for doing so,

6. and the current results.

The most commonly mentioned evaluation scheme
computes precision and recall metrics on syntactic informa-
tion and the number of crossing brackets on phrase bound-
aries. However, (Lin, 1995) has outlined the shortcom-
ings of this scheme and has proposed a new method us-
ing dependency relations instead of phrase boundaries. In
a similar way (Gaizauskas et al., 1998) have argued that
the current dominant paradigm which combines the Penn
Treebank and the Parseval scoring scheme (here again re-
call, precision and number of crossing brackets) is not well
suited for the evaluation of parsers. Hence they propose to
use flatter annotations in the reference corpus and the new
evaluation metrics recall and conformance (proportion of
the gold standard constituents that are not crossed by any
constituent in the response).

But the key issue of any parser metrics lies with the ref-
erence annotation. To guide the specification of these, one
can use either:

1http://www.limsi.fr/Recherche/CORVAL/PEAS

1. the target application requirements,

2. the syntactic phenomena studied in the literature or

3. the sentences of a corpus chosen as representative of
the target task.

Since we aim at remaining as much as possible task in-
dependent, we chose the second option, and decided to
start from the results of TSNLP 2 (Lehmann et al., 1996a)
(Lehmann et al., 1996b), and its successor DiET (Klein et
al., 1998). We will use the syntactic phenomena (maxi-
mum coverage with minimum description length) to guide
the design of the reference annotation while remaining as
close as possible to the information produced by the two
test parsers used in PEAS. For the evaluation, the parsers
output will be mapped onto the reference formalism with
the information that will have been provided in advance by
the parser developers. In order to get an insight into the ro-
bustness of the systems under test and to use material more
likely to be encountered in an information search (an ap-
plication task at the center of today NLP preoccupations),
we decided to use as corpus a set of large sized excerpts
from various media and genres: automatic transcripts of
audio sources, Q&A TREC questions, Le Monde newspa-
per, Internet newsgroups, literature, texts from free online
corpora, excerpts from ELRA corpora, and some randomly
selected WEB pages.

Our evaluation metrics will be applied to sentences
(segmentation provided in the reference, although a par-
ticipant may choose to ignore the sentence segmentation
provided) annotated with the following syntactic infor-
mation: first level constituents bracketing, constituent at-
tributes (syntactic function tags) and attachments. Note that
all the constituents of level higher than two will be automat-
ically transformed into attachments both in the reference

2http://cl-www.dfki.uni-sb.de/tsnlp/



and the system parses. In addition to sentence boundaries,
PEAS will start by using the five syntactic tags described in
section 5 which were inspired by the ones ones mentioned
in SPARKLE (Carroll et al., 1996) and the 12 tags proposed
by A. Abeillé in her Treebank (Abeillé et al., 2000) (Abeillé
et al., 2001).

Parser evaluation schemes propositions are almost as
numerous as propositions for syntactic annotation (Mengel
and Lezius, 2000), (Ide and Romary, 2001), (Lenci et al.,
2000). The problem here is to remain as neutral as possible
with respect to the formalisms used by the parsers. Finally,
we will present our conclusion on the feasibility of deploy-
ing our evaluation protocol in a larger context.

2. Robust Syntactic Parsing
Over the past years, syntactic parsing knew an impor-

tant evolution. Whereas, the first syntactic parsers were
developed in order to recognize “linguistic phenomena”
present in various test suites, today, the necessary priority
of syntactic parsers is the robustness: to be able to return
a syntactic parse for all sorts of input; even when they are
ungrammatical or contain extralinguistic phenomena like
markup tags, hesitations etc.

These robust parsers are generally deterministic, incre-
mental but do not necessarily return the same results (mini-
mal constituent segmentation or more complex constituents
and sometimes dependency relations) and the strategies
they use vary also greatly. We can distinguish two families
of shallow parsers: the symbolic / linguistic parsers, based
on grammatical formalism and the probabilistic / statistical
parsers, based on corpus learning. The linguistic parsers
themselves can be futher divided into three categories:

� constituent-based parsers (Abney, 1996) (Wehrli,
1992) which return the constituent segmentation of the
sentence (recognition of noun phrase, prepositional
phrase...)

� dependence-based parsers (Link Grammar (Sleator
and Temperley, 1991)) which return the word (or
phrase) dependences (recognition of Subject relation,
...)

� and constituent-and-dependence-based parsers which
return the constituent segmentation and the links be-
tween these constituents.

To test our evaluation protocol, we will use the lin-
guistic constituent-and-dependence-based parsers of insti-
tutions which collaborate on PEAS: the parser developped
at GREYC (Caen University) in the team of J. Vergne and
the latest version of the parser developped at Rank Xerox
Research Center in Grenoble, in the team of J.P Chanod.

2.1. Incremental Deep Parsing of Xerox

The parser developed at Xerox is a robust incremental
deep parsing. The system aims at producing a set of depen-
dency relations, by applying dependences rules defined by a
grammarian. These dependency relations correspond to lin-
guistic relations between several words or groups of words.
Before performing these dependency analysis, the system

has three optional modules : tokenization and morphologi-
cal analysis, POS disambiguation and chunking which are
activated depending on the type of input. Indeed one of the
system advantages is the possibility to take as input differ-
ent kinds of linguistic objects such a ASCII text, a sequence
of consitutent structure...

The role of the chunking rules is to group sequences of
categories into structures (chunks) in order to facilitate the
dependency analysis. This chunking module is determin-
ist, i.e it returns one constituent segmentation. This depen-
dency analysis has a bipartite input: the initial constituent
tree and the incremental set of dependencies. Indeed the
dependency rules are applied in sequence (they are applied
by level) and rely on the evolving background knowledge
stored in the syntactic tree and in the dependency set. This
dependency analysis module is not determinist, for exam-
ple for the PP (prepositional phrase) attachment.

2.2. Syntactic parsing of unrestricted French of
GREYC

The parser developed at GREYC is a determinist robust
system for syntactic parsing of unrestricted French. In this
system, syntactic parsing means identifying constituents,
called non-recursive phrases (nr-phrases) and linking them
together. This system is based on the work of Tesniere (59)
but in the parser developed at GREYC, the notion of de-
pendency corresponds to relations between nr-phrases and
not between word forms. The system architecture combines
two techniques:

� Part-of-Speech Tagging and Chunking techniques at
word-level that build a constituent structure (each con-
stituent is an nr-phrase),

� Linking rules at nr-phrase-level that link nr-phrases to
build a functional structure.

These two structures are build simultaneously by two inter-
active processes. The analysis is carried out deterministi-
cally from left to right.

3. Previous evaluation campaigns
3.1. Test Suite Evaluation of Parsers of French

(Abeillé, 1991) compared six French-language parsers,
in a limited experiment. Since it was impossible to deal
with all the aspects of syntactic analyses, the focus was
put on linguistic formalization and on the difficulties en-
countered when trying to build grammars covering a large
amount of phenomena. The corpus used to compare the
parsers was made of 30 sentences, each one dedicated to
one or more syntactic phenomena, such as past partici-
ple agreement, prepositional phrases attachment, relative
clauses, and so on. The results were only given in terms
of the number of analyses produced, going from 0 to 16,
too many analyses being as bad as no result at all. But
when an analysis was built, there was no judgement given
on its pertinence. Even if most of the parsers were based
on unification grammars (lexical functional grammar, tree
adjoining grammar or categorial unification grammar), the
underlying syntactic theories gave rise to different choices
(for example, an infinitive could be be a verb phrase or a



sentence with an empty subject). This experiment, which to
our knowledge was the first published on parsers of French,
illustrates the different problems encountered when trying
to peform a real evaluation: even with a limited corpus, the
authors had to modify some sentences to be able to com-
pare the performances of the parsers on the phenomena they
wanted to examine. For instance, some were not able to
deal with numeral determiners, while others transformed
particular expressions into compound nouns, etc. With
these modifications, only about 16 sentences among the 30
initially given, were analyzed. In our opinion, the lessons
to draw from this experiment are first that one should not
try to test too many different linguistic phenomena per test
sentence (later TSNLP (Lehmann et al., 1996a) was an at-
tempt at solving this particular point by providing a diag-
nostic copus, holding at most 1 phenomena per sentence),
and second, that an evaluation metric relying only upon the
number of analyses returned is not informative enough to
provide a sound comparison basis.

3.2. Test Suite Evaluation of Parsers of English

A rather similar experiment has been made by (Atwell
and Sutcliffe, 1997) on English-language parsers. Eight
parsers were evaluated on a small corpus of sentences from
software manuals (IPSM corpus). The goal was to compare
speed, efficiency, coverage and accuracy. After the tests,
the authors realized that restricting the evaluation to such
objectively quantifiable surface features was too limiting.
It was impossible to rely on what was counted as a correct
parse: different amounts of customization were necessary,
the numbers of parses yielded were very different, and most
significantly, the outputs were very different in both format
and contents. Then, the authors argued that a fair com-
parison can be made by mapping each parser output onto
the standard proposed by EAGLES (Leech et al., 1995) for
grammatical annotation, organized in 8 hierachical layers:

1. Bracketing of segments

2. Labelling of segments

3. Showing dependency relations

4. Indicating functional labels

5. Marking subclassification of syntactic segments

6. Deep or “logical” information

7. Information about the syntactic unit rank

8. Special syntactic characteristics of spoken languages

With this generic framework, the authors were able to
give a weighted score to the parsing schemes in terms of
how many of the EAGLES levels were covered, giving
more importance to higher layers. They concluded that it
is not sensible to apply a single accuracy metric across all
domains, but that users should first decide what they want
from a parser, in terms of generic functionality as exem-
plified by EAGLES standard, and then gauge the parsers
according to their specific criteria.

3.3. Parseval

(Black et al., 1991) describes the comparison of 10
parsers using only constituent boundaries, in particular the
tags associated to the constituents were not taken into ac-
count. Initially planned to be made against hand-parsed
sentences from Penn TreeBank, the evaluation reported was
done against a reference build from a majority vote out of
the output parses. For each system, 2 measures were com-
puted: 1) the number of crossing parenthesis and 2) the
recall (number of parses both in the output and the ref-
erence over the number of parses in the reference). The
measures were performed on versions of the output and of
the reference that had been first submitted to normalization
(auxiliaries deletion, deletion of “not”, deletion of punction
marks etc.). The test held 14 sentences and the average
results obtained were respectively of 4% crossing-brackets
and 94% recall. In the litterature, this evaluation scheme is
usually referred to as “Parseval” (Harrison et al., 1991).

In a follow-up paper (Black, 1994), the author takes a
different track and advocates, instead of evaluating on com-
mon data, to perform a distinct evaluation for each systems
againts his own goals and notations. He opposes parsing
evaluation, with its measures that he qualifies of “subjec-
tive” (system formalism dependent), to language modeling
evaluation, with its “objective” measures: error rate and
perplexity. Here again the measures described for parser
evaluation are the number of crossing brackets and recall.
The author mention the problem of ambiguous reference
parses, but list only properties of the proposed protocol for
standalone evaluation without relating any specific evalua-
tion or giving any solution for he extra cost that such eval-
uation scheme incur because of the multiple reference data
sets required (1 per system). In (Black, 1993), the au-
thor draws a picture of the state of the art in parsing, and
present the results of a separate evaluation of 5 systems
which he extracted from the litterature. Depending on the
systems, the measures used were either the percentage of
sentences which had no crossing brackets or the percentage
of sentences which matched exactly the reference (the re-
sults vary from 69% to 29%), obtained with a number of
test sentences varying between 100 to 10,000. In compar-
ison, the author quotes the results of the UPenn evaluation
from 1992: with a best score of 41% and an average score
of 22%.

3.4. Dependency Evaluation

(Lin, 1995) has criticized the Parseval evaluation meth-
ods based on phrase boundaries and proposed a whole new
method based on the dependency relations. Moreover, her
scheme can also be applied to constituent based parsers,
since she has worked out a procedure to transform the con-
stituents of a sentence into a dependency tree.

In her system, the key is a dependency tree in which
each word of the sentence is a modifier of exactly one other
word. And only the head of the sentence is not a modifier.
The dependency relations are described using the following
features: the modifier, its category, the position of the head
with respect to the modifier, the relation between the modi-
fier and its head. Since this last element is optional, it is not
taken into account in the evaluation process. The answer is



also a dependency tree, in which if a head is unknown, its
position is noted with a “?”. Given the dependency tree, the
evaluation is rather simple: the error count is the number of
words that are assigned a different head in the key and in
the answer.

3.5. Evaluation with Grammatical Relations

In LREC 1998, (Carroll et al., 1998) presented an
evaluation scheme based on the use of grammatical rela-
tions. He argued that an independant language had to be
build to represent the information given by the parsers,
especially a language including all grammatical relations.
He based this language on a LFG F-structure in AVM
(Attribute-Value Matrix) notation and developed a three
layered approach like in EAGLES. This new evaluation
scheme, used in SPARKLE, was partially applied to 500
english sentences from SUZANNE. Recall and precision
were computed from argument relations only, modification
relations were not evaluated. Although they had few test
results, the authors thought that their grammatical relation
scheme present several improvments over a conventional
constituency based scheme.

3.6. Evaluation with Flatter Keys

In 1998, (Gaizauskas et al., 1998) proposed a new scor-
ing scheme for the evaluation of parsing systems. They
argued that the dominant paradigm, combining the use of
the Penn Treebank reference corpus and the Parseval scor-
ing system, (computing three metrics: recall, precision and
number of crossing brackets) was not well-adapted to the
task of evaluation of parsing systems.

They proposed to use a more flatter corpus, only encod-
ing the constituents for which “there is a broad agreement
across a range of grammatical theories”. This corpus would
only be dedicated to evaluation whereas the Penn Treebank
had also other other objectives. Moreover such a corpus
could be derived from existing annotated corpus.The anno-
tated contituents are: sentence, clause, noun phrase, verb
phrase, prepositional phrase, adverb phrase and adjective
phrase.

Then, the proposed metrics are:

1. the recall, which is the proportion of key constituents
that are also present in the response.

2. the conformance, which is the proportion of key con-
stituents that are “not crossed by any constituent of
the response”, it is indeed a modified calculus of the
classical number of crossing brackets, which have the
disadvantage to penalize several time the same error,
especially when the parsing system assigns complex
structures.

It is worth noting that since the proposed corpus en-
codes few constituents, there is no more reason to com-
pute the precision which would penalize parsing systems
assigning a more complex structure than the minimal one
recorded in the corpus.

4. The treebanks
4.1. The Penn Treebank

The motivation in constructing the Penn Treebank was
providing a research tool for natural language processing,
speech recognition, and also theoretical linguistics. The
Penn Treebank is a large annotated corpus, it contains over
4.5 million words of American English. It is entirely an-
notated with Part-Of-Speech tagging, and about two-third
of it is annotated for skeletal syntactic structures (bracket-
ing). The annotation process, both for part-of-speech and
for syntactic annotation was done in two stages: an auto-
mated one followed by a manual correction stage. For the
syntactic annotation stage in which we are particularly in-
terested, a deterministic parser was used to assign an initial
bracketing. This parser provides only one analysis, it never
attaches a constituent if it cannot be sure of this attachment,
and it has a rather good grammatical coverage. The syntac-
tic tagset is precisely described in (Marcus et al., 1993).
During the correction stage, the annotators use a mouse-
based package to link together the unattached structures.
After a first utilization phase, the users asked for a richer
annotation, and an increased consistency in the corpus. So
in 1994, (Marcus et al., 1994) proposed a new annotation
scheme that enabled to annotate predicate-argument struc-
tures.

4.2. A.Abeillé (Le Monde)

The work presented by (Abeillé et al., 2000) (Abeillé et
al., 2001) is the first attempt to build a treebank for French
language. Their goal is to build a corpus completely anno-
tated for morphosyntax and syntax (with a control of qual-
ity), which will be useful as well for computational lin-
guists (for taggers and/or parsers training, parsers evalua-
tion) than for traditional linguists or psycholinguists (to ob-
serve some rare constructions, or to measure the difference
between what is possible and what happens). The corpus is
made of articles extracted from “Le Monde” newspaper, be-
tween 89 and 93. It contains 1 million words, 17000 differ-
ent lemma, 33000 sentences. It covers different domains,
from economics to sports. At the tagging level, the authors
chose to use 14 lexical tags and 12 types of phrases. It is
worth noting that there is no Verbal Phrase, which is not
useful for French. The annotation has been processed in
two steps : a morpho-syntactic annotation (fixing word and
sentence boundaries, tagging, stemming), and a syntatcic
annotation chunking, and assigning grammatical functions
to these chunks). At each step, there is first an automatic
pass, and then a systematic human validation/correction,
based on very detailed annotation guides. At the time of
writing of this article, the first step is achieved. Concerning
the second step, the corpus has been parsed by a shallow
parser and the chunks have been validated or corrected by
human annotators. The determination of the grammatical
functions is not yet operational.

4.3. PEAS Corpus

In order to get an insight into the robustness of the
systems under test and to use material more likely to be
encountered in an information search (an application task
at the center of today NLP preocupations), we decided in



PEAS to use as corpus a series or large sized excerpts from
various media and genres:

� automatic transcripts of audio sources (AirFrance cor-
pus)

� Q&A TREC track questions,

� Le Monde newspaper,

� Internet newsgroups (archives of LN-FR group),

� literature, texts from free online corpora (ABU3),

� and some randomly selected WEB pages.

For a first try, the total size of the corpus will be approx-
imatively of 1 million words, out of which we will annotate
20,000 forms for computing the evaluation measures. In-
deed, in these different corpus, parsers will have to deal
with the extralinguistic phenomena such as hesitations, the
markup tags, ungrammatical sentences and phenomena like
titles, lists etc.

5. PEAS annotations
PEAS annotation scheme is meant for French (for an in-

terlingua annotation scheme see (Lenci et al., 2000)). Our
purpose is to determine basic elements that can express in-
formation produced by any linguistic theory. It is based on
non recursive chunking and relations between words, be-
tween words and chunks or between chunks. The chunks
are non recursive in order to simplify comparison metrics.
They are as small as possible so that any segmentation cho-
sen for a system can be converted into one or a combination
of our basic chunks. We put the emphasis on expliciting all
functional information: for example, the verb-object rela-
tion is annotated with a specific relation and does not have
to be deduced from the embedding of a noun phrase in a
verb phrase (Ide and Romary, 2001). The model presented
in (Ide and Romary, 2001) involves four levels of informa-
tion and is based on a tree-structure (called structural skele-
ton) which gives to the model a constituency based orien-
tation. In order to remain as simple as possible during our
preliminary test of our protocol, we chose an opposite solu-
tion and based our annotation scheme on dependency mod-
els (see also (Lin, 1995) (Lin, 1996), (Lin, 1998), (Carroll
et al., 1998), (Lenci et al., 2000). In PEAS, we distinguish
5 types of chunks:

1. verbal � NV � ,

2. prepositional � GP � ,

3. nominal � GN � ,

4. adjectival � GA � ,

5. adverbial � GR � .

And 9 relations express functional information:

1. subject-verb,

3http://abu.cnam.fr/

2. auxiliary-verb,

3. argument-verb,

4. attribute-subject,

5. attribute-object,

6. modifier-verb,

7. modifier-noun,

8. modifier-adjective,

9. modifier-adverb.

The type ( � GN � or � GP � ) of the verb argument in-
dicates whether it is direct or indirect. A third boolean ar-
gument of the argument-verb relation marks the agent in
passive constructions.

Coordination is represented with a relation which spec-
ifies the coordinating element (conjunction, coma ...) and
the two coordinated elements. Another relation expresses
apposition.

As in a dependency based model, the complex structure
of the sentence can be restituted using a chain of relations.
For example in (1) three nominal syntagms (SN1, SN2 and
SN3) are coordinated.

(1) [...] � SN1 � � GN1 � la porte � /GN1 � de la
chambre fermée à clef à l’ intérieur � /SN1 � , � SN2 �

� GN2 � les volets � /GN2 � de l’ unique fenêtre fermés ,
eux aussi , à l’ intérieur , et , par-dessus les volets , � SN3 �

� GN3 � les barreaux � /GN3 � intacts � /SN3 � , [...] 4

With PEAS format, we note :
COORD(”,”, GN1, GN2) and
COORD(”et”, GN2, GN3).

The chain of relations that link all modifiers to the head
noun allows the restitution of the limit of the syntagm,
as illustrated in first part of figure 1 for the first nominal
syntagm, and also given here in PEAS format:
MOD N(GP1,”porte”)
MOD ADJ(GP2,”fermée”)
MOD ADJ(GP3,”fermée”)
MOD N(GA1,”porte”)

For this reason, no clausal or sentential segmentation is
identified.

Another relation marks complementizer and the two re-
lated � NV � . For now, other introducers (such as prepo-
sition) are not explicitly marked. This may be added later
on if necessary to express information provided by some
system.

In order to stick to a non recursive chunking, we de-
cided to keep all modifiers placed before a noun in the same

� GN � as the noun itself. The modification relations are

4As our evaluation concerns French language parsers,the ex-
amples are given in French. We will give here a literal translation
of this sentence extracted from (Leroux, 1907) : the door of the
room locked from inside, the shutters of the single window also
closed from inside, and over the shutters, the bars intact,[...]



<GN> mon très cher et très grand ami </GN>

<SN1><GN1> la porte </GN1> <GP1> de la chambre </GP1> <GA1> fermée </GA1><GP2> à clef </GP2> <GP3>à l’ intérieur </GP3> </SN1>,

Figure 1: Chain of relations restituting complex syntagms.

then expressed between words, as illustrated below and in
second part of figure 1.

(2) � GN � mon très cher et très grand ami � /GN � 5

MOD ADJ(”très”,”cher”)
MOD ADJ(”très”,”grand”)
MOD N(”et”,”ami”)
COORD(”et”, ”cher”, ”grand”)

In a first step, it has been decided not to mark and not
to evaluate determiners. Since they form a closed class,
they can later be identified automatically. Also, contrary
to (Lenci et al., 2000), only surface syntax phenomena
are taken into account: subject control and raising ob-
ject/subject relation are not annotated: in (4), the only
subject-verb relation annotated is SUBJ V(”Jean ”,” promis
”)

(3) Jean a promis à Marie de partir 6

The first part of the manually tagged reference which
is about to be produced and the first test of two systems
are meant to test this scheme against real data and exist-
ing systems and their theoretical choices. If necessary, at-
tribute such as those described in (Lenci et al., 2000) will
be introduced to express more detailed information such as
verb mode, diathesis, nominal quantification or complete-
ness/missing arguments in subordinate clause.

Note that as for the annotation models described in (Ide
and Romary, 2001) and (Mengel and Lezius, 2000), we use
XML as an encoding format.

6. Conclusion
Since a decade, several scoring schemes have been elab-

orated and discussed. The first of them has been the ori-
gin of new proposals which are more fair and more open
to the variability of parsing systems outputs. For instance
the proposals like those of Lin or Gaizauskas will enable
our protocole to evaluate a parser like the one recently de-
veloped at Xerox, which produces two outputs: the con-
stituents and the dependency relations. As to the metrics
that we will be using, they will be based on precision and
recall, measured on specific classes of linguistic phenom-
ena, after a preprocessing phase of annotation generaliza-
tion/normalization which will bring the parses of the sys-
tems to the same level of complexity as the one of the ref-
erence annotations, transforming constituants into depen-
dencies when necessary. Their exact nature will be deter-
mined once we have run the first tests with the annotated

5 literal translation : my dearest and closest friend
6 translation : John promised Mary to leave.

reference corpus (whose annotation is now in progress)
and will be described in subsequent articles. We believe
that deploying the evaluation paradigm using a comparative
and quantitative black-box evaluation methodology (Mari-
ani and Paroubek, 1999) is a key asset for both the develop-
ment of parsing technology and the production of validated
and high quality language resources (Paroubek, 2000).
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