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Abstract
Changes in the supply of and demand for language resources continues to affect the role of large data @nters such as the Linguistic
Data Consortium (LDC) and European Language Resource Center (ELRA) within the research communities they serve. The past few
yeas have seen increased demand for: intensively multi-modal resources, larger data sets in high-density languages and new data in
low density languages; standards andtod's for corpus devel opment and re-useable resources. The next few years will bring demand for
extensive batteries of coordinated language resources with sophisticated annotation in several mgjor languages. The DARPA program
in Trandingual Information Detection Extraction and Summarizaion (TIDES) has aready undertaken such resource development;
programs with similarly broad scope aldressing aher technologies will surely foll ow. Data centers will be well placed to address these
needs if they integrate new resource devel opment with distribution of existing resources to fill known gaps by creaing o assisting the
credion of new data. LDC has projects ongoing to address al of these issues. This paper will provide an owerview of LDC activity in
corpus creation, annotation and dstribution and describe new efforts bring together communities of researchers, to identify best

practices and devel op tods of generd use.

1. Introduction

The growing importance of languages resources in
linguistic education, research and technology devel opment
requires internationa data ceites to evolve ad
accommodate amerging needs. The availability of high
quality language resources remains a central isue for the
many communities involved in basic research, technology
development and education related to language. However,
the scope, scale ad schedule of language resource
development continue to change refleding, and in some
cases anticipating, change in the communities of language
resource users. Research communities, in general, neal
greder volumes of data in a broadening inventory of
human languages with ever more sophisticated annotation.
Where text corpora of tens of millions of words once
seamed luxurious, current projeds are targeting one
billi on word data sets to allow robust language modeling
of even uncommon phenomena. Similarly, new
approaches to re-training in speed regnition require
thousands, not hundreds, of hours of audio data. There
now exist technology devel opment programsto createrich
arrays of coordinated resources — broadcast news,
conversational audio, text, transcriptions, named entity
annotations, topical caegorization, part-of-speech tags,
syntactic bracketing and athers — not only for English but
for an increasing number of languages.

Advancement in tecnologies sich as speed
reagnition has increased demand for greder volumes of
more chadlenging data. The DARPA-sponsored LVCSR,
SHNE and ROAR evaluation projeds have stimulated
this demand whil e raising the bar on the notion of robust
speech reaognition. Researchers working on automatic
transcription of telephone conversation have been tackling
the problem of reaognition of speed tranamitted via cdl
phone. More recant programs in speed reagnition focus
on reagnition of noisy data in didogues and multiparty
conversations. The Speedi in Noisy Environments
(SANE) program having completed its ssand evaluation
cycle has produced several corpora containing more than
350 cooperative task dialogues colleded under a variety
noise axd channd conditions. A number of research sites,

anticipating the need of the DARPA ROAR (Robust
Omnipresent Automatic Reaognition) projed have begun
to colled and annotate intensively multi-modal, meding
data. Researchers working in information detedion,
extraction and summarization have similar neal for large
volumes of data in a variety of languages. Within the
DARPA TIDES projed, teams of researchers are currently
addressng problems in trandingual information detedion,
extraction and summarization in six human languages:
Arabic, Chinese axd English and, to a lessr extent,
Korean, Japanese and Korean. . The TIDES research tasks
require broadcast transcripts and news texts to be
annotated for named entities, categorized by topic,
trandated, summarized and processed in a variety of other
ways. Research communities are looking increasingly to
international data centers like LDC to provide such
resources.

Interest in the digital colledion and analysis of
language data has grown dramaticdly over the past few
years. Lingusts, anthropologists, psychologists and
language teachers are increasingly relying on publicly
accesshble language resources. Each new reseach
community brings its own expedations about what
congtitutes a useful corpusin terms of sampling, colledion
and annotations. However, not all can support full-scale
corpus devel opment from scratch. This raises the isaues of
data reuse, re-annotation and dstribution formats as well
as the more basic isaue of simply finding what one neels
among the growing pod of resourcess The NSF
sponsored TalkBank (http://www.talkbank.org/) projed
has coordinated working groups in a number of research
communiti es to addressthe need for data standards and to
develop common tods. The LDC sponsored project in
Data and Annotations for Sociolingusts (DASL) isa @ase
study in resourcere-annotation and in corpus development
coordinated across research communities. The Open
Language Archives Community (OLAC) has agreel to
produce aunion caalog of avail able resources. Under the
Networking Data Centers projed, sponsored jointly by the
National Science Foundation and the European Union,
LDC and ELRA work together to pod knowledge about
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research needs and to jointly produce and distribute
resour ces.

Changes in both the supply of and the demand for
language resources continues to affect the role of large
data centers such as LDC and ELRA within the research
communities they serve. The past two years have seen
increased demand for: intensively multi-modal resources,
larger data sets in high-density languages and new data in
low density languages, standards and tools for corpus
development and re-useable resources. Over the next two
years, we anticipate demand for extensive batteries of
coordinated language resources with sophisticated
annotation for several major languages. The TIDES
program has adready undertaken such resource
development and we anticipate other efforts will follow.
Data centers like LDC and ELRA will be well placed to
address these needs if they can manage to dove-tail new
development with existing resources filling known gaps
either by creating or assisting in the creation of new data.

The Linguistic Data Consortium is involved in
ongoing projects to address all of these issues. This
presentation will provide an overview of ongoing LDC
activity in corpus creation, annotation and distribution and
describe new efforts bring together communities of
researchers, to identify best practices and devel op tools of
general use.

2. Evolutionary Pressuresin Language
Resources

Linguistic resources continue to play a crucia role in
linguistic education, research and technol ogy devel opment
where therole of data distribution centers remains centrd.
Published language resources benefit a wider range of
researchers, technology developers and their customers.
Standard resources reduce duplication of effort, distribute
production costs and encourage new participants in a
research community. As communities mature, ther
published resources may be corrected, improved and re-
annotated while they also provide a stable reference point
against which to compare new methods and algorithms.

Independent researchers and small research groups
now have the desktop capacity to create small- to
medium-scal e corpora. However, the computational, legal
and logistical difficulties of resource creation on a large
scale challenge most research organizations whether
educational, commercia or governmental. While large
corporate research groups routinely engage in medium- to
large-scale corpus creation, they often view the resulting
resources, created at considerable cost, as a competitive
advantage that they are understandably hesitant to share.

Recent, expanded multi-site research programs and the
emergence of new training techniques (Lamd, et. d.,
2001) impose tougher requirements on size, level of
annotation and language coverage. Elevated requirements
have widened the gap between the types of resources that
may be created by individual researcher or small group
and those that require large, specialized data creation
centers. The Gigaword News Text Corpora provide a
compelling example. To support robust language
modeling even of uncommon phenomena, LDC is creating
corpora of 1,000,000,000 (one-hbillion) words in each of
English, Chinese and Arabic. Smply identifying and
acquiring distribution rights for that amount of news text —
the equivalent of the entire ten-year archive of the severa

largest news producers — has required intellectual property
negotiations and licensing fees that are probably beyond
the reach of most research groups working in isolation.

In this environment, we believe that data centers must
not be content with their role as distribution agents but
must also research best practices in resource collection
and annotation and must contribute to the planning of
community wide efforts including sponsored research
programs.

3. ThelLinguigtic Data Consortium

In 1992, a cooperative agreement grant between the
Defense Advance Research Projects Agency (DARPA)
and the University of Pennsylvania founded the Linguistic
Data Consortium with the goal of creating a distribution
infrastructure to support the sharing of linguistic
resources. The University of Pennsylvania, acting as the
LDC host, provides the consortium with physical space,
legal counsd, technical support including access to high-
speed networking and business infrastructure including
payrall, purchasing and accounts payable and receivable
functions. The University enters into al legd
arrangements on behalf of the consortium and the research
communitiesit serves.

At its inception, an external planning committee
representing potential  academic, commercia and
governmental users of LDC resource established the LDC
business model including membership fees that have not
changed in 10 years. LDC membership is open to
rescarchers around the world. The non-profit and
government membership fees are roughly the cost of
attending an international conference. The membership
fee for a commercia organization is an order of
magnitude less than the cost of an average medium-scale
corpus. As a matter of policy, no bona fide researcher is
denied access to LDC data for genuine inability to pay.
LDC encourages resource sharing by offering in-kind
memberships in exchange for appropriate, quality
resour ces.

Organizations join the LDC on a yearly basis. The
Membership Year parallds the calendar year. Members
have ongoing rightsto al corpora produced in the yearsin
which they join. Current LDC members also have network
access to LDC Online, a service that facilitates browsing
and searching of indexed text, speech and lexical corpora.

Commercial
19%

Government
5%

Non-Profit
76%

Figure 1. LDC Membership by Type

During its 10 years of operation, nearly 1300
organizations worldwide have used LDC data; more than
380 companies, universities and government research
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laboratories have joined the cnsortium; 920 ahers have
licensed corpora @ non-members. Of all the organizations
that use LDC data, about half are American. Europeans
comprise athird o the user base with the remaining
groups hailing from Asia, the Midde Eagt, Africa ad
Australia. By market segment, 76% of LDC members are
non-profit  organizationss 19% ae  @mmercia
organization and the remaning 5% are government
reseach labs not only in the United States but also abroad.
To date, LDC has distributed more than 15,000 corporato
its members and non-member li censees.

As required by the terms of LDC's founding grant,
membership fees and data sales provide funding to
support the mnsortium's ongoing activities in the
publication, documentation, maintenance and distribution
of databases as well as the negotiation of necessary legal
arrangements plus a smal amount of new database
creation. Often, databases created elsawhere mugt be
extensively transformed to make them suitable for
eedronic publication; this work is also caried aut at the
LDC with internal financing.

LDC has maintained fruitful links with reseach
groups around the world who bah use LDC data and
contribute data for digribution through LDC. LDC has
partnered with ELRA on several projeds, the most recent
of which was the joint publication of the Trandanguage
English Database (LDC catalog number: LDC2002T03,
ISBN: 1-58563202-3). Hundreds of organizations in
Europe ae also LDC members and more than one
hundred Asian organizaions use LDC data.

In response to demands from its constituent reseach
communities, LDC has expanded its role from that of a
spedalized data publisher to include data alledion,
corpus credion, and reseach on the use ad structure of
language resources. LDC daff has grown accordingly.
Twenty-six regular daff members now manage the
reseach, technical, coll edion, annotation, publi cation and
customer service functions of LDC's Phil adelphia office.
LDC aso maintains a part-time workforce that varies
from 15 to 45 staff members depending upn project
workload.

4. Data Publication

LDC's primary function is to publish and archive of
language resources. Each year LDC publi shes between 15
and 25 corpora. Outside organizations contribute about
half of these asking LDC to handle final formatting,
intellecdual property arrangements and distribution. The
other half are creaed by or with the help of LDC typicaly
to support government-sponsored technology evaluation
projeds. At the time of writing, LDC has published 209
corpora covering about 35 different languages and
spanning more than 80 CDs of data. These include 126
speech corpora (60%), 73 text corpora (35%) and 10
lexicons (5%). Some of the most recant include:

e Multiple Topic Detection and Tracking corpora

including hundreds of hours of Mandarin and
English broadcast news plus newswire richly
annotated to support story segmentation, topic
detedion andtracking

e Tredbanks in English, Chinese and Czech

including the Penn Chinese Treebank and the
Prague Dependency Treebank developed by Jan
Hajic and hisgroup

e Two discourse anotated corpora including the
Rhetorical Sructure Theory Discourse Treebank
containing news text annotated with discourse
structure in  the framework of Rhetorica
Structure Theory and the CallHome Spanish
Dialogue Act Annotation Corpus containing
didlogue act, diadlogue game ad genre
annotations of Spanish telephone @nversations
among friends and family.

e Multiple Speech in Noisy Environments (SHNE)
corpora including audio and caeful
transcriptions of dialogs from a coperative task
conducted in the presence of military noise.

e« Multiple rpora of English conversationa
speech colleded under the Switchboard-2
protocol. Many conversations conducted over
cdlular phones. Some aetranscribed.

e The MultipleTrandation Chinese Corpus
including Chinese newswire and broadcast news
trandated into English by multiple human and
computer trandators.

e Three orpora of Chinese-English parald text:
Hong Kong News, Hong Kong Laws and Hong
Kong Hansards.

e Evauaion Material for the HUB-4 1997 1998 &
1999 Broadcast News Evaluations, HUB-5 1998
Conversational Speed Evaluation, 2000 NIST

Speaker  Reaognition  Evaluation, TREC
Mandarin and Spanish Evaluation and the MUC
7 Conference

e Broadcast News audio and transcripts in English,
Mandarin and Czech.

* News text in English, Chinese, Arabic, Korean
and Portuguese

e The Trandanguage English Database (TED)
Audio and Transcripts released jointly with
ELRA
Thisis just a sampling o LDC publications since the
last LREC report. For a complete listing, realers are
encouraged to visit the LDC catalog at:
http://www.ldc.upenn.edu/Catal og

5. Data Creation

Over the past severd years, LDC has become
increasingly involved in the calledion and annotation of
language resources. Although this was not one of the
functions originally envisioned for the mnsortium, the
neals of several reseach communities for large-scale
corpus creaion and LDC's success at managing such
efforts have combined to make this a productive
partnership. The following are data creation projects
currently underway or recantly completed by LDC staff.

5.1. Teephone Conversation

LDC has managed three types of telephone lledion
projeds: CallHome, CallFriend and Switchboard-2.
CdlHome supports large vocabulary conversational
speech reagnition with transcribed colledions of audio
and lexical resources. LDC has published CalHome
corpora in Spanish, Japanese, Mandarin, English, German
and Egyptian Arabic. CdlFriend supports language
identification reseach with un-transcribed audio in
Arabic, Canadian French, English, Farsi, German, Hindi,
Japanese, Korean, Mandarin, Russan, Spanish, Tamil and
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Viethamese. Although most of these calls have not yet
been transcribed, there is a growing body of transcription
for Spanish, Mandarin, Farsi, Korean and Russian to
support speech recognition. The Spanish and Mandarin
transcripts appear in the LDC catalog.

Switchboard-2 supports speaker identification and
speech recognition development with multiple 5-minute
conversations from each of several hundred speakers. The
subjects do not know each other and are matched in
unique pairings and given a topic by the robot operator.
Since the last LREC, LDC has collected two new
Switchboard Cellular corpora. The first one contains 254
speakers participating in multiple conversations. Many of
the conversations make use of GSM type cdlular
telephones on one or both sides. The corpus is gender-
balanced. In 2001, LDC released the audio and a separate
corpus containing transcripts of 250 of the conversations.
The second part targeted 210 speakers each participating
in at least 10 conversations. Saitchboard Cellular 2 has
not been transcribed and will not be released until 2003.

In 2002 and 2003, LDC plans to begin collecting new
large and demographically balanced corpora of English,
Chinese and Arabic speakers taking over the telephone
with assigned topics. Updates on this project as it evolves
with appear on http://www.ldc.upenn.edu/Projects

5.2. Meseting Data

To support robust recognition of conversation recorded
during meetings, LDC developed the GroupTalk and
GroupMeet protocols. Under the GroupTak, an
interviewer facilitates discussion among a group of 2 to 4
friends or family members who are recorded using
unobtrusive microphones. The facilitator introduces a
variety of topics with the goal of identifying a few that
truly interest the group and engage them in extended
discussions. Successful GroupTak sessions contain
relaxed and informal speech. GroupMeet targets planning
meetings by identifying groups that meet regularly or
were planning to hold a specific meeting and then gaining
their consent to record their meeting for research
purposes. During GroupMeet sessions, we deploy a
variety of microphones. Speech tends to be more formal
than in Group Talk.

The LDC' s meeting recording system can record 16
tracks of digital audio. The system features a mixture of
wireless and far-fidd wired microphones. Depending
upon the session, either lavdier or head-mounted
microphones are used for close-micing of each
participant. Room microphones, including a microphone
array, PZM, omni-directional and directional microphones
are also used. The meeting recording system consists of a
digita mixer, a multi-track digital tape recording deck,
wireless microphone receivers, a  microphone
preamplifier, and a multi-channel digita audio computer
interface. Meeting sessions are recorded as 16bit/44kHz
PCM audio.

To date about 30 hours of meetings involving more
than 90 unique speakers have been collected under the
GroupTalk and GroupMeet protocols. Some of this
material will be included in NIST's Rich Text 2002
Metadata Annotation Experiment. The remainder will be
published once it has been thoroughly transcribed and
annotated.

5.3. Newswireand Other Text

LDC has acquired large news text corpora in: Arabic,
English, French, German, Hindi, Indonesian, Japanese,
Khmer, Korean, Mandarin, Persian, Portuguese, Russian,
Serbo-Croatian, Spanish, Tamil, Thai, Turkish, Ukrainian
and Vietnamese to support language modding for speech
recognition and information retrieval and to build
databases to support language teaching. These were
collected primarily, though not exclusively, from news
agencies. For most of these languages, LDC holds
databases of at least 1 million words. In several cases the
collections total in the hundreds of millions of words. The
texts are normalized by inserting standard SGML markup
and by converting the character encoding into either
Unicode or the most popular nationa encoding for the
language. LDC has published news text corpora in:
Arabic, English, French, German, Japanese, Korean,
Mandarin, Portuguese and Spanish. Others will be
released in 2002 and subsequent years.

To support the DARPA TIDES program, LDC is
produced Gigaword News Text Corpora in English,
Chinese and Arabic. These are very large collections of
news text, 1,000,000,000 or more words. Gigaword News
Text corpora will allow robust modeling of even rare
linguist phenomena. Our approach to collecting such large
volumes of materia is to acquire the entire archive of
several large newswire providers.

5.4. Parallel Text

To support research and development in statistical
machine trandation, LDC has published several parale
text corpora containing original text trandated into one or
more languages. These corpora are aligned either at the
story, paragraph or sentence level. The Bilingual Internet
Text Search (BITS) developed at LDC by Xiaoyi Ma and
Mark Liberman searches the Internet for paralld text in
specific language pairs. While searching for Chinese-
English paralld text, Ma found three sets of paralld text
produced by the Specia Administrative Region of Hong
Kong. LDC now distributes these corpora under the names
Honk Kong News, Hong Kong Laws and Hong Kong
Hansards. The three have proven useful for training
statistical machine trandation corpora.

During our search for large news archive to satisfy the
Gigaword Next Text corpora, we discovered that several
major news publishers produce texts that are a least
comparable in English, Arabic and German. The BITS
component that identifies trandation pairs over the web
has recently been retooled to find trandation pairs in a
local archive. As a result, we have identified more then
19,000 trandation pairs among the English and Chinese
stories

5.5. Lexicons

Under the CallHome project, LDC created lexicons of
40,000 to 100,000 entries including information on the
orthography, pronunciation, morpho-syntactic features
and word frequency. The LDC catalog contains lexicons
for Egyptian Arabic, English, German, Japanese,
Mandarin and Spanish and lexicons for Persan, Korean
and Russian are under development. In 2002, LDC will
release Chinese-English and Arabic English trandation
lexicons.
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5.6. Broadcast News

LDC has been calleding broadcast news snce 19%.
Early efforts supported broadcast news transcription under
the DARPA HUB-4 program. In 198, LDC began large-
scale alledion of broadcast news to support the DARPA
sponsored Topic Detedion and Tracking program. More
recently, the DARPA TIDES program has evolved into an
umbrella program nurturing developing in information
detedion, extract, summarization and trandation. Each of
these technology areas makes use of broadcast news
transcripts and news text that LDC coll eds.

5.7. Annotated Corpora—TDT

During 1998 and 1999, LDC created the TDT-2 and
TDT-3 corpora, to support the DARPA research program
in Topic Detedion and Tracking (Wayne 2000Q. The
Topic Detedion and Tracking program seeks to credae
core technology for a news understanding system capable
of processing multi-source multilingual multi-modal
content. The languages are as diverse as Arabic, English
and Chinese; the media include broadcast television and
radio, newswire and WWW sites. The TDT reseach tasks
include segmenting a strean of news into individua
stories, deteding either the first or all stories asociated
with a new topic, tracking all stories discussng a known
topic and linking stories that have atopic in common.

The TDT corpora ae colledions of broadcast news
and newswire with multiple anotations. TDT-2 corpus
contains dail y samplings over a Sx-month period from six
English and three Chinese sources including over 72,000
stories and 650 hours of recorded audio in English. TDT-3
added two English sources and extended the alledion
from October through Decamber of 1998 TDT-3 includes
more than 65,000 stories and 600 hours of audio.

LDC annotated the TDT corporafor topic relevance by
defining 100 topics from January-June 1998 and 120
topics from October-Decanber 1998 and identifying those
stories that discusses any of the topics. The TDT corpora
as delivered contain the audio o al broadcasts, the
newswire text and the text transcripts of the broadcast
audio as wdl as tables $owing position of al story
boundaries and tables identifying the stories that discuss
each topic. The TDT-2 and TDT-3 audio and text corpora
have been released. (See Cieri, et. al., 2000 for a more
complete description.)

Work is underway at LDC to creae the fourth TDT
corpus containing 8 Chinese, 8 English and at least 3
Arabic broadcast news and newswire sources colleded
from October 2001 through January 200L. The @rpus is
expeded to have approximately 61,000 stories and 650
hous of audio. Stories in al three languages will be
annotated for relevance to 60 topics ®leded from that
epoch.

5.8. Annotated Corpora—ACE

In the Automatic Content Extraction (ACE) program,
LDC is helping to define a new kind of annotation and
apply it to a research corpus. ACE seeks to develop
technologies to deted and represent entities, relations and
events in text. These tecnologies will support
clasdfication, filtering, and sdledion applications that
operate on three kinds of clean and degraded text:
newswire, transcripts of broadcast news generated by

automatic speed recognition systems and newspaper text
generated by optical character recognition systems.

In the ealy phases, ACE participants worked on Entity
Detedion and Tracking. To support this task, annotators
must identify and classfy entities such as persons,
organizations, facilities and locations in the source data.
For each entity, annotators record its name, classfy it as
to type and identify all mentions of it in atext. LDC was
one of several groups helping to refine the anotation
spedfication and one of three groups annotating the
corpora. The data being annotated comes primarily from
the TDT corpus and other LDC holdings. LDC plans to
release the ACE corpus to its membership after the data
has been used in technol ogy eval uations.

5.9. Annotated Corpora— TIDESMT

Within the TIDES machine trandation (MT)
community, researchers reagnized the neead to develop a
metric for scoring machine trandation quality. The IBM
MT group (Papineni 2002 developed the “Bleu” metric
that scores a trandation acocording to its overlap in n-
grams versus an ideal trandation. In order to determine
whether thismetric could predict human assssnent, LDC
prepared the Multiple-Trand ation Chinese Engli sh corpus.
That corpus contained a little more than 100 news gories
whose lengths averaged 305 Chinese dharacters. LDC
aranged to have 11 different commercial trandation
bureaus trandlate these stories into English on a sentence-
by-sentencelevd. We dso ran the data through 6 different
commercialk MT systems. The output formed
development-test and evaluation materia for the TIDES
MT dry-run evaluation.

In order to provide human assesanent of trandation
quality, LDC reauited a team of 15 assessors who were
college alucated native speaker of English. This group
reviewed each trandation of each sentence of each story
and rated them on 5-point scales acoording to their fluency
and adequacy. Adequacy was defined as the degree to
which a segment communicates al of the information
transmitted by a “gold-standard” trandation. The gold-
standard was sSmply the most promising of the 11
trandations creaed by humans. Each segment was judged
by at least two independent judges. The 17 trandations
have been published as the Multiple Chinese-English
trandation corpus. The asesgnents dong with a second
Chinese and an Arabic multiple-trandation corpus will be
published in 20(@.

6. Outreach to New Communities

LDC has recently begun to huild a relationship with
the research community in socidlinguigtics. Much of the
reseach in sociolinguistics begins with an empiricd and
quantitative analysis of patterns in corpora of spoken and
written lingugtic performance Until now, the lack of
standards and tods has placed barriers in the path of
socidlinguists interested in sharing data eedronically.
However, at the NWAVE (New Ways of Analyzing
Variation) conference held in Toronto in October 199,
LDC was invited to talk about its role in data distribution
and posshle links to the sociolinguistic reseach
community. The LDC project to develop Data and
Annotations for Sociolinguists (DASL) resulted from that
meding. DASL encourages data sharing and the re-
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annotation and reuse of published data as an important
complement to first-hand fieldwork.

The quantitative study of linguistic variation in
pronunciation, in word choice and in selection of syntactic
structures is requires empirical observation and statistical
description of linguistic behavior. Collecting and
annotating databases is a necessary step in any
quantitative linguigtic analysis. The current state of
computing technology encourages linguists to collect,
annotate, andyze and even summarize and present
andyses of linguistic behavior wholly within the digita
domain. Unfortunately there is a paucity of tools to
support such work. The goal of the DASL Project is to
conduct a case study involving the analysis of a wdll-
documented socialinguistic variable as it appears (or does
not) in several large-scale speech corpora. In the process
of conducting this case study, LDC is developing tools
and annotation standards, annotations and data sets that
are being made widely available.

DASL investigates linguigtic variation in four large
digital speech corpora: TIMIT, Switchboard-1, CallHome
American English and Hub-4 English Broadcast News,
corpora created for a purpose other than the empirica
study of linguistic variation. All four were created and
have been used primarily to such speech engineering,
especially speech recognition, speaker identification and
word spotting. Because the data has adready been
transcribed and segmented, speaker turns can be retrieved
separately. Basic demographic information (gender, age,
education, region) is available in the four corpora in
varying degrees of detail.

Annotators are coding the corpora for examples of
linguistic variation. One such example is the so-called
process of -t/d deletion whereby a phonemic [t] or [d] is
expected but not pronounced in a cluster. Where —t/d
deetion occurs “fire” is uttered as “firs’. The DASL
Project begins with the analysis of -t/d deletion in English
becauseit is awell-understood, stable variable common in
multiple varieties of English and is easily coded.

DASL annotators use a tool, developed for the project
that gives linguists access to the four corpora via the
Internet and allows smultaneous annotation at multiple
sites. In addition to the empirica study of linguistic
variation among the speskers represented, this project
addressed methodological issues in the corpus re-use and
in team based annotation of linguistic data.

7. Other LDC Projects

It will not be possible in the space and time available,
here to discuss all of the projects ongoing at LDC.
However, there are several papers in this same volume
that provide more complete coverage of some additional
LDC activities. Steven Bird will report on his group’s
development of the Annotation Graph Toolkit and the
graphical usersinterfaces built with it. Stephanie Strassel
will report on annotation of time expression. Mike
Maxwell will report on morphology learning and Craig
Martell will report on the annotation of gesture.

8. Conclusion

Changes in both the supply of and the demand for
language resources continue to affect the role of large data
centers such as LDC and ELRA. The past two years have
seen increased demand for: intensively multi-modal

resources, larger data sets in high-density languages and
new datain low density languages; standards and tools for
corpus development and re-useable resources. Over the
next two years, we anticipate demand for extensive
batteries of coordinated language resources with
sophisticated annotation for several mgjor languages. Data
centerslike LDC and ELRA will be wdll placed to address
these needs if they can manage to integrate new resources
development with existing resources to fill known gaps.
The LDC isinvolved in multiple efforts to address these
issues, and wel comes wider collaborations.
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