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Abstract
Topic Detection and Tracking (TDT) is a DARPA-sponsored initiative concerned with finding groups of stories on the same topic (tdt,
1998). The goal isto build systems that can segment, detect, and track incoming news stories (possibly from multiple continuous feeds)
with respect to pre-defined topics. While the detection task detects the first story on a particular topic, the tracking task determines, for
each story, which topic it is relevant to. This paper will discuss the algorithm currently used for evaluating systems for the tracking task,
present some of its limitation, and propose a new a gorithm that enhances the current eval uation.

1. Introduction

Topic Detection and Tracking (TDT) is a DARPA-
sponsored initiative concerned with finding groups of sto-
ries on the same topic (tdt, 1998). The goal isto build sys-
temsthat can segment, detect, and track incoming news sto-
ries (possibly from multiple continuous feeds) with respect
to pre-defined topics. While the detection task detects the
first story on aparticular topic, the tracking task determines,
for each story, which topicit isrelevant to. In more precise
terms, the tracking task is specified as follows. given NV,
training stories on atopic, the system must find all subse-
guent stories on the same topic in all tracked news sources.
These sourcesincluderadio and tel evision news broadcasts,
aswell as newswirefeeds. Theinitial set of training stories
(usudly 1, 2, or 4) is the only information about the topic
available to the tracking system. This paper will discuss
the algorithm currently used for evaluating systems for the
tracking task, present some of its limitation, and propose a
new algorithm that enhances the current eval uation.

2. Description of the Current Tracking
Evaluation Algorithm

The current algorithm measures the performance of sys-
temsin terms of miss and false alarm (FA) rates. A “miss’
occurs when, for a particular topic, the system identifies
a story to be non-relevant when it actualy is relevant. A
“false alarm”, on the other hand, occurs when, for a partic-
ular topic, the system identifies a story as relevant when it
actually isnot. The computation of themissand falsealarm
rates can be donein two ways:

e By computing the miss and false alarm rates without
any regard to the topic — the unweighted or Pooled
method.

e By computing the miss and false alarm rates such that
all topics have equal weight — the Weighted method.

While the pooled method minimizes the variance caused
by individua story decisions, the weighted method has
the advantage of minimizing the variance of the estimates
caused by topic differences. Because of the small number

of topics in TDT-2, and because of topic inhomogeneity,
the weighted method was actually used for that eval uation.
We describe, in detail, each of these methods.

2.1. TheUnweighted or Pooled Method

The unweighted tracking evaluation algorithm mea-
sures the miss and the false alarm rates as shown in the
equations in Figure 1. In these equations, the summation
is over al topics, where Sories;, for each topic ¢, is the
number of non-training stories to be tracked, and where
dsys(t, s) is as shown in Figure 2. Similar to dsys(t, s),
dref(t, s) is Lif the answer key (or, the truth) deemed that
topic t was discussed in story s, and O otherwise. A more
detailed explanation of the equationsin Figure 1 follows.

As mentioned earlier, P;iss €stimates the percentage
of times the system identifies arelevant story as being non-
relevant. Therefore, the denominator inthe P ;g equation
counts, for each topic, the number of stories that are actu-
aly relevant to that topic since é,¢f(t, 5) is 1 iff topic ¢ is
mentioned in story s. Computing the sum over al topics
yields the total number of stories, in the collection, that are
relevant to at least one topic. It should be noted that the
TDT evaluation enforcesthat a story isrelevant to only one
topic.

In the numerator of the equation for Ppiss the (1 —
dsys(t, s)).pef(t, s) product is 1 iff dsys(t,s) is O and
dref(t,s) is 1. In other words, the product is 1 iff the sys-
tem determines that ¢ is not mentioned in s when the truth
determinesthat it is. Therefore, computing the sum of this
product over all stories and over all topics yields the total
number of occurrences of a missed story.

Similarly, the denominator in the Ppp equation com-
putes, for each topic, the number of stories that are not rel-
evant to that topic. However, since a story is relevant to
only one topic, when the sum is computed over &l topics,
each story is counted Topics — 1 (where Topics is the to-
tal number of topics) times as it is not relevant to each of
these Topics — 1 topics. Therefore, this sum is significantly
greater than the total number of stories, Sories;, in the col-
lection since, for each topic, alarge number of stories are
not relevant to it.
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Figure 1: Equationsfor the Current Evaluation Algorithm
Ssys(t, ) = 1 if the system deemed that topic t was discussed in story s
YS8) =\ 0 otherwise

Figure 2: Definition of dsys(t, s)

The dsys(t, s).(1 — 6yef(t, s)) product in the numerator
of the Ppa equationis 1iff dsys(t, s) is 1, and 6,¢(t, 5) is
0. In other words, the product is 1 iff the system determines
that ¢ ismentioned in s when the truth determinesthat it ac-
tually is not. Therefore, computing the sum over al stories
and over al topics yields the total number of occurrences
of afaseaarm.

The Weighted method is discussed later in the paper in
Section 5.

3. Limitation of the Current Algorithm

While the evaluation algorithm has been successful in
measuring the performance of systems, it has three main
limitations.

1. It is possible for a system to get low miss and false
alarm rates in cases where the system actually makes
alot of errors. Consider the following example. Sup-
pose we are tracking only one topic, and the num-
ber of stories that are going to be tracked is 1000
(51,53, -..,S1000). Also suppose that the truth iden-
tifiesthat Sy, Ss, ..., S1o arethestoriesrelevant to the
topic whilethe othersarenot relevant. Now if asystem
r%ponds by tl’aCklng Sl, e, Sg, Slla 512, . 5101
as relevant to the topic while identifying the rest to

be non-relevant, then
P\ice = ! =0.1
Miss — 10 - Y
sinceit only misses one story, S1q. In addition,
91
Pep = — =.092
FA = 90 =9

since the system identifies 91 (Si1, ..., S101) Of the
990 non-relevant stories as actually being relevant.

But, the precision in this case is 9/100 = 0.09 i.e.
the system correctly tracked only 9 out of the 100 arti-
cles. The poor performance of the system in this case
isnot accurately reflected by thelow missand thefalse
alarm rates which actually indicate good performance.

The algorithm penalizes al errors equally. Consider
the following example. Suppose we have four top-
ics t1,1s,...,ts, and that, for each topic, Sories;,
the total number of stories to be tracked for that
topic, is 500. Also suppose that the truth deems that
Sl, ey Sogo are relevant to tOpiC t1, 5201, ey S4100
are relevant to to, Sis1,...,S450 are relevant to s,
and Sys1,...,S500 are relevant to t4. Now if are
sponse, Ry, hasasystem identifyingthat S, . .
are relevant to ¢1, Sso1, ..

., S200
., S450 are relevant to t»,

and Sy51, ..., S500 arerelevant to ¢4, then,

P 04045040 50 _
MISS = 900 + 200 + 50 + 50 _ 500
since the only stories missed are the 50

(5401, . 5450) relevant to tz3. In addition,
0+50+0+4+0 50
P == = = U.
FA = 300+ 300 + 450 + 450 ~ 1500 _ 0033

since the system identifies, for topic ¢3, 50 stories

(S401, - -, S450) as being relevant when they actually
arenot.
But, if aresponse, R, has the system identifying that
Sl, SQ, ey 5200 arerelevant to t1, 5201, ey 5400 are
relevant to t», and Syo1, ..., S500 are relevant to ¢4,
then,
0+0+4+504+0 50
Pyice = =— =0.1and,
Miss = 500 1200 + 50 + 50 ~ 500 °
0+04+0+50 50
P = = = U.
FA = 300+ 300 + 450 + 450 ~ 1500 _ 0033



Therefore, the current algorithm assigns equal miss
and false alarm scores for both the responses in the
example above when in fact R; merged al the arti-
cles corresponding to a large topic (in the number of
documentsrelevant), t», and asmall topic, ¢3, together
while R, merged al documents corresponding to the
two small topics, t3, and ¢4, together. We fedl that R,
should have been penalized more heavily than R, be-
cause R, implicitly creates alarger number of errors
by linking the 200 document topic with the 50 docu-
ment topic.

3. The False Alarm measure deflates the actua error rate
because for each story it credits the system for not
making a mistake multiple times. This happens be-
cause the algorithm considers al non-relevant stories
when computing the false-alarm rate. Since astory is
relevant to only one topic (i.e. it is not relevant to the
remaining topics), the system is credited for not mak-
ing a mistake for each of thet — 1 topics (if ¢ is the
total number of topics). The deflation actually occurs
because of the denominator of the equation that cal-
culates Prp . As mentioned earlier, the value of the
denominator is usually significantly greater than the
total number of storiesin the collection since, for each
topic, alarge number of stories are not relevant to it.
Therefore, computing this sum over al topics yields
arather large number compared to the number of sto-
ries. For instance, in the exampl e described above, the
denominator for Ppa is 1500, or three times the total
number of stories.

4. TheB-CUBED Algorithm

The B-CUBED agorithm is based upon an algorithm
developed to score coreference chains(Bagga and Baldwin,
1998). It was designed specifically to identify and penalize
both explicit as well asimplicit errors. The algorithm mea-
sures performance in terms of precision and recall. These
are defined as shown in Figure 3. In the equations shown
in thefigure, ST isthe set of stories being tracked, Topicsis
the set of topics in the response, and ¢, and dsys are as
defined earlier for the current algorithm.

Alternatively, for each story, s, Precisiong, and Recallg
can be explained, in words, asin Figure 4. Thefina preci-
sion and recall numbers are computed by taking an average
of P, and R, for dl stories s in ST.

The B-CUBED agorithm computes precision and re-
call with respect to the stories tracked. As shown in Fig-
ure 4, the algorithm computes the numerator of the preci-
sion equation, for each story s, by analyzing the topic that s
isactually relevant to (as deemed by thetruth), and comput-
ing the number of stories in common with the topic in the
response containing s. The denominator of the equation is
computed by counting the total number of stories relevant
to the topic in the response that s is relevant to. While the
numerator of the recall equation is the same as that of the
precision equation, the denominator is computed by count-
ing the number of stories relevant to the topic in the truth
that s isrelevant to.

The equations in Figure 4 are amost equivalent to the
formulae in Figure 3 the only difference being that the for-
mulaein the latter figure computefinal precision and recall.
In the formula for precision, dsys(,s) has value 1 only
when ¢t is instantiated to the topic that the system deems
s relevant to. For all other topics it has value 0. Suppose
the topic that the system determinesthat s isrelevant to is
topic z, then the denominator of the fraction computes the
total number of stories that are relevant to topic z, as deter-
mined by the response. The numerator of the fraction, on
the other hand, is the sum of the products of three expres-
Sons: Spef(ti, 8), Opef(ti, s1), and dsys(t, s1). Therefore,
the numerator counts the number of times each of these
three expressions simultaneously have value 1. dy¢f(t1, 5)
hasavalue 1 when ¢, isthetopic that s actually is relevant
to, say topic y (note: if theresponseis correct, then y isthe
same as z). Therefore, §ygf(t1,51) is 1iff s, is one of the
storiesrelevant to topic y in the truth. Finally, dsys(t, s1) is
1 iff the story that is relevant to topic y in the truth is aso
relevant to topic z in the response. Thus, the numerator
of the fraction counts, for each story s, the number of sto-
ries in common between the truth and the response topics
containing s.

For recall, the numerator of the fraction is the same as
the numerator of the fraction in the formula for precision.
However, the denominator is the sum of the products of
two expressions: dygf(t1,5), and opef(t1,s1). Therefore,
the denominator counts the number of times both these ex-
pressions simultaneously have value 1. 6,¢f(t1, ) is Liff ¢,
isthetopicthat s isactually relevant to (topic y). Moreover,
dref(ty, s1) is 1iff s; isastory that is actually relevant to
topic y. Therefore, the product counts the total number of
stories that are relevant to the topic that s actually is rele-
vant to.

Consider, for example, the response R, presented ear-
lier while describing the second limitation of the current
algorithm. The precision for this response would be cal cu-
lated in the followingway. Py = P, = ... = Pypo = 330
since for each of these stories, s, the system identifies 200
stories as relevant to the topic that s is actually relevant
to (t1). However, Py1 = ... = Pjo = 22 since for
each of these 200 stories, s, only 200 out of the 250 sto-
ries are actualy stories in the topic that s is actually rele-
vant to (t2). Similarly, Pyo1 = ... = Pi50 = 2 since
for each of these stories only 50 stories are relevant to the
topic that the story itself isactually relevant to (¢3). Finaly,
Pys1 = ... = Psgo = % since for each of these stories,
s, the system identifies the 50 stories in the topic that s is
actually relevant to (¢4). Therefore, the final precision, the
average of the precisions for the 500 stories, equals

1 200 200 50 50
2
_200+160+10+50 _ 420 _ o
500 500

In comparison, the precision for R, would egqual

1 200 200 50 50
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Figure 3: Equationsfor the B-CUBED Algorithm

P, =

# of stories in common between topic that system deems s rel to and topic that s is actually rel to

total number of stories deemed by system as relevant to topic that it deems s is relevant to

# of stories in common between topic that system deems s rel to and topic that s is actually rel to

Rs =

total number of stories deemed by truth as relevant to topic that s is actually relevant to

Figure 4: Descriptions of Precisiong, and Recallg for the B-CUBED Algorithm

_ 200 4200 + 25+ 25 _ 450 0.9

500 500 o
Inaddition, if therewas athird response, R3 which merged
the two large topics, ¢; and -, together, then the precision

for R3 would equal

1 200 200 50 50
=00 {200* 100 + 200 * 100 + 50 * =) + 50 * 50}
_ 1004100450+ 50 300
N 500 -~ 500
On the other hand, the recall for all the three responses
would equa 1 as the system, for each of the responses,
groups al the articles belonging to the same topic together.
In other words, for each of the topics, all the stories cor-
responding to that topic are grouped together although the
grouped stories may actually have been placed in a wrong
topic. For example, in Ry, the stories corresponding to
topic t3 are grouped together and are incorrectly identified
asheing relevant to ¢t». We classify the errorsin this case as
precision errors and not as recall errors. Therefore, if even
if oneof thestoriesrelevantto ¢z (S4o1, . - . , Sa50) had been
identified as being relevant to a topic other than ¢,, recall
would have been below 1. Similarly, for responses R, and
R3, the stories corresponding to ¢3 and ¢, respectively are
grouped together but judged relevant to the wrong topics.
To illustrate how recall is computed, we compute the
recall for a new response, R4, below. R, classifies

0.6.

Sl, ey So00 @S relevant to t1, 5201, ey Si40 @S relevant
to s, S441, . 5450 as relevant to t3, and 5451, . 5500
asrelevanttot,. Therefore, Ry = Ry = ... = Rago = 300

since for each of these stories, s, the system identifies 200
stories as relevant to the topic that s is actually relevant to
(t1). Inaddition, Rs01 = ... = Raoo = 598 since for each
of these 200 stories, s, the system identifies the 200 stories
relevant to the topic that s is actualy relevant to (t2). It

should be noted that the denominator in this case is 200,
and not 240, as the total number of stories deemed by truth
as relevant to topic that each of these storiesis relevant to
is 200 (corresponding to topic ¢2). Similarly, Ryo1 = ... =
Rys0 = g—g sincefor each of these storiesthe system identi-
fies 40 of the 50 storiesin thetopic that the story itself isac-
tually relevant to ;. Moreover, Ryq; = ... = Ry50 = i0.
Finally, Rys1 = ... = Rsoo = 22. Therefore, the final
recall, the average of the recalls for the 500 stories, equals

1 200 200 40 10
— {200 =—— +200 % —— + 40 % — + 10 % —
500{ 00 % s + 2005 S 440 oo+ 10 % o

50 % 2 = 2% _ .968.
*50 500 500

50}_ 200+ 200+ 32+2+50 484

5. TheWeighted Method

As mentioned earlier, the weighted method assigns
equal weightsto all topics as opposed to equal weights for
all stories. This section describes the wei ghted methods for
both the current and the B-CUBED algorithms.

5.1. Current Algorithm

Figure 5 shows the formulae for Pyyjgs, and Ppa When
the topics have equal weights. In the formulae, N1gpcs
equalsthetotal number of topics. Therefore, for computing
the miss rate, the formula for Pyjsg calculates, for each
topic, the percentage of relevant stories which were marked
not relevant by the system. Similarly, the false alarm rate
is computed by calculating, for each topic, the percentage
of non relevant stories which are marked relevant by the
system. Final miss and false alarm rates are computed by
taking an average for the percentages obtained for each of
the topics.
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Figure 5: Equations for the Current Evaluation Algorithm — Weighted Method

For example, consider theresponse R, described earlier
in the paper. The miss rate for this response equals

10 0 50, 01 _1_ .
41200 200 50 50f 4 77U

Moreover, the false alarm rate for this response equals

1 0 50 0 0 1
z{%*%*&*ﬁ}—ﬂ‘ow

In comparison, the miss rate for response R, equals

1(0 0 5 0 1
1 L
4{2oo+200+50 50} 7 =02

Finally, the false alarm rate for R, equals

1fo 0 0 50 1
1 I e
4{300+300+450+450} 56~ 028

It should be noted that while the weighted version of the
current algorithm does penalize R; more than R, for false
alarm error rates, the differenceis very small.

5.2. B-CUBED Algorithm

Figure 6 shows the formulae for computing Precision,
and Recall using the B-CUBED a gorithm when the topics
have equal weights. In the formulae, NT'sys equas the to-
tal number of topicsidentified by the system in theresponse
while NT, equals the total number of topics identified in
the truth. Topicsis the set of topicsin the response. There-
fore, the precision formula assigns equal weights to only
those topics identified in the response while the recall for-
mulaassigns equal weights to the topicsin the truth.

Theformulaein Figure 6 can also be explained in terms
of the equations shown in Figure 4. While the unweighted
version of the B-CUBED algorithm assigns equal weights
to each story when computing the final precision and re-
call numbers, the weighted version of the algorithm assigns
equal weights to each topic when computing the final pre-
cision and recall numbers. Therefore, if a response identi-
fiesthreetopics, t1, t2, t3, with 5 storiesrelevant to ¢, then
the weights assigned to each of these five stories would be
1+ 1 = L. Similarly, if the response identified 7 sto-
riesrelevant to -, the the weights assigned to each of them
would be 5-. The final precision and recall is computed

by taking this weighted average of the precision and recall
numbers corresponding to each story.

For example, using the formulae in Figure 6, the preci-
sion for response R, described earlier in the paper equals

1 1 200 1 200 50
5{%*200*2—00%—50* [200*2—50”0*2—50]*

1 50 1 170 67

In comparison, the precision for response R equals

1 1 *200*200—|— 1 *200*200+ .
3 200 200 © 200 200 © 100
50 50

1 50 )
“x 141+ — =2 =0.833.
3*{ + +100} ; =0833

Asexplained earlier, the recall for both these responses
is 1. For example, the recall for response R, is calculated
as shown below

3{2_(1)0*200*%+2L00*200*§—88+%*50*
%4—%*50*%}:%*4:1.
However, the recall for response R4 equals
3{2—(1)0*200*%+2Lm*200*§—88+%*40*
:—8+5—10*10*£+%*50*%}:
i*{1+1+%+1}:0.92

The weighted B-CUBED a gorithm computes, for each
topic, the precision and recall for the set of stories corre-
sponding to the topic irrespective of the number of docu-
ments that are relevant to the topic. In other words, pre-
cision computes, for each topic, the percentage of stories
correctly identified by the response as relevant to the topic
out of the total number of stories identified by the response



o ) {;*
NTsys teTopics 25T O5ys(t: )

{ > Gsys(t, s) * (

sEST

{231 ST 21, e Topics Oref(t1, ) * Orgf(t1, 1) * dsys(t, 81)} ) -| }

1

2 5,eST Isys(t; 51)

J

1
= _ *
NTref teTopiCS{ 25eST 2, eTopicsOref (1, 5) * Oref(t1, 51)

Z dsys(t, s) *
sEST

{Esl eST Etl GTOpiCS(SI'Ef(tl ) S) * (sref(tla 81) * JWS(ta 81)}
231651— EtleTOpiCS(Sref(tl, s) * 5rer(t1, 51)

Figure 6: Equations for the B-CUBED Algorithm — Weighted Method

asrelevant to the topic. Similarly, recall computes, for each
topic, the number of stories correctly identified by the re-
sponse as relevant to the topic out of the total number of
stories that are actually relevant to the topic. This feature
is illustrated by the example below. In this example, we
proportionally reduce the size of the topics (in terms of the
number of stories actually relevant to the topics) used in
the previous example by afactor of 50. Therefore, the truth
now assigns documents Sy, ..., Sy to topic ¢1, Ss, ..., Ss
to topic to, Sy to t3, and Sip to t4. Suppose response Rs
assignsSl, ... S5 t0ty, 55, . ,Sg to to, and Siptots. In
other words R5 mirrors R, described earlier, the only dif-
ference being the size of the topics. The precision for Rs

equals

(1 4 1 411 1 1

9 (- S . SIS T I )

3{4* *4+5*[ *5 T *5]+1* *1}
1 17 67
g*{1+2—5+1}—%—0.893

whichisthesameastheonefor R;. Similarly, therecall for
R5 isaso 1. Dueto thisfeature of the weighted B-CUBED
algorithm, we prefer the unweighted B-CUBED algorithm.
However, there may be scenarios when the weighted ver-
sionispreferable.

6. Conclusion

Given the build-test-improve cycle of development that
is dominant in the development of natural language pro-
cessing systems today, there is greater reliance on the use
of standard evaluation algorithms than ever before. The
type of scoring algorithm used greatly influences system
development, and tuning. Therefore, it is extremely impor-
tant that these scoring algorithms measure diverse aspects
of the system performance so that the developers can use
the collective scores to tune their systems accordingly. The
B-CUBED algorithm presented in this paper is meant to
enhance the current TDT tracking evaluation agorithm by

providing two additional aspects: precision and recall to
measure the performance of these systems.
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