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Abstract
This paper presents an automatic Generator of dictionary definitions for concrete entities, based on information extracted from a
Computational Lexicon (CL) containing semantic information. The aim of the adopted approach, combining NLG techniques with the
exploitation of the formalised and systematic lexical information stored in CL, is to produce well formed dictionary definitions free
from the shortcomings of traditional dictionaries. The architecture of the system is presented, focusing on the adaptation of the NLG
techniques to the specific application requirements, and on the interface between the CL and the Generator. Emphasis is given on the

appropriateness of the CL for the application purposes.

1. Introduction

In this paper, we present some issues concerning the
construction of an automatic Generator of definitions
from information stored in a Computational Lexicon
(CL), namely the semantic lexicon developed in the
framework of the SIMPLE project.

The aim of constructing such a system is to remedy
the lack of systematicity that is often observed in
definitions of traditional dictionaries intended for the
human user. To accomplish this, we take advantage of
the formalised, systematically and explicitly coded
lexical information stored in Computational Lexica in
order to generate systematic and structured definitions
in a controlled natural language. The approach we have
adopted for our application presents further advantages:

the Natura Language Generation (NLG)
techniques we have applied in our system lead
to the generation of fluent natural language text
which is familiar to the dictionary user, and

e the hierarchical organisation of information in

the suggested CL contributes to the generation
of well formed definitions.

The application, as presented in this paper, concerns
the generation of definitions for a monolingual
medium-size general language dictionary for the
aver age native speaker, and focuses on definitions for
concrete entities. The decisions concerning the
architecture and design of the system are greatly
influenced by the context of this application. Important
issues to be taken into account as to the contents and
structure of the target definition include the following:

¢ a"medium-size dictionary" purportsto illustrate

the meaning(s) of a word via a comprehensible
and concise definition

e a "general language dictionary" purports to

give the meaning of a word for the layman
rather than to provide a full encyclopaedic or
scientific  definition of the object being
described

e the user of such a dictionary is unfamiliar with

the meaning of a specific word; therefore, the
desired definitions aim at being informative via
valid and accurate pieces of information realised
in meaningful well formed text chunks.

In the following sections, after a brief presentation
of relevant work conducted in the areas of NLG and
Natural Language Processing (NLP), we proceed to the
description of the specific application. Section 3
presents the requirements analysis for the task of
dictionary definitions generation, and the methodology
according to which this has been carried out. Section 4
briefly describes the structure of the CL we have used
as our knowledge base, illustrating the appropriateness
of our resources for the intended application. Section 5
elaborates on the system architecture, focusing on the
intercommunication of the CL with the NLG system,
and the adaptation of state-of-the-art NLG techniques to
the requirements of an application in the domain of
lexicography. Finaly, Section 6 concludes with the
advantages and disadvantages of the proposed system,
and Section 7 gives potential future work directions.

2. Background

This work shares some common features with work
done in the area of NLG systems aiming at generating
descriptions of objectsin the domains of encyclopaedias
(Milosavljevic & Dale, 1996), museum guided tours
(Mellish et al., 1998; Cox et al., 1999), and descriptions
of monuments (Carenini et a., 1993), since the ultimate
godl isthat of describing concrete entities. However, as
will be shown in the following section, the requirements
of generating dictionary definitions for concrete entities
differ considerably from the requirements of describing
objects in the above mentioned applications.

In the area of Computational Lexicography, there is
an important number of efforts purporting to extract
lexical  information from Machine Readable
Dictionaries in order to use it in NLP applications (see,
for example, (Boguraev & Briscoe, 1989; Calzolari &
Picchi, 1998; Calzolari & Briscoe 1992; Copestake,
1990; Neff & McCord, 1990; Sanfilippo & Poznanski,
1992)). The effort presented in this paper, on the other
hand, consists in the reverse procedure, that of
extracting information stored in CL and "tranglating" it
into fluent natural language so as to render it
comprehensible to human end-users.



3. Requirementsanalysis

3.1. Description of the process

In the Introduction, we have identified the general
framework in which we have placed our application,
that of medium-size general language dictionaries, and
have presented its basic requirements. In order to
further specify the particular requirements of the task of
defining concrete entities, we have adopted a corpus
analysis approach, and, more specifically, an analysis of
the content and structure of existing dictionary
definitions for concrete entities.

The relevant corpus was extracted from three
medium-size general language dictionaries of modern
Greek (Babiniotis, 1998; Institouto Neoellinikon
Spoudon, 1998; Kriaras, 1995). In order to select the
entries for which the definitions would be collected for
study, we have focused on those entries from our input
CL to which the semantic type [Concrete_entity] or one
of its subordinate types was assigned (see Figure 1).
Our research was further restricted to a sample of 1,000
entries corresponding to a representative number for
each semantic type.

CONCRETE_ENTITY
. LocATION (3_D_location, Geopolitical_location, Area,
Opening, Building, Artifactual_area)
. MATERIAL
*  ARTIFACT (Artifactual_material, Furniture, Clothing, Container,
Artwork, Instrument, Money, Vehicle,
Semiotic_artifact)
e FooD (Artifact_Food, Flavouring)
. PHYSICAL_OBJECT
. ORGANIC_OBJECT
. LIVING_ENTITY
0 Animal (Earth_animal, Air_animal, Water_animal)
0 Human (People, Role[ldeo, Kinship, Social_status],
Agent_of_temporary_activity,
Agent_of_persistent_activity, Profession)
0 Vegetal_entity (Plant, Flower, Fruit)
0 Micro-organism
e SuBsTANCE (Natural_substance, Substance food, Drink
[Artifactual _drink])

Figure 1: The SIMPLE ontology for concrete entities

The analysis was carried out separately for each
group of entries belonging to the same semantic type;
the separate observations were then collected and the
generalisations that have been made over the total
sample are presented hereafter.

3.2. Corpusanalysisresults

As regards the content, dictionary definitions
typically express the meaning of a word via a "genus’
term, which designates a superordinate concept, and the
"differentiae’, i.e. those characteristics required to
differentiate it from the other words located in the same
level of the hierarchy. More specifically, our corpus
analysis results have shown that, in the case of concrete
entities,  definitions consist of the following
constituents:

e information which classifies the entity being

defined into a group of similar objects,

e.g. entities belonging to the semantic type
[Instrument] are being defined as belonging to
one of the following groups. musical
instruments / tools / medical instruments /
measuring instruments etc.

* information describing the properties of the

physical appearance, congtitution or typical
attributes of the entity, such as size,
composition, colour, shape etc.
e.g. entities belonging to the semantic type
[Instrument] include information on the parts
they are composed of (i.e. whether they contain
strings, keyboard, handle, blade, etc.)

e information concerning the provenance of the
entity,

e.g. entities of the [Fruit] semantic type include
information on the trees that produce them

» information concerning the functions or use of
the entity,

e.g. for entities of the [Furniture] semantic type,
the specific use for which they are constructed
isgiven.

Naturaly, not al definitions include al these types
of information. Depending on the semantic type which
an entity is classified into, some of the above
information may or may not be present according to the
relevance to the entity's nature; for instance,
information concerning the provenance of an entity is
not included in definitions of entities belonging to the
type [Location], but it is aways included in the
definitions of entities belonging to the type [Fruit].

As regards the structure, definitions of concrete
entities in the medium-size dictionaries that we have
investigated, are typically composed of a single eliptic
sentence lacking the main verb. In fact, they consist of a
nominal phrase, where the head is the hypernym of the
defined entity, which also governs the relative clauses,
prepositional phrases, participles, etc. that follow it.

Our corpus analysis has pointed to the following

deficienciesin the definitions:

* lack of systematicity in the amount and types of
information included in the respective
definitions: for instance, the definitions of some
entities of the type [Furniture] included
infformation on the material which they are
made of, while others did not; this may be due
to lack of clear specifications as to which
information is considered crucia for the
semantic distinction of entities belonging to the
same semantic type and should, therefore, be
included in their definitions

» "definition" of some entries through a list of
synonyms rather than through the analysis of
their semantic content, as presented above

e definition of some entries through the use of
highly technical terms or by reference to other
entities, based on the assumption that the user of
the dictionary is already familiar with them

* lack of systematicity in the lexica choice of the
genus and differentiae terms within the same
dictionary: for instance, entities of the type
[Furniture] that serve for sitting (e.g. chair,



armchair, etc.) are defined as "furniture used to
siton", "sitting place”, "seat”, etc.

e lack of systematicity in the linguistic realisation
of the information: for instance, the attribute
size can be realised as an adjectival phrase (AP),
as a nominal phrase in the genitive case

(NP_gen) or as a prepositional phrase (PP).

The corpus analysis has, therefore, provided us with
the application requirements, in the sense that it has
indicated the content and structure of the desired
definitions, and has pointed to the shortcomings that
should be avoided in our application output.

4. Resources

The desired output definitions should include the
four types of information identified through our corpus
analysis (Section 3.2). Thus, we have proceeded to the
investigation of our input CL in order to detect whether
and where, if present, thisinformation resides.

4.1. Description of the PAROLE/SIMPLE CL

Our input is a CL designed for NLP applications.
More specifically, the lexicon from which the
definitions will be generated, isthe ILSP CL, which has
been constructed according to the PAROLE/SIMPLE
model for the Greek language (Gavrilidou et al., 1998;
Gavrilidou et a., 2000). The CL is structured in three
levels corresponding to morphological, syntactic and
semantic information and is implemented in SGML
format.

The PAROLE/SIMPLE Computational Lexica have
been built in a harmonized way for 12 European
languages, based on a common model, methodology
and linguistic specifications. The PAROLE model
specifies the information to be included in the CL at the
morphological and syntactic level, while the SIMPLE
model caters for the semantic level. For each language,
20,000 entries are coded at the morphological and
syntactic level and 10,000 at the semantic level.

The contents of the semantic level of the CL
congtitute the knowledge base from which the main
bulk of information is extracted for our purposes. The
full model is described in (SIMPLE Specifications
Group, 2000); in this paper, we will restrict our
presentation to aspects of the model relevant to our
work.

The basic unit of the PAROLE/SIMPLE model is
the Morphological Unit, corresponding to alexical item,
and carrying morphological information (i.e. inflection,
grammatical  category classification, etc). The
Morphological Unit is linked to at least one Syntactic
Unit, which bears information on the syntactic
behaviour of a lexical item. Each Syntactic Unit is
linked to at least one Semantic Unit, which is the basic
carrier of semantic information.

Each Semantic Unit corresponds to a word sense
and includes al types of information that can identify
this particular word sense. According to the model, the
central information to be assigned to a Semantic Unit is
the semantic type. Each semantic type corresponds to a
node in the SIMPLE Core Ontology, defined for al the
languages, and it further specifies the information to be

encoded for each entry belonging to this type, i.e. the
semantic type is actually "a cluster of structured
information".

In order to capture the multidimensional aspect of
meaning, semantic information is organised in the form
of Qualia Structure (Pustgjovsky, 1995). Four roles are
defined in Qualia Structure;

e Formal role — places the entry in the

appropriate node of a hierarchy

» Congtitutive role — provides information on the

congtitution of an entry

* Tdlic role— provides information on the typical

function(s) of an entity

» Agentiverole- concerns the origin of an entity,

or its coming into being.

The Qualiarolesin SIMPLE are implemented as:

* relations holding between semantic units or

* valued features.

Each of the four Qualia roles is represented as a
relation, which isin turn the top of a hierarchy of other
more specific relations, representing more fine-grained
subtypes of information of a given Quae These
hierarchies of relations within the four Qualia are
referred to as extended Qualia set.

Each relation holds between the entry coded and
one target Semantic Unit, where the schema [Relation
(S1, S2)] signifies that there holds a relation between
Semantic Unit S1 and Semantic Unit S2; in this schema,
Sl is aways the entry being coded, and S2 is the target
Semantic Unit which must be specified. If for a certain
relation there are more than one candidate target
Semantic Units, the relation is repeated as many times
as necessary, connecting S1 to adifferent S2 each time.

Features encode specific attributes of an entry; for
each feature the model supplies a set of valid values —
binary values or values specific to a feature (e.g. the
feature habitat has three values, earth, air and water).

The model specifications include a set of relations
and features, common to all languages. Moreover, each
semantic type includes a set of mandatory and
recommended (optional) relations and features to be
coded, corresponding to the semantic information that is
considered relevant to the particular type. This common
principle adds to the uniformity of the content of
semantic information included in the lexica across
languages as well as to the uniformity of information
coded for entries belonging to the same semantic type
within one lexicon. For illustration purposes, Figure 2
shows the information to be encoded for the semantic
type [Furniture].

Semantic Type:  |[Furniture]

Formal: isa (S1, <furniture> or <hypernym of S1>)

Agentive: created by (S1, S2: [Creation])

Constitutive: made_of (S1, S2) //optional//
has as part (S1, S2) //optional//

Telic: used for (S1, <furnish>: [Event])

used_for (S1, S2: [Event]) //optional//

Figure 2: Example of the information to be coded for
entries of the semantic type [Furniture]




4.2. Appropriateness of the CL to the
application requirements

The four Qualia roles have a direct mapping to the
constituents of the definitions that we have identified
during our corpus anaysis (Section 3.2). More
specifically:

* the Forma Role, in the form of the isa relation,
encodes the information classifying the entity in
ahierarchy

* the Condtitutive Role includes, in the form of
relations (eg. made of, has as colour,
has as part, etc.) or features (dimension,
habitat, state, etc.), information on the
properties of an entity

e the Telic Role provides information on the
intended functions of an entity (eg.
object_of the activity, used for, used as,
is the habit_of, etc.)

e the Agentive Role encodes information on the
provenance of the entity (e.g. created_by,
derived_from, etc.).

The systematicity of information contained in the
desired definitions is catered for by the CL
specifications, which dictate the types of information to
be included in each encoded entry.

The structuring of the information in the desired
definitionsis performed by the Generator.

5. Description of the Generator

The Generator follows the pipeline architecture
suggested by Reiter (1999), adapting, however, certain
tasks to the application requirements. It consists of three
main components:

e theText Planner

*  the Sentence Planner and

* the Surface Text Realiser.
The architecture of the system is shown in Figure 3.

The Text Planner is the module responsible for
selecting the appropriate discourse plan, i.e. it handles
the tasks of content determination and organisation,
according to the discourse goal. In our application, the
Text Planner determines the information elements that
constitute the building blocks of a complete definition
of concrete entities and retrieves from the knowledge
base (i.e. the SIMPLE lexicon) relevant data required
for each kind of information element.

Given the discourse goa of our application
(medium-size dictionary definitions of concrete entities
for native speakers), only one discourse plan is
specified — referred to as "definition plan” hereafter.
The Text Planner produces an XML list of Discourse
Representations, which represent the content and the
structure of the intended definitions in a language-
independent formalism. A minima set of rhetorica
relations (Mann & Thompson, 1988) is used to join the
different information elements into larger chunks. The
mandatory information element for each and every
object is the identification message mapped to the isa
relation of the SIMPLE model, while all other
information elements provide further details about the
entity being defined, concerning its properties, functions
and provenance.

The information elements required in order to
formulate the definition of a concrete entity are
semantically articulated in the four Qualia roles of our
knowledge base, as presented in Section 4.2; therefore,
the task of mapping the Discourse Representations to
the SIMPLE Semantic Representations is rendered
easer.

User query

Text Planner

i

Instantiated
Definition Plan

{

Sentence Planner

i

Instantiated
Sentence Plan

{

Surface Text
Realiser

Requested
Definition(s) [~

Definition Plans

PAROLE/SIMPLE
semantic and
morphosyntactic data

Figure 3: The system architecture



msg Sat_01 msg Sat_02 msg
| [ELABORATION]
IDENTITY [ELABORATION] [ELABORATION]
) | ) FUNCTION_01
isa (mohvOpovo, [armehair], PROPERTY_01 PROPERTY_02
émunho [furniture])
used_for
[SEQUENCE] [SEQUENCE] (molvBpdVaeL
/\ /\ [armchair],
kaBouou[sit])
PROP_01.1 PROP_01.2 PROP_02.1 PROP_02.2
has as part has as part made_of
(moAvBpoVO. (morvOpovaL (morvOpovaL (morvOpoVaL
[armchair], m\dTn [armchair], [armchair], [armchair],
[back]) unpdroo [arm]) Vvoaopo. [cloth]) &vro[wood])

Figure 4: Example of an instantiated definition plan

The output of the Text Planner — an example of
which is shown in Figure 4 — is redised as a tree
structure populated by information elements at its leaf
nodes".

The Sentence Planner converts the instantiated
definition plan into a concise single-sentence definition,
performing the tasks of lexicalisation and aggregation
of the conveyed information.

The Sentence Planner maps the Semantic
Representations (i.e. semantic relations, features and
target Semantic Units) to the appropriate language
specific lemmas and syntactic structures (e.g. for Greek,
it generates the has_as part relation as a PP governed
by the preposition "ue" [with], it renders the valued
feature SatelLiquid as an AP governed by the adjective
"vypog" [liquid], etc.). Moreover, by exploiting the link
of the SIMPLE |lexicon to the PAROLE
morphosyntactic level, it extracts information that will
be used at the surface realisation stage.

Aggregation caters for combining information
elements into phrasal structures, using embedding and
paratactic devices as appropriate: for instance, when the
information elements are linked by a SEQUENCE
rhetorical relation, conjoined phrases are used.

The Surface Text Realiser puts into a grammatically
and orthographically correct sequence of words the
content of the definition, i.e. it is responsible for the
following:

» choosing the correct inflectional form of content

words

e inserting function words, such as conjunctions

and articles, in order to generate a fluent natural
language text

! For illustration purposes, leaf nodes at the tree of Figure 4
contain, instead of the identification numbers, the lexicalised
forms of the Semantic Units, which are normally inserted at
the Sentence Planning stage of the generation.

» ordering words within the sentence

« applying orthographic rules.

The Surface Text Realiser receives input from the

following resources:

 the  morphosyntactic  layer of the
PAROLE/SIMPLE lexicon, which ams at
producing the appropriate inflectional form for
each target Semantic Unit, based on the
morphosyntactic and lemma information it
carries from the previous stages of the
generation process

* a grammar module, which is application
specific, given that definitions are written in a
typical dictionary sublanguage

e a graphical component, which adds punctuation
and converts the output into HTML format.

Figure 5 showsthe final output of the Generator.

TOALBpOVA: EMuTAO pE TAATY KO UIpUTGO,
OV  KOTAOKeLAleTal amd VQUoUO Kot
&Oho Kot  ypnowornoteitol Yyl va
xafopacTe

[armchair: furniture with back and arms,
which is made of cloth and wood and is
used to sit on]

Figure 5: Sample output of the Generator

6. System evaluation

The advantages of using the above mentioned
system architecture and linguistic resources for
automatically generating dictionary definitions are the
following:

* generation of consistent and standardised

definitions: among the main problems cited in



literature concerning lexicography are the

cyclicity of definitions and the use of unknown

words; the Generator eliminates these problems
since the output text is articulated in fluent but
controlled natural language

« exploitation of a well structured knowledge
base: the structure of the SIMPLE CL has
proved itself well-tailored for our purposes,
given that it contains information which is well
defined, consistently encoded and organised in a
hierarchical, standardised and rigorous way,
thus facilitating the task of information
extraction — for a discussion on these issues,
see, for example, (Dale et al., 1998; Bateman,
1998)

e extensbility and portability of the system to
other applications: given the architecture we
have chosen for our system, it is possible to
extend it without considerable changes in order
to cover other similar applications, the
enrichment of the system with additional user
models and discourse goals (e.g. definitions for
children's dictionaries) requires the addition of
new discourse plans, rather than the re-design
and construction of a new system from scratch

« exploitation of the CL as a multi-level lexical
resour ce: the knowledge base of the application
has direct access to the lexical resources
(containing  syntactic and  morphological
information) which are required for the Surface
Text Redisation stage of the generation
procedure, given that it forms part of a multi-
level lexicon; thus, for the Surface Text
Realisation task, no production of application
specific lexical resources is required, and
uniformity, consistency and full linguistic
coverage (in terms of lexical items and their
respective  morphosyntactic  features) is
guaranteed

o catering for multilinguality: one of the
advantages of using NLG techniques is the
potential to generate texts in multiple
languages; our system further enhances this
advantage in two ways:

0 care has been taken in the architecture of
the system so that specific language
requirements are met at the later stages of
the generation process

0 the resources we use (knowledge base and
lexical resources) exist aready for 12
languages, thus making it possible to
generate definitions in all these languages
with minimal changes in the system, since
the model of the input remains the same;
moreover, the CL model used can be
extended to cover other languages as well.

Degspite the undisputed advantages of the CL we are
using for information extraction, two significant
limitations have been identified:

e there is a lack of information in the CL, in
comparison to the dictionary definitions we
have studied in our corpus andysis. e.g. size
information, or the number of parts constituting

asingle entity is not given; this information can
be crucial to the identification of aword sense

e there is no indication as to the type of

coordination that holds between relations of
the same type: for instance, a semantic unit can
be made of (X AND Y), or of (X OR Y); this
information is not formally represented in the
SIMPLE model.

For the first flaw, a possible remedy is to add this
information in the input. Given the structure of the
SIMPLE lexicon, the addition of such information in
the form of Qualia Structure, represented as features
and/or relations, is possible without creating any
problems.

As regards the second problem, the way we have
already addressed it, is to add this information by
parsing the input through a specia interface that adds
this information through an independent module, before
the actual generation process.

7. Futurework

Future work on the system is envisaged along the

following lines:

« extending to definitions of other semantic types,
which means that we will be faced with the
extraction of more complex information present
inthe CL

e experimenting with other user models (e.g.
children's dictionaries)

e experimenting with different definition plans:
the possibility, for instance, to generate
comparisons between entities that share similar
characteristics and using this information to
better illustrate the meaning of a word will be
explored

e generating definitions in other languages, using
the SIMPLE/PAROLE resources of these
languages

 implementing the system as a hypertext
application and making it available through
Internet.
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