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Abstract
In this paper we describe a flexible and portable infrastructure for setting up large monolingual language corpora. The approach is
based on collecting a large amount of monolingual text from various sources. The input data is processed on the basis of a sentence-
based text segmentation algorithm. We describe the entry structure of the corpus database as well as various query types and tools for
information extraction. Among them, the extraction and usage of sentence-based word collocations is discussed in detail. Finally we
give an overview of different application for this language resource. A WWW interface allows for public access to most of the data
and information extraction tools (http://wortschatz.uni-leipzig.de).

1. Introduction
We describe an infrastructure for managing large

monolingual language resources. Since 1995, we have
accumulated a German text corpus of more than 300
Million words with approx. 6 Million different word
forms in approx. 13 Million sentences. The Project -
originally called "Deutscher Wortschatz" (German Vo-
cabulary) - has recently been extended to include cor-
pora of other European languages (Dutch, English) as
well, with more languages to follow in the near future
(see table 1)

German English Dutch
word tokens  300 Mill.  250 Mill.  22 Mill.
sentences  13,4 Mill.  13 Mill.  1,5 Mill.
word types  6 Mill.  850.000  600.000

Table 1: Basic Characteristics of the Corpora.

The approach is based on the extraction of sentences
from various types of texts. The sentence is chosen as
the basic structuring unit due to copyright restriction on
the one hand, as a feasible level of linguistic represen-
tation adequate for giving examples for word tokens on
the other. As we aim at developing an infrastructure for
corpus processing rather than a single corpus of text,
there (almost) no restriction on the type of text to be
included in the corpus.

Starting off from a rather simple data model tailored
for large data volumes and efficient processing using a
relational data base system as storage we employ a sim-
ple yet powerful technical infrastructure for processing
large amounts of texts to be included in the corpus.

Beside basic procedures for text integration into the
corpus we have developed tools for post-processing our
linguistic data. The corpus is available on the WWW
(http://www.wortschatz.uni-leipzig.de) and may be used
as a large online dictionary.

2. Methodological Approach
Our collection is comprehensive rather than error-

free. In the long run we aim at representing a large por-
tion of current-day word usage available from various
sources. While this does not prevent inclusion of errors
(like typos in newspaper text), we are able to eliminate
typical sources of erroneous information by statistical as

well as intellectual optimization routines (see Quasthoff
1998a for details).

In addition, only a high data volume of the corpus
allows for the extraction of information like sentence-
based word collocations and information about low fre-
quency terms. At the same time, the infrastructure
should be open for the integration of various knowledge
sources and tools: We strongly believe that there is no
single linguistic or statistical approach for all opera-
tional needs (optimisation tasks, information extraction
etc.). Hence, we provide data for very different pur-
poses.

3. Technical Infrastructure
The backbone of our project is a relational database

system. We have chosen mySQL as a low cost DBMS
with high performance and availability on several major
platforms. Currently, the corpus databases are stored on
UNIX/Linux database servers. Using SQL as data defi-
nition and manipulation language, we can make sure
that standardised APIs for access and extraction tools
are available for all major programming languages.

4. Integrating Diverse Data Resources

4.1. Data Sources
Data acquisition for our corpora is based on the

analysis of available electronic text from various
sources. These include

- General newspaper text (major German newspa-
pers, English newspaper text from the TREC and
TIPSTER collection, cf. Voorhees & Harman 1999).

- Electronic dictionaries (general knowledge dic-
tionaries as well as technical and domain-related like
medical dictionaries).

- Electronic books and journals, mostly CD-ROM-
based collections.

- Web resources with a minimum level of language
quality.

In the starting phase of corpus setup, text was pri-
marily extracted from CD-ROMs provided by various
publishers. With more and more high quality text coded
in declarative markup formats like HTML being made
available via the world wide web the collection strategy
in our approach has changed: We employ configurable



search agents for collecting texts which also do basic
feature extraction like coding main subject areas in
newspaper texts on the WWW.

4.2. Text Processing
The processing of input data is done in several steps

which may roughly be divided into the necessary rou-
tines for the extension of the corpus by including new
data, and postprocessing of information for the whole
database.

The pre-processing steps include format conversion,
i. e. extraction of raw text from various formats like
PDF, MS-WinWord or HTML, the partitioning of
documents into sentences, lexical analysis (word and
phrase recognition as well as identification of special
phrase types like multi-word proper names) and index-
ing of the whole text corpus.

We maintain a complete full-text index for the
whole corpus, making analysis of typical word usage a
simple task. The underlying data model stores single
words as well as concepts and phrases automatically
extracted from the corpus. Beyond the raw data level,
our data model provides for the integration of additional
information of various categories:
- syntactic and morphological information at word

level
- semantic information like subject areas or classifi-

cation codes at word and sentence levels
- information about related words, either from

knowledge sources like synonym dictionaries or
thesauri or as the result of automatic extraction
(word collocations, sentence classification).

This information is collected not only from various
sources (dictionaries with classification codes or subject
areas), but also by applying linguistic analysis tools,
some of which are used in cooperation with other NLP
groups (e. g. the TNT tool for part-of-speech tagging,
cf.  Brants 2000).

4.3. Entry Structure
The basic structure of entries in the corpus database

includes information on the absolute word frequency for
each entry (i. e. each inflected word form or each identi-
fied phrase like the proper name Helmut Kohl). Addi-
tional frequency class is calculated based on a logarith-
mic scale relative to the most frequent word in the cor-
pus. For the English corpus, the most frequent word,
the, has frequency class 0, while an entry like Acropolis
with an absolute frequency of 20 belongs to frequency
class 18,  as the occurs approx. 218 times more often.

In addition to this basic statistical information, ex-
ample sentences extracted from the texts most recently
included in the corpus are given for each word.

If available, morphological and semantic informa-
tion  are presented. Fig. 1 shows an example for the
entry Weltanschauung from the German corpus.

5. Tools for Information Extraction

5.1. Query Types
Besides querying for single word entries, the SQL-

based approach allows for a broad range of query types.
Among them are searches in database fields like word

descriptions (subject areas), searches for grammatical
information and querying the full-text index of the sen-
tence database as well as special purpose queries like
retrieving all words with a given length or selecting all
words attributed with a given subject area. Additionally,
administrative query types allow for the management of
currently active database processes and the evaluation
of access statistics.

Word (word number:  95400): Weltanschauung

Frequency class: 14 (Absolute count: 387)

Subject Area: General, Chemistry, Natural Science,
Science, Culture, Education, Learning, Chemie ->
Naturwissenschaft -> Wissenschaft -> Kultur
        Erziehung Bildung Wissenschaft)

Morphology:welt|an|schau|ung (=welt+an=schau%ung)

Grammatical Information:
Part of Speech: Noun
Gender: Feminine
Inflection: die Weltanschauung, der Weltanschauung,
der Weltanschauung, die Weltanschauung, die
Weltanschauungen, der Weltanschauungen, den
Weltanschauungen, die Weltanschauungen (inflection
class fb)

Relations to other Entries:
Synonyms: Anschauungsweise, Betrachtungsweise,
Denkweise
Compare To: Fatalismus, Idealismus, Ideologie,
Kommunismus, Nihilismus, Optimismus, Pazifismus,
Realismus
Synonym of: Anschauungsweise, Denkart,
Denkungsweise, Denkweise, Einstellung, Ideologie,
Lebensanschauung, Meinung, Mentalität, Philosophie,
Sinnesart, Standpunkt, Urteil, Weltbild

Examples:
Auch die Schulmedizin beinhaltet schließlich eine
Weltanschauung - eben die rein naturwissenschaftliche.
(Source: TAZ 1997)
Behindert die anthroposophische Weltanschauung nicht
zugleich die Verbreitung solcher Heilmethoden?
(Source: TAZ 1997)
Wenn man die Medizin zur Weltanschauung macht, ja.
(Source: TAZ 1997)

Figure 1: Sample Entry for Weltanschauung (German
corpus)

5.2. Sentence-Based Collocations
Beyond simple text processing we have developed a

number of information extraction tools which are based
on statistical methods. Among them the automatic cal-
culation of sentenced-based word collocations stands
out as an especially valuable tool for corpus-based lan-
guage technology applications.

The occurrence of two or more words within a well-
defined unit of information (sentence, document) is
called a collocation. For the selection of meaningful and
significant collocations, an adequate collocation meas-



ure has to be defined: Our significance measure is based
on a function comparable to the well-known statistical
G-Test for Poisson distributions: Given two words A, B,
each occurring a, b times in sentences, and k times to-
gether, we calculate the significance sig(A, B) of their
occurrence in a sentence as follows:
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Two different types of collocations are generated:
Collocation based on occurrence within the same sen-
tence as well as immediate left and right neighbors of
each word. Fig. 2 shows an example listing of the top
50 collocations for the term and Papandreou taken from
the English corpus, number in brackets indicate the
relative strength of the collocation measure..

Top 50 of 593 significant sentence-based collocations
for Papandreou
Andreas (474), Premier (314), Socialist (214), govern-
ment (212), Greece (172), Panhellenic (172), Greek
(139), Movement (129), Liani (121), party (118), so-
cialist (115), scandal (111), PASOK (95), former (92),
Mitsotakis (87), Koskotas (84), elections (83), Parlia-
ment (80), premier (80), Democracy (72), ministers
(71), scandals (70), coalition (63), Athens (54), Dimitra
(52), June (52), Coalition (50), Minister (50), Crete
(49), after (48), divorce (48), accused (47), hospital
(46), Ozal (45), heart (44), Margaret (43), seats (43),
George (43), London (39), American-born (38), alliance
(37), financial (36), Florakis (36), Prime (35), political
(35), surgery (34), bases (34), wife (33), Cabinet (33),
Sunday (32)

Significant left neighbors of Papandreou:
Andreas (584), George (23), accused (15), Margaret
(12), including (8), against (6), claimed (6), younger
(6), if (5), indicting (5), After (4), charismatic (4), de-
feating (4),
indicted (4), saying (4)

Significant right neighbors of Papandreou:
underwent (11), blackmailed (10), flew (10), came (8),
told (8), married (8), government (7), met (5), failed (5),
obligingly (5), left (5), arrived (4), founded (4)

Figure 2: Collocation Sets for Papandreou (English
corpus)

Although the calculation of collocations for a large
set of terms is a computationally expensive procedure,
we have developed efficient trie-based algorithms
which allow for a collocation analysis of the complete
corpus.

Beyond retrieving the different collocation sets for a
given word, the infrastructure provides for what may be
called “second order queries” on collocations: For ex-
ample, the intersection of collocation sets for two words
will contain words that have a strong relationship to
both query terms. Intersecting the terms amerikanische
(American) and Präsident  (president) in the German
corpus, yields a result set, that - among other entries -
contains the names of  American presidents Bill Clinton

and George Bush with Bill Clinton carrying the highest
significance measure for that query.

The introduction of part-of-speech information ad-
ditionally allows a more precise selection of collocation
sets: Using the sets of immediate left and right neigh-
bour collocations, it is possible to retrieve typical ad-
jectives that appear to the left of a given noun or, verbs
that appear to the right of a given noun.

5.3. Visualization
Based on the set of collocations for any given word

with a minimum number of significant sentence-based
collocations we have implemented a real-time visuali-
sation algorithm using simulated annealing (cf., David-
son & Harel 1996). The resulting graph shows selected
relationships from the set of collocations (see Appen-
dix, Fig. 3, 4). The graphs can be used for interpreting
different meanings of homonyms: In fig. 4 different
meanings of King as a proper name (Martin Luther
King, Jr, Burger King) and as a title (head of a monar-
chy, King Hussein of Jordan) become apparent.

Currently, we are going to link the different lan-
guage corpora both at word level and on sentence level.
This will give a large multilingual dictionary and the
possibility to use available multilingual aligned text in
this framework.

6. Applications
One major advantage of the infrastructure developed

for this project is its immediate portability for different
languages, text domains, and application: The basic
structure consisting of text processing tools, data model,
and information extraction algorithms may be applied to
any given corpus of textual data. This makes this ap-
proach applicable to a wide variety of basic language
technology problems like

- text classification,
- document management, or
- information retrieval.
Beside the project’s WWW interface and its usage

as a general purpose dictionary (basic statistical, syn-
tactic and semantic information, typical usage exam-
ples) current applications include collocation-based
query expansion in Web search engines. The latter shall
be illustrated by an example: Typical usage of Web
Search engines is characterized by very short queries
and low retrieval effectiveness (cf. Silverstein et al.
1999, Jansen et al. 2000). A possible remedy for this are
query expansion techniques. We have developed a
search engine interface (see Appendix, fig. 5) which
allows the user to start from a single search term and
select additional query terms from information available
in the corpus (collocations, synonyms etc.). A simple
mechanism for expanding the query is implemented
using JavaScript and dynamically generated hyperlinks.

While this application makes use of our “standard”
data corpus, the infrastructure can be applied to differ-
ent data sets or text collection without modification.
Thus, further applications like comparing special pur-
pose document collections with the general language
corpus are possible. The difference in the statistical data
can help identifying important concepts ant their rela-
tions. Applications of this analysis are

- Terminology extraction and



- Support of object oriented modeling of business
 processes.

7. Outlook
Since the project went online in spring 1998, we

have registered more than 350.000 accesses from more
than 40,000 users with a constant growth rate of 20 %
per month. Due to increasing access counts, we are cur-
rently developing a clustered storage and access infra-
structure which will not only provide higher throughput
for Web access but also a structural separation of pro-
duction and presentation databases.
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9. Appendix: Figures

Figure 3: Collocation graph for Papandreou (English Corpus)



Figure 4: Collocation graph for King (English Corpus)

Figure 5: Search Interface for Web Search Enhancement Using Collocations


