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Abstract
This paper presents a taxonomy of previous work on infrastructures, architectures and development environments for representing and
processing Language Resources (LRs), corpora, and annotations. This classification is then used to derive a set of requirements for
a Software Architecture for Language Engineering (SALE). The analysis shows that a SALE should address common problems and
support typical activities in the development, deployment, and maintenance of LE software. The results will be used in the next phase of
construction of an infrastructure for LR production, distribution, and access.

1. Introduction
This paper reports work following from

that discussed in the Distributing and Access-
ing Language Resources workshop at the pre-
vious conference in this series (LREC-1 1998;
http://www.dcs.shef.ac.uk/˜hamish/dalr/).
The paper addresses the provision of software infrastruc-
ture for research and development of language resources
and language processing software. It presents a wide range
of references to literature in this area, and a set of require-
ments that abstract from the work refered to. It is intended
as a resource for workers in the area, and as a design step
in the next phase of construction of an infrastructure for
LR production, distribution and access. The paper begins
with a description of what we mean by infrastructure,
drawing on software engineering sources. Following a
note on terminology relating to the common distinction
between processing and data in language processing R&D,
a review of previous work is presented as a stuctured set
of references. This taxonomy is then used to organise a set
of requirements for such infrastructures. The requirements
are presented as use cases. The results will be used in
the next phase of construction of an infrastructure for LR
production, distribution, and access, GATE, a General
Architecture for Text Engineering (Cunningham et al.,
1999).

2. Software Infrastructure for Language
Resources

The context of this work is the construction of software
infrastructure for language processing: software that is in-
tended to apply to whole families of problems within this
field, and to be like a craftsman’s toolbox in service of con-
struction and experimentation. We consider three types of
infrastructural systems: frameworks; architectures; devel-
opment environments.

A framework typically means an object oriented class
library that has been designed with a certain domain in
mind, and which can be tailored and extended to solve prob-
lems in that domain. They may also be known as platforms,
or component systems.

All software systems have an architecture. Sometimes
the architecture is explicit, perhaps conforming to certain
standards or patterns, sometimes it is implicit. Where an
architecture is explicit and targetted on more than one sys-
tem, it is known as a reference architecture, or a domain-
specific architecture. The former is “a software architec-
ture for a family of application systems.” (Tracz, 1995) The
term Domain Specific Software Architecture (DSSA – sub-
ject of an eponymous ARPA research programme (Hayes-
Roth, 1994; Tracz, 1995)) “applies to architectures de-
signed to address the known architectural abstractions spe-
cific to given problem domains.” (Clements and Northrop,
1996)

An implementation of an architecture that includes
some graphical tools for building and testing systems is a
development environment. One of the benefits of an expli-
cit and repeatable architecture is that a symbiotic relation-
ship with a dedicated development environment can arise.
In this relationship the development environment can help
designers confrom to architectural principles and visualise
the effect of various design choices and can provide code
libraries tailored to the architecture.

3. Language Resources and Processing
Resources

Like other software, LE programs consist of data and
algorithms. The current trend in software development is to
model both data and algorithms together, as objects. (Older
development methods like Structured Analysis (Yourdon,
1989) kept them largely separate.) Systems that adopt the
new approach are referred to as Object-Oriented (OO), and
there are good reasons to believe that OO software is easier
to build and maintain (Booch, 1994; Yourdon, 1996).

In the domain of human language processing R&D,
however, the choice is not quite so clear cut. Language data,
in various forms, is of such significance in the field that
it is frequently worked on independently of the algorithms
that process it. Such data has even come to have its own
term, Language Resources (LRs) (LREC-1, 1998), cover-
ing many data sources, from lexicons to corpora.



In recognition of this distinction, we will adopt the fol-
lowing terminology:

Language Resource (LR): refers to data-only resources
such as lexicons, corpora, thesauruses or ontologies.
Some LRs come with software (e.g. Wordnet has both
a user query interface and C and Prolog APIs), but
where this is only a means of accessing the underlying
data we’ll still define such resources as LRs.

Processing Resource (PR): refers to resources whose
character is principally programmatic or algorithmic,
such as lemmatisers, generators, translators, parsers or
speech recognisers. For example a part-of-speech tag-
ger is best characterised by reference to the process it
performs on text. PRs typically include LRs, e.g. a
tagger often has a lexicon.

PRs can be viewed as algorithms that map between differ-
ent types of LR, and which typically use LRs in the map-
ping process. An MT engine, for example, maps a mono-
lingual corpus into a multilingual aligned corpus using lex-
icons, grammars, etc.

Adopting the PR/LR distinction is a matter of conform-
ing to established domain practice and terminology. It does
not imply that we cannot model the domain (or build soft-
ware to support it) in an object-oriented manner; indeed
the models developed for this work are themselves object-
oriented.

The rest of the paper provides references to previous
work in this area, structured taxonomically. This taxonomy
is then used to organise a set of requirements for such in-
frastructures. The requirements are presented as a set of
twenty-two use cases which encapsulate the desiderata for
an ideal infrastructure for the support of Language Re-
source production, access and distribution.

4. Taxonomy
This part gives a brief review of the various approaches

that have been taken to SALE (for a longer review see
(Cunningham, 2000)). The prime criterion for considera-
tion in this part is being infrastructural. In order to provide
an organising principle for the discussion we begin in this
chapter by extrapolating a set of architectural issues that
represents the union of those addressed by the various re-
searchers cited. This has the advantage of being easier to
transform into software design and the disadvantage that
multipurpose infrastructures appear in several categories.
Cakes, eating them, etc. The breakdown of categories is as
follows.

1. Processing resources
(a) Locating, loading and initialising components

from local and non-local machines.

TalLab (Wolinski et al., 1998) Asynchronous
agent architecture inc. component execution
model.

Corelli/Calypso (Zajac, 1998b) The Calypso
Document Manager and component integra-
tion architecture.

GATE (Cunningham et al., 1995; Cunning-
ham et al., 1996c; Cunningham et al.,

1996b; Cunningham et al., 1996d; Cun-
ningham et al., 1996a; Cunningham et al.,
1997b; Cunningham et al., 1997a; Cunning-
ham et al., 1998b; Cunningham et al., 1998a;
Cunningham, 1999; Cunningham et al.,
1999; Gaizauskas et al., 1996) A General Ar-
chitecture for Text Engineering.

ICE (Amtrup, 1995) The INTARC Communic-
ation Environment for Verbmobil.

TIPSTER (Grishman, 1997)
(b) Executing processing components, serially or in

parallel.

Whiteboard architecture (Boitet and Se-
ligman, 1994) A distributed whiteboard
architecture with examples in a speech
translation system.

TalLab
Pantome (Edmondson and Iles, 1994a; Ed-

mondson and Iles, 1994b) Parallel architec-
ture exemplified in a text-to-speech applica-
tion.

TALISMAN (Stefanini and Deamzeau, 1995;
Koning et al., 1995) Distributed multi-agent
architecture exemplified in syntactic analysis.

ASL (von Hahn, 1994) A review of architectural
problems focussing on the issue of linearity,
and presenting the ASL architecture.

XeLDA (Poirier, 1999) Architecture and frame-
work for distributed collection of finite state
transducers (FSTs).

TIPSTER
Corelli/Calypso
GATE
ICE

(c) Representing information about components.

Constraint-based interfacing (Busemann,
1999) Using a constraint language to de-
scribe processing components in order to
facilitate integration.

TIPSTER
Corelli/Calypso
GATE
ICE
Verbmobil (Görz et al., 1996; Bos et al.,

1998) Inter-module interface language in
Verbmobil.

(d) Factoring out commonalities amongst compon-
ents.

Generic IE (Hobbs, 1993) Typical module set
for an IE system.

Tapestry (Cheong et al., 1994) A toolkit for
building IE systems exemplified in the MFE
IE system.

NLI+ (Johnson and Rosenberg, 1995) Portabil-
ity of NL interfaces to databases.



TARO (Ibrahim and Cummins, 1989) An OO
syntactic analyser toolkit based on a specific-
ation language.

Reiter and Dale (Reiter, 1994; Reiter, 1999;
Reiter and Dale, 1999; Reiter and Dale, 2000)
From the perspective of applied Natural Lan-
guage Generation work Reiter and later Dale
review and categorise NLG components and
systems. Reiter argues for descriptive prop-
erties of architectures vs. standardisation in
(Reiter, 1999).

RAGS (Cahill et al., 1999b; Paiva, 1998; Cahill
and Reape, 1998; Cahill et al., 1999a) The-
ory neutrality is harder to achieve in NLG
than in NLU; the RAGS project.

Generic IR (TIPSTER, 1995) Typical module
set for an IR system.

Architecture for IR (Cutting et al., 1991) An
OO architecture for IR systems.

Spoken Dialogue architecture (LuperFoy
et al., 1998) An architecture for spoken
dialogue systems.

TIPSTER
2. Language Resources, corpora and annotation

(a) Accessing data components.

EUDICO (Brugman et al., 1998) The EUDICO
distributed annotated corpora system.

Inquery distributed IR (Cahoon and McKinley,
1996) Making the Inquery IR system distrib-
uted.

W3-Corpora site (University of Essex, 1999)
Searchable on-line annotated corpora.

Ontolingua (Fikes and Farquhar, 1999) Distrib-
uted reusable ontologies.

Ontology efficiency (Hendler and Stoffel, 1999)
Efficient RDBMS backend for ontologies.

NLG Lexicon merging (Jing and McKeown,
1998) Merging large scale lexical resources
inc. WordNet and Comlex for NLG.

GATE/DALR (Peters et al., 1998; Cunningham
et al., 1998a) Distributing and accessing LRs.

(b) Managing collections of documents (including
recordings) and their formats.

EUDICO

TIPSTER
Corelli/Calypso
GATE

HTK (Young et al., 1999) An architecture
and framework for developing HMM-based
Automatic Speech Recognition.

(c) Representing information about text and speech.

EUDICO
Shiraz MT Architecture (Amtrup, 1999)

Chart- and unification-based architecture for
MT.

TEI and CES (Sperberg-McQueen and Burn-
ard, 1994; Ide, 1998a; Ide, 1998b; Ide and
Priest-Dorman, 1999) Text Encoding Initiat-
ive and Corpus Encoding Standard.

SGML and XML (Goldfarb, 1990; Goldfarb
and Prescod, 1998; Connolly, 1997; Nelson,
1997) Various sources on SGML and XML.

OODBs and SGML (Olson and Lee, 1997) Us-
ing Object databases for storing and retriev-
ing SGML documents.

LT NSL and LT XML (Mikheev and Finch,
Washington, DC, 1997; McKelvie et al.,
1997; Isard et al., 1998; Brew et al., 1999;
McKelvie et al., 1998) The Edinburgh
SGML and XML library and tools.

THI (Thurmair, 1996) Thurmair’s Text Hand-
ling Interface (based on SGML).

Corelli/Calypso
GATE
Annotation Graphs (Bird and Liberman, 1998;

Bird and Liberman, 1999a; Bird and Liber-
man, 1999b; Bird et al., 2000) Annotation
graph formalism, mainly applied to speech
annotation.

HTK
(d) Representing information about language.

RAGS
Shiraz MT Architecture
Eurotra architecture (Schutz et al., 1991) An

‘open and modular’ architecture for MT pro-
moting resource reuse.

GATE/DALR
TFw Terminology Framework (Fischer et al.,

1996) Abstract model of Thesauri and ter-
minology maintenance OO framework.

ARIES (Goni et al., 1997) Formalism and de-
velopment tools for Spanish morphological
lexicons.

FSTs and AVMs (Zajac, 1998a) Unified
FST/AVM formalism for morphological
lexicons.

GDEs (Netter and Pianesi, 1997; Estival et al.,
1997) Grammar development in an LE con-
text.

ALEP (Simkins, 1992; Simkins, 1994; Eriks-
son, 1996) Feature-structure based architec-
ture and development environment.

AVM-based framework (Zajac, 1992) A
framework for defining NLP systems based
on AVMs.

HTK
(e) Indexing and retrieving information.

Generic IR
TIPSTER DN2 (Buckley, 1998) A communic-

ation protocol based on Z39.50 for detec-
tion interactions between querying applica-
tion and search engine.



FireWorks (Hendry and Harper, 1996) A UI
framework for building IR systems.

P-OQL (Henrich, 1996) IR extensions for the
PCTE repository interface standard.

CUE (Mason, 1998) Indexing and search of an-
notated corpora.

W3-Corpora site
Corpus Query System (Christ, 1994; Christ,

1995) Indexing and search of corpora; link-
ing with WordNet.

TIPSTER
3. Methods and applications

(a) Method support
i. FST, unification and statistics over informa-

tion.
CMU-Cambridge Stat Modelling toolkit

(Clarkson and Rosenfeld, 1997) A set of
command-line tools for building ngram
language models.

Shiraz MT Architecture
HTK

ii. Comparing different versions of information.

DARPA (Sparck-Jones and Galliers, 1996)
ATIS, MT, etc. etc.

TEMAA (Paggio, 1998) Spelling and gram-
mar checker evaluation, and general evalu-
ation framework.

ETE (Li et al., 1998) A GUI test environ-
ment for NLU systems.

GATE
(b) Application issues

i. Storing information.

Ontology efficiency (Hendler and Stoffel,
1999) Efficient RDBMS backend for onto-
logies.

OODBs and SGML
GATE
HTK
EUDICO

ii. Deployment and embedding (executable pro-
grams; databases; libraries; components).
GATE
HTK
XeLDA

(c) Development issues
i. Interoperation with other infrastructures.

GATE
ii. Viewing and editing data components and in-

formation.
GATE

iii. UI access to architectural facilities (develop-
ment environments).
InfoGrid (Rao et al., 1992) UI and interac-

tion model framework for IR systems.
FireWorks
ETE
GATE
EUDICO
HTK

5. Requirements analysis
As its name suggests, GATE is intended to be general,

to cater for a wide range of LE activities and to encompass

a large number of the useful infrastructural activities that
have been identified by other work in this area. Given that
language processing is still very much a research field, this
task is potentially open-ended, and the question arises of
how to restrict the endeavour to manageable proportions.
The approach that we have taken is to make a distinction
between software that aims to solve some research goal and
software that provides an implementation of tasks that are
common to a number of research goals (and that are not
themselves active subjects of research). The latter are can-
didates for inclusion in the architecture; the former are not.
In other words, GATE provides infrastructure tools and not
research results: anything that is an open research topic is
not properly part of the architecture. How to implement cer-
tain common algorithms or data structures may be part of
the system; what algorithms and data structures to choose
for a particular application or research project is not.

Exceptions to the ‘no research’ rule are made for two
reasons. First, where a task is a valid research subject, but
nonetheless so common amongst LE systems that a SALE
will benefit greatly from the inclusion of a default imple-
mentation. Tokenisation of text is such a subject: whilst not
a solved problem (particularly for languages such as Japan-
ese or Chinese), still most researchers would prefer to take
a simple tokenisation scheme as read. Secondly, SALEs
must be developed in context, along with the processing
systems that will use them. In our case the primary con-
text has been Information Extraction research, and we have
actively distributed IE components along with versions of
GATE in order to promote both the architecture and work
on IE itself. (Note that these components are actually sep-
arate from GATE itself.

A SALE should support all the activities involved in the
development, deployment and maintenance of LE software.
In particular, anything that represents common ground
amongst LE applications (i.e. gets implemented regularly)
and anything done by support tools that help LE workers
is a candidate for desiderata for the architecture. We may
identify roles for SALE in the development of LE applic-
ations, technologies, methods and components. Examples
of these roles:
For applications, allow easy embedding in mainstream

software architectures (e.g. by exploiting component-
based devevelopment, Java, the Internet).

For technologies, provide measurement apparatus (e.g.
precision and recall of IE outputs relative to manual
annotation).

For methods, implement common algorithms (e.g. Baum-
Welch for HMMs, FST over annotation) and support
common data structures (e.g. annotation).

For components, provide abstractions that model their
commonalities.

We can classify SALE roles according to the issues that
have been addressed by previous work on LE infrastructure
using the taxonomy of chapter 7. This has the advantage of
being a reflection of infrastructure requirements that have
been developed in close association with the client group,
and it is this classification that we will use in this chapter,
which presents a set of use cases encapsulating the require-
ment set for GATE.



What are ‘use cases’? “In essence, a use case is a typ-
ical interaction between a user and a computer system”
(Fowler and Scott, 1997), but beyond this statement there
is no fixed definition of what they should look like ((Cock-
burn, 1997) cites experience of 18 variations). They are
partly defined by their purpose, which is to identify what
a computer system should do for its users. Fowler (Fowler
and Scott, 2000) identifies these properties:

� “A use case captures some user-visible function.

� A use case may be small or large.

� A use case achieves a discrete goal for the user.”

In keeping with our low-overhead development philosophy
our use cases are natural language descriptions of the ways
in which a SALE is used by its clients. Some of the use
cases below stretch the definitions a little and might perhaps
be called more accurately use desiderata; our belief is that
development processes should bend to fit developers and
their domains, not the other way around.

The clients of a SALE are the actors in use cases; they
may be human (software developers, researchers, teachers
or students) or software (the programs written and used by
the human clients). The client set includes:

� expert programmers producing applications software
that processes human language;

� non-expert programmers writing experimental soft-
ware for research purposes;

� systems administrators supporting language research-
ers;

� non-programming language researchers performing
experiments with software written by others;

� teachers of language technologies.

Section 5.1. gives general use cases; section 5.2. PR and
LR use cases; section 5.3. use cases relating to methods;
section 5.4. those specific to applications; section 5.5. those
for development environments.

5.1. General desiderata

Use case 1: LE research and development

Goal summary To support LE R&D workers producing soft-
ware and performing experiments.

Brief description During design, developers use the architec-
tural component of SALE for guidance on the overall shape of the
system. During development they use the framework for imple-
mentations of the architecture, and of commonly occuring tasks.
The development environment is used for convenient ways of ex-
ploiting the framework and of accessing common tasks. For de-
ployment the framework is available independently of the devel-
opment environment and can be embedded in other applications.

Use case 2: Documentation, maintenance, and support

Goal summary To document, maintain and support the archi-
tecture.

Brief description Without adequate documentation of its fa-
cilities an architecture is next to useless. Without bug fixes and
addition of new features to meet changing requirements it will not
evolve and fall into disuse. Without occasional help from experts
users will learn more slowly than they could.

Use case 3: Localisation and internationalisation
Goal summary To allow the use of the architecture in and for

different languages.
Brief description Users of the architecture need to be able to

have menus and at least some of the documentation in a familiar
language, and they need to be able to build applications which
process and display virtually any human language.

Use case 4: Software development good practice
Goal summary To promote good software engineering in LE

development.
Brief description We can derive a number of general desid-

erata for SALEs on the basis that they are used for software devel-
opment. In common with other software developers, SALE users
need extensibility; interoperability; openness; explicit design doc-
umentation in appropriate modelling languages; graphical devel-
opment environments; usage examples, or patterns.

Use case 5: Framework requirements
Goal summary To exploit the benefits of the framework.
Brief description Some general requirements for frameworks:
Orthogonality of elements: a user shouldn’t have to learn

everything in order to use one thing.
Availability of abstractions at different levels of complexity: a

user should be able to do something basic in a simple fashion, but
also be able to fiddle under the hood in a more complex scenario
if necessary.

5.2. Components, PRs and LRs

5.2.1. Locating, loading and initialising components
Use case 6: Locate and load components

Goal summary To discover components at runtime, load and
initialise them.

Brief description R&D developers create LR and PR compon-
ents and reuse those created by others. Experimenters, students
and teachers use components provided for them. Systems ad-
ministrators install components. Applications developers embedd
components in their systems. The set of components required in
different cases is dynamic and loading should be dynamic as a
consequence. The SALE should find all available components
given minimal clues (perhaps a list of URLs), load them and ini-
tialise them ready for use.

5.2.2. Executing processing components
Use case 7: PR and LR Management

Goal summary To allow the building of systems from sets of
components.

Brief description Developers need to be able to choose a sub-
set of the available components and wire them together to form
systems. These configurations should be shareable with other de-
velopers.

Use case 8: Distributed Processing
Goal summary To allow the construction of systems based on

components residing on different host computers.
Brief description Components developed on one computer

platform are seldom easy to move to other platforms. In order to
reuse a diverse set of such components they must be made avail-
able over the net for distributed processing. Networks are often
slow, however, so there must also be the capability to do all pro-
cessing on one machine if the component set allows.



Use case 9: Parallel Processing

Goal summary To allow asynchronous execution of pro-
cessing components.

Brief description Certain tasks can be carried out in parallel
in some language processing systems. This implies that the exe-
cution of PRs should be multithreaded and means made available
for parallel execution.

5.2.3. Representing information about components.
Use case 10: Component metadata

Goal summary To allow the association of structured data
with LR and PR components.

Brief description Components are wired together with execut-
ive and task-specific code to form experimental systems or applic-
ations. Component metadata helps automate the wiring process,
e.g. by describing the I/O contraints of the component. To use
components they have to be found: metadata can be used to allow
categorisation and description for browsing component sets.

5.2.4. Factoring out commonalities amongst components.
Use case 11: Component commonalities

Goal summary To factor out commonalities between related
components.

Brief description Where there are families of components that
share certain characteristics those commonalities should be mod-
elled in the architecture. For example language analyser PRs char-
acteristically take a document as input and add certain annotations
to the document. Developers of analysers should be able to extend
a part of the model which captures this and other characteristics.

5.2.5. Accessing data components
Use case 12: LR access

Goal summary To provide uniform, simple methods for ac-
cessing data components.

Brief description Just as the execution of PRs should be nor-
malised by a SALE, so access to data components should be done
in a uniform and efficient manner.

5.2.6. Managing collections of documents their formats
Use case 13: Corpora (Language Data LRs)

Goal summary To manage (possibly very large) collections
of documents in an efficient manner.

Brief description Documents (texts and audiovisual materi-
als) are grouped into collections which may have data associated
with them. Operations which relate to documents should be gen-
eralisable to collections of documents.

Use case 14: Format-Independent Document Processing

Goal summary To allow SALE users to use documents of
various formats without knowledge of those formats.

Brief description Documents can be processed independent
of their formats. For example, an IE system can get to the text
in an RTF1 document or an HTML document without worrying
about the structure of these formats. The structure is available for
access where needed.

1Rich Text Format, Microsoft’s Word document interchange
format.

5.2.7. Representing information about text and speech
Use case 15: Annotations on Documents

Goal summary To support theory-neutral format-independent
annotation of documents.

Brief description Many of the data structures produced and
consumed by PR components are associated with text. Even NLG
components can be viewed as producing data structures that relate
to nascent texts that become progressively better specified, cul-
minating in surface strings of words. See also interoperation use
case (annotation import/export to/from SGML/XML).

5.2.8. Representing information about language
Use case 16: Data About Language LRs

Goal summary To support creation and maintenance of LRs
that describe language.

Brief description Lexicons, grammars, ontologies, etc. etc.
all require support tools for their development, for example for
consistency checking, browsing and so on. (Note that this use
case is potentially very large, and may fall outside of our scope.)
In addition, developers of these types of resource use tools such
as concordancers (e.g. KWIC) which should be provided by the
development environment.

5.2.9. Indexing and retrieving information
Use case 17: Indices

Goal summary To cater for indexing and retrieval of diverse
data structures.

Brief description The architecture includes data structures for
annotating documents and for associating metadata with compon-
ents. These data structures need efficient indices to make compu-
tation over large data sets tractable.

5.3. Method support

Use case 18: Common algorithms
Goal summary To provide a library of well-known algorithms

over native data structures.
Brief description Although infrastructure should not in gen-

eral stray into open research fields, where a particular algorithm
is well-known it would be advantageous to provide a baseline
implementation. For example, finite state transduction over an-
notation data structures, perhaps unification, ngram models and
so on. (This use case is not under the annotation heading because
it would be advantageous to generalise its application across other
data structures and across text itself in some cases.)

Use case 19: Data comparison
Goal summary To provide simple methods for comparing

data structures.
Brief description Machine learning methods, evaluation

methods and introspective methods all need ways of comparing
desired results on a particular language processing task with the
results that a set of components has produced. In some cases this
is a complex task (e.g. the comparison of MUC templates was
found in some circumstances to be NP complete!), but in many
cases a simple comparison measure based on identity is useful for
a first-cut approximantion of success. This measure can be ex-
pressed as precision/recall where appropriate. (This use case is
not under the annotation heading because it would be advantage-
ous to generalise its application across other data structures and
across text itself in some cases.)



5.4. Application issues

Use case 20: Persistence
Goal summary All data structures native to the architecture

should be persistent.
Brief description The storage of data created automatically

by components or manually by editing should be managed by the
framework. This management should be transparent to a large de-
gree, but must also be efficient and therefore should be amenable
to tinkering where necessary. Access control may also be provided
here.

Use case 21: Deployment
Goal summary To allow the use of the framework in diverse

contexts.
Brief description The framework must be available in many

context in order to allow the transfer of experimental and proto-
type systems from the development environment to external ap-
plications and parts of applications. Users must be able to use
framework classes as a library, including classes of their own that
are derived from the framework classes. They should also be able
to build programs based on the framework by supplying their own
executive code, and be able to access data resources from other
contexts using standard database protocols.

5.5. Development issues

Use case 22: Interoperation and Embedding
Goal summary To enable data import from and export to other

infrastructures and embedding of components in other environ-
ments.

Brief description Formats and formalisms for the expression
of LRs come in many shapes and sizes. Some of these are dealt
with by wrapping those formats in code that talks the language of
the SALE framework. Other, widespread formats should be made
more generally accessible via import/export filters. The prime
case here is SGML/XML.

Certain common execution environments should be catered
for, such as MS Office, OLE and Netscape Communicator.

Use case 23: Viewing and Editing
Goal summary To manipulate LE data structures.
Brief description SALEs are used to view and edit the data

structures that LE systems process. This applies to both LRs and
PRs.

Use case 24: Development UI
Goal summary To give access to all the framework and archi-

tectural services and support development of LE experiments and
applications.

Brief description A large part of the story is components,
which can be viewed, edited, stored, accessed from the frame-
work API and so on. The final element is a UI for developers that
wires all these together and gives top-level access to storage and
component management, and execution of PRs.
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